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Notice 

The International Solar Energy Society nor any one of the supporters or sponsors of the EuroSun 

2024 conference make any warranty, expressed or implied, or accepts legal liability or responsibility 

for the accuracy, completeness or usefulness of any information, apparatus, product, or process 

disclosed, or represents that its use would not infringe privately on rights of others. The contents of 

articles express the opinion of the authors and are not necessarily endorsed by the International 

Solar Energy Society or supporters or sponsors of the conference. The International Solar Energy 

Society or any one of the supporters or sponsors of the EuroSun 2024 conference do not necessarily 

condone the politics, political affiliation and opinions of the authors or their sponsors. 

 

Disclaimer 

We cannot assume any liability for the content of external pages. The operators of those linked pages 

are solely responsible for their content. We make every reasonable effort to ensure that the content 

of this web site is kept up to date, and that it is accurate and complete. Nevertheless, the possibility 

of errors cannot be entirely ruled out. We do not give any warranty regarding the timeli ness, accuracy 

or completeness of material published on this web site and disclaim all liability for (material or non-

material) loss or damage incurred by third parties arising from the use of content obtained from the 

website.
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During the last week of August, the Cyprus University of Technology had the opportunity to welcome 

200+ participants to Cyprus for EuroSun 2024, the ISES and IEA SHC International Conference on 

Sustainable and Solar Energy for Buildings and Industry. It was a pleasure and a privilege to host a 

conference of this caliber, dedicated to advancing renewable energy solutions and fostering 

collaboration across the international solar community. 

 

Cyprus, like many island nations and regions with smaller energy systems, faces unique challenges and 

opportunities in implementing renewable energy technologies. Islands often have limited grid capacity, 

specific local resources, and higher dependencies on fossil fuels. These characteristics make them 

ideal testing grounds for pioneering renewable energy solutions that can be replicated and scaled 

elsewhere.  

 

EuroSun 2024 has brought a diverse audience together to present the latest research and ideas across 

a range of renewable energy sources. As the Minister of Energy, Commerce and Industry of Cyprus, 

Mr Giorgos Papanastasiou, mentioned during his opening remarks, “Solar Energy plays, and will 

continue to play, a vital role, since it contributes to the enhancement of security of energy supply, it 

is cheap, and it can be extensively utilized.” From photovoltaics and solar thermal systems to energy 

communities and policy recommendations, the presentations and papers in these proceedings of 

EuroSun 2024 offer a holistic view of the integral role of renewables. 

 

We are united by a shared commitment to address the pressing issue of decarbonization, a highly 

complex endeavor. Achieving it requires a combination of technical, political, and economic solutions 

tailored to each region's specific needs and resources. Only by bridging these domains together, we 

can hope to achieve a sustainable future. 

 

With your innovative work and dedication, we are moving closer to a cleaner, more resilient world. 

Decarbonization is within reach, and together, we can make it happen. We hope you find these 

Proceedings of EuroSun 2024 of value to your own research and development activities. We look 

forward to continuing this journey with you during the Solar World Congress in Fortaleza, Brazil in 

2025 and the next EuroSun conference in Freiburg, Germany in 2026. 

 

Associate Professor Alexandros G. Charalambides, Cyprus University of Technology (Cyprus) 

and 

Dr. Corry de Keizer, TNO (Netherlands)

Note from the Scientific Committee Co-Chairs 
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Daniel Baril1, Andreas Athienitis1, and Hua Ge1 

1 Centre for Zero Energy Building Studies, Concordia University, 1455 De Maisonneuve Blvd. W, Montreal, Quebec, 

(Canada) 

Abstract 

The Arctic communities of Canada are almost completely dependent on fossil fuels for their energy needs. 

This dependence can lead to negative environmental consequences, such as fuel spills and harmful emissions 

as well as vulnerabilities during emergency situations. Alternative energy options are required in order to have 

a sustainable future for this region. One such promising system is the building integrated photovoltaic/thermal 

collector (BIPV/T), where not only electricity is generated but valuable heat is recovered and can be used for 

all seasons of the year in the Arctic. In this study a simulation model of the BIPV/T was created using design 

weather data for Iqaluit, Canada as the input to test the electricity generation and heat recovery for different 

configurations to maximize the energy performance for the area. It was seen that the best performing month 

was April, with outlet temperature increases of approximately 18°C, and daily heat recovery and electricity 

generation over 6.2 kWh and 8.7kWh respectively. Based on these initial simulations an experimental 

prototype has been designed and fabricated to test thermal enhancements in a solar simulator laboratory. Upon 

experimental testing, improvements are to be recommend for a field prototype to be deployed in a low-Arctic 

community of Canada.  

Keywords: BIPV/T, fossil fuel reduction, Arctic renewable energy 

1. Introduction 

Canada has close to three hundred remote communities, as seen in Fig.1 (Hayne et al., 2023), that are almost 

totally dependant on fossil fuels for their electricity and heating needs. Electricity is generated in these 

locations from local microgrid diesel fired thermal power plants. In order to maximize the efficiency of the 

electricity produced all heating needs must be met from heating oil fired burners in each building.  While well 

established and fairly dependable if properly maintained, there are many negative environmental consequences 

from fossil fuel energy systems (Taillard et al., 2022).  
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Fig.:1 Canada’s Diesel Dependant Communities (Hayne et al., 2023) 

On top of CO2 emissions, fuel spills and leaks are major issues. Leaks inside buildings from poorly maintained 

heating equipment can lead to strong odors and vapors that significantly affect the indoor air quality and safety 

of the occupants  (Paquet et al., 2021).  Since heating oil is a light weight hydrocarbon it can easily be dispersed 

from the initial leakage area and spread throughout the building materials, and leak into the ground (Canadian 

Council of Ministers of the Environment, 2008), depriving soils of water and oxygen as well as vital nutrients 

(Mitter et al., 2021).  

  

  

(a) Heating oil leakage from boiler (Photo taken 

by author) 

(b) Heating oil leak from storage tank (Photo taken by Edua Jones) 

Fig. 2: Heating oil leakage 

The northern villages of Canada have several engineering challenges that must be taken into account when 

designing buildings for the region. As presented by (Baril et al., 2023) some of the main issues are the extreme 

cold climate, the remoteness of area causing long lead times for goods to be delivered, and shortage of skilled 

labor. Keeping these issues in mind on top of the need to reduce the fossil fuel usage, solar energy is seen as a 

viable option to the fossil fuel based energy systems. Several photovoltaic projects have taken place in the 

recent years to generate clean electricity, helping to avoid the extremely high electricity costs for the off-grid 

communities in the remote Arctic regions of Canada, such as the 940kW solar farm in small Arctic village of 
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Old Crow (Arctic Economic Council, 2022) and the 3.5MW solar power plant at the Diavik Mine in Canada’s 

Northwest Territories (Rio Tinto, 2024). Both projects use traditional ground mounted PV arrays and are able 

to generate approximately 25% percentage of their energy needs, however large portions of lands must be 

developed for the PV structure and access roads. Other systems take advantage of the already developed land, 

by applying the PV systems to existing buildings (BAPV), such as the 100kW façade applied PV array on the 

arena in the northern village of Kuujjuaq (Tarquti, 2024). This system helps reduce the environmental impact 

on the land and delicate ecosystem as well as minimizing electrical cable and other material needs.  Improving 

on the BAPV is the building integrated PV system (BIPV) that uses the PV system as an architectural element 

of the building serving such purposes as the rainscreen and UV barriers of the cladding or roofing materials, 

or incorporated into fenestration systems, such the BIPV roof of the Varennes Library in Quebec, Canada 

(Sigounis et al., 2023).  

A higher level of integration is the building integrated photovoltaic/thermal collector (BIPV/T) in which heat 

is actively recovered from the PV panels;   a cross section of an air-based BIPV/T system is shown in Fig.3. 

In the extreme cold regions of Canada’s north over 80% of the energy costs are for heating purposes. The usage 

of BIPV/Ts are an effective way to maximize the energy benefits for the region and are deemed suitable for 

several reasons.  This system serves multiple purposes, not only generating  electricity but also recovering 

useful heat, cooling the PV modules, increasing PV efficiency and replacing the building cladding or roofing 

materials, acting as the rain and UV barriers. BIPV/T system typically have two types of heat transfer fluids, 

either liquid based or air based (Yang & Athienitis, 2016), (Dimitrios Rounis et al., 2022). While a liquid-

based system can take advantage of the higher specific heat of the liquid to improve heat transfer, air as the 

heat transfer fluid eliminates the risk of damage from leaks that could occur when using a liquid-based system, 

reducing the maintenance requirements and improving the ease of construction. Air based systems can easily 

be integrated with a building’s heating, ventilation and air conditioning system (HVAC) as seen in the 

successful projects in Montreal, Canada, such as the BIPV/T system at Concordia University which is used to 

preheat the fresh air for classrooms (Athienitis et al., 2011),  as well as a portion of the roof at the Varennes 

Library used to pre-heat the air of an energy recovery ventilator (ERV) as well as an air to water heat pump 

(Amara et al., 2020).  

In order to reduce heat losses through the building envelope in the extreme cold climate of the Canadian Arctic 

it is important to reduce the unintentional air infiltration and exfiltration to a minimum. Fresh air must then be 

provided by the use of a heat recovery ventilator (HRV) or energy recovery ventilator (ERV). However, when 

inlet temperatures drop below -5oC to -10oC frosting of the air exchange core occurs, resulting in a stoppage 

of fresh air during system defrost (Beattie et al., 2018). Simulation studies conducted in extreme cold climates 

concluded that pre-heated fresh air using a BIPV/T was seen to be useful to prevent frosting of a heat recovery 

ventilator (HRV) (Li et al., 2021), (Baril et al., 2021) or to improve the coefficient of performance (COP) of a 

heat pump (Ma et al., 2021). The focus of this project is to maximize the energy performance of a BIPV/T 

system for demonstration house in the low Arctic communities of northern Canada, (Berquist et al., 2021),  as 

part of a greater project focused on renewable energy microgrid integration for remote off-grid cabins in 

Nunavut, Canada (CINUK, 2024).    
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Fig.3: BIPV/T system cross section 

 

2. Methodology 

The first step in the BIPV/T design was a parametric study using a thermal network model of the system similar 

to the model created by (Candanedo et al., 2011)  using local weather data. The cross-sectional thermal network 

of the BIPV/T cavity is shown in Fig. 4. By setting up an energy balance of the thermal resistive network at 

the key nodes of the PV panel, cavity air and cavity back surface, a system of equations was obtained. The 

equations were solved using an explicit finite difference control volume method with Canadian Weather Year 

for Energy Calculations (CWEC) monthly average hourly weather data  for the city of Iqaluit, Nunavut, 

Canada, 63°N. The model was calibrated and validated using experimental data from (Yang & Athienitis, 

2014).  

 

Fig. 4: BIPV/T thermal network  

Due to the low solar altitude of Iqaluit , Canada a façade integration was chosen instead of the low sloped roof 

to maximize the solar irradiance received on PV panels and to take advantage of the ground snow reflectance, 
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and to better match the energy generation with the building’s loads throughout the year. A roof integrated 

system could be advantageous if the building such as a hunting cabin is intended to be used primarily in the 

late spring and summer. Therefore, it is important to determine the intended usage and occupant schedule of 

the building and design the BIPV/T accordingly.  

𝑇𝑎𝑖𝑟 𝑜𝑢𝑡𝑙𝑒𝑡 =
𝑇𝑝𝑣+𝑇𝐵

2
+ (𝑇𝑎𝑖𝑟 𝑖𝑛𝑙𝑒𝑡 −

𝑇𝑝𝑣+𝑇𝐵

2
) ∗ 𝑒

−2𝐿𝑐𝑣
𝐴                                       (eq.1)  

𝐴 =
𝑀∗𝐶𝑝_𝑎𝑖𝑟∗𝜌𝑎𝑖𝑟

𝑊𝑐ℎ∗
(ℎ𝑏+ℎ𝑓)

2

                                          (eq. 2) 

 

                                                                                                                                                        (eq.3) 

                   

                                                                                                                                                        (eq.4) 

 

          𝑄𝑟𝑒𝑐 = �̇� ∗ 𝐶𝑝_𝑎𝑖𝑟 ∗ (𝑇𝑜𝑢𝑡𝑙𝑒𝑡 − 𝑇𝑂)                                                                                       (eq.5) 

          𝑃𝑒𝑙𝑒𝑐 = 𝜂𝑝𝑣 ∗ 𝛼𝑝𝑣 ∗ 𝐺 ∗ 𝐴𝑝𝑣                                                                                                  (eq.6) 

          𝑄𝑠𝑘𝑦 = 𝑒1 ∗ 𝜎 ∗ (𝑇𝑃𝑉 + 273.15)4 − (𝑇𝑠𝑘𝑦 + 273.15)
4
                                                       (eq.7) 

 

Semi-transparent photovoltaic (STPV) modules with a transparent glass between the solar cells, were selected 

to allow for a portion of the irradiance to reach the back cavity surface, reducing heat losses from the PV 

surface and increasing heat recovery. A packing factor of 0.9 is used. The PV properties are listed  in Table 1 

(Prism Solar, 2023) along with the assumed BIPV/T material properties listed in Table 2.       

 

Table 1: PV Specifications (Prism Solar, 2023) 

Model Prism Solar BI60-381BSTC 

Type Mono-crystalline 

Exterior Glass Dimensions 985 X 1696mm (1.67m2) X 6.4mm 

Module Efficiency 18.1% 

Power Temperature Coefficient -0.376%/C 

STC Temperature 25°C 

STC Power 300W 

 

 
Table 2: Parameters assumed for BIPV/T 

BIPV/T 

STPV Absorptance=0.85 

Back cavity surface absorptance= 0.9 

Packing factor of STPV=0.893 

Emissivity of Glass=0.9 

Emissivity of Insulation= 0.6 

 

3. Results 

 

The airflow through the BIPV/T is assumed to be  via a residential HRV with a range of volumetric air flow 

of 15.5L/s to 40.5L/s. Major outputs from the simulation were the BIPV/T outlet air temperature, the heat 

recovered and the electricity generation.  As shown in eq. 1, eq. 2, and Fig. 5, the peak daily outlet temperature 

for April, follows an exponential decay trend dependent on the cavity length. Since a typical single-story house 

has a usable façade height of approximately 2 m to 3m it can be seen that the outlet temperature does not 

𝑇𝑝𝑣 =
𝑇𝑜𝑈ℎ𝑜 + 𝐴𝐶𝑉 ∗ 𝛼𝑆𝑇𝑃𝑉 ∗ 𝐺 ∗ 𝐴𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 − 𝑃𝑒𝑙𝑒𝑐 − 𝑞𝑠𝑘𝑦 ∗ 𝐴𝐶𝑉 + 𝑇𝑚𝑎𝑈ℎ𝑓 + 𝑇𝐵𝑈ℎ𝑟

𝑈ℎ𝑟 + 𝑈ℎ𝑜 + 𝑈ℎ𝑓
 

𝑇𝐵 =
𝑈ℎ𝑏𝑐𝑇𝑚𝑎 + 𝑈ℎ𝑟𝑐𝑇𝑃𝑉 + 𝑈𝑖𝑛𝑠𝑇𝑂 + 𝐴𝐶𝑉 ∗ 𝛼𝐵 ∗ 𝐺 ∗ 𝜏𝑆𝑇𝑃𝑉𝐺  

𝑈ℎ𝑏𝑐 + 𝑈ℎ𝑟𝑐 + 𝑈𝑖𝑛𝑠
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approach its peak for either the high or low flow rates at these heights. The asymptote can be seen in Fig. 5 to 

occur between cavity heights of 8m to 13m, therefore, a C-shaped cavity was designed, as seen in Fig 6, which 

increases the cavity length to approximately 10m. 

 

Fig. 5: BIPV/T Peak daily outlet temperature in April vs cavity length for Iqaluit, Canada 

 

 

Fig. 6 C-Shaped BIPV/T 
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Fig.7: Solar energy conversion  for 15.5L/s and 40.5L/s  air flows  using 10m cavity length  

 

The surface solar irradiance is either reflected, converted to electricity, heat, or transmitted. The breakdown 

of the surface irradiance for the high air flow of 40.5 L/s and the low air flow of 15.5L/s is shown  in Fig.7.  

Several strategies are available to decrease heat losses to the environment, such as increasing the cavity air 

flow rate, thus recovering more of the heat.  As shown in Fig.7, as the air flow rate is increased from 15.5L/s 

to 40.5L/s, the convective and radiative losses are reduced and the heat recovered is increased. However, the 

increase of airflow rate reduces the air temperature rise through BIPV/T.  As shown in Fig.8, the highest 

daily outlet temperature increases occur in April with a temperature increase of over 18°C at the low flow 

rate of 15.5L/s, while a delta T close to 14°C at  the highest flow rate of 40.5L/s.   

 

 

Fig.8 Daily peak BIPV/T outlet air temperatures increase 

However more strategies are needed to increase the heat recovery, such as increasing the convective heat 

transfer from the back cavity surface Uhbc. As studied by (Nghana et al., 2023) it was seen that adding transverse 

ribs to the air cavity helped increase the air turbulence thus increasing the convective heat transfer from the 

cavity surfaces to the air, reducing the PV temperature, increase PV efficiency.  To study the thermal 

enhancements for a BIPV/T, an experimental prototype has been designed (shown in Fig.9), similar to the 

curtain wall BIPV/T system developed by (Rounis et al., 2021), and will be tested in a solar simulator and 

environmental chamber lab (Fig.10), with the objective to validate the simulation model for the C- shaped 

cavity as well as testing  the heat transfer enhancements such as alternative cavity back surfaces to increase 

convective heat transfer Uhbc by increasing the air turbulence from the cavity back surface. Other experimental 

objectives include testing of air flow control strategies to maximize heat recovery when applicable, and 
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improving durability of the design to withstand the harsh Arctic environment. Upon completion of these 

objectives a field prototype will be  fabricated  and shipped to a northern village for installation on a 

demonstration house for continuous field monitoring to evaluate the performance of the system throughout all 

seasons of the year.    

 

  

(a) Back Cavity Surface (b) Integrated STPV and flow path 

Fig. 9 BIPV/T Prototype 

 

   

(a) Solar simulator test 

bed 

(b) Mobile solar 

simulator lamp field 

(c) Environmental chamber experimental set up 

Fig.10: Concordia’s Solar Simulator and Environmental Chamber Lab 

 

4. Discussion 

 

The average monthly peak daily outlet temperatures can be seen in Figure 11. The peak values are seen to 

occur in July and August when the outdoor air temperatures are the highest with values over 16°C at the 

lowest flow rate. As these average peak annual values are well under the typical room set point temperature 

of 20-22°C, the pre-heated air from the BIPV/T can be assumed to be of value almost all year round without 

risk of over heating the indoor space. However for periods of time  when outlet temperature values are  

greater than 20°C are encountered then a control strategy can be implemented to increase the air flow rate, 

thus decreasing the outlet temperature and recovering additional heat while there is no need for HRV 

defrosting. Another option is the integration of the BIPV/T with an air to water heat pump, which allows for 

coupling with the building’s hydronic heating system and leads to the possibility of thermal storage. By 
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controlling the airflow rate the optimal balance between outlet temperature and heat recovery can be used to 

boost the coefficient of performance (COP) of the heat pump and facilitates thermal storge of excess heat in 

water tanks or thermal mass.  

Other unique thermal enhancement opportunities in the extreme cold Arctic climate is the addition of low-

emissivity coatings to the inside of the outer glass surface to reduce the radiative heat losses, as well as the 

possibility to add an additional glazing cover to reduce the convective wind losses. While an increase in PV 

temperature can reduce the PV efficiency and lifespan of the module, the cold outdoor temperatures reduces 

the risk of over heating and when used with airflow control the air speed can be modulated to maximize the 

balance between PV generation and heat recovery, resulting in a increased electrical and thermal efficiency.        

 

 

Fig. 11 Daily peak BIPV/T outlet temperature 

 

5. Conclusions 

An air-based BIPV/T system design project for a low-Arctic residential application has been started. From 

initial simulation modelling, the 2.4m air cavity length using the one story demonstration house needed to be 

increased to maximize the outlet air temperature, therefore an alternative C-Shaped channel design was 

chosen to increase the cavity length to 11m. The increased cavity length resulted  in outlet temperature 

increases up to 18°C in April and more than 6.2kWh of heat recovery per day and approximately 

1436kWh/year of electricity and 814kWh/year of heat. An experimental prototype has been designed and 

fabricated  to be tested in a solar simulator and environmental lab to validate the simulation model as well as 

to test heat transfer improvements, using an alternative back cavity surface material to increase turbulence 

and convective heat transfer for improved thermal efficiencies, as well as to test air flow control strategies to 

prepare for a field monitoring project in a low-Arctic community of Canada.         

6. Nomenclature 

𝛼𝑆𝑇𝑃𝑉 –Absorptance of STPV  

𝛼𝐵 –Absorptance of cavity back surface  

𝐴𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛-Surface area of PV, m2 

𝐶𝑝𝑎𝑖𝑟 -Specific heat of air, kJ/kgK 

ℎ𝑏-Cavity back convective heat transfer coefficient, 

W/(m2K) 

𝐺 – Incident irradiance, W/m2 

𝐿𝑐𝑣-Length of control volume, m 

𝑀 – Volumetric flow rate, m3/s 

𝜌𝑎𝑖𝑟 -Density of air, kg/m3 

𝑃𝑒𝑙𝑒𝑐-Electrical energy generated, W 

𝑄𝑟𝑒𝑐-Heat recovered, W/m2 

𝑇𝑚𝑎-Cavity air mass temperature, °C 

𝑇𝑂 - Outdoor Dry Bulb Temperature, °C 

𝑇𝐴𝑖𝑟 𝐼𝑛𝑙𝑒𝑡 – BIPV/T Inlet Temperature, °C 

𝑇𝐴𝑖𝑟 𝑂𝑢𝑡𝑙𝑒𝑡 – BIPV/T Outlet Temperature, °C 

𝑇𝑝𝑣-PV Module temperature, °C 

𝑈ℎ𝑓-Cavity front convective heat transfer 

coefficent, W/(m2K) 

𝑈ℎ𝑏-Cavity back convective heat transfer 

conductivity, W/(m2K) 

𝑈ℎ𝑓- Cavity front convective heat transfer 

conductivity, W/(m2K) 
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𝑄𝑠𝑘𝑦-Heat losses to sky, W/m2 

𝜏𝑆𝑇𝑃𝑉 –Transmittance of STPV  

𝑇𝐵- Cavity back surface temperature, °C 

𝑈ℎ𝑜- Exterior convective heat transfer 

conductivity, W/(m2K) 

𝑈ℎ𝑟𝑐- Cavity radiative heat transfer 

conductivity, W/(m2K) 

𝑈𝑖𝑛𝑠-Wall thermal conductivity,  W/(m2K) 

𝑊𝑐ℎ-Width of cavity, m 
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Abstract 

New interest in Innovative Daylight Systems has emerged strongly because energy consumption must be reduced, 

and human environment conditions improved. Light propagated through prismatic films, exhibits a characteristic 

behavior optimal for energy savings, sustainability and environmental conservation. These optical particularities and 

capabilities can be useful for multiple applications in areas such as architectural lighting, automotive lighting, and 

display technology. Therefore, it is essential to consider the optical properties of these singular light guiding systems 

to control light energy and thus, accurate simulations and modeling are necessary to improve the designs. In this 

study, the application of Fresnel's equations is compared with basic Snell's law showing the angular propagation 

differences and the influence of defects in peak’s prism is quantified. In this framework, a prototype in real scale has 

been developed and tested. 

Keywords: Energy saving, Innovative Daylighting Systems, Daylighting, Light guides, Sustainability 

1. Introduction 

Saving energy is key to fighting climate change and reducing the energy dependency. Energy efficiency 

improvements could reduce not only CO2 emissions, but also the bill for energy imports (Energy saving: EU action). 

Demand for lighting is continued increasing driven by strong growth in many fields like buildings or display 

technologies. Within this context, improving energy saving is essential by means of efficient lighting systems, which 

implies a truly exhaustive study of the optimal optical components of lighting systems for proper use. The use of 

natural light in buildings is very valuable because energy consumption can be reduced and human environment 

conditions can be improved (Sharp, 2014). Innovative Daylighting Systems (IDS) have been developed over the last 

few decades to increase daylight levels within buildings where it is not possible with simple windows or domes 

(Littlefair, 1994; Mayhoub, 2014; Kim, 2010). They improve and control daylight, minimize glare and reduce energy 

consumption. Hollow Light Guides (HLG) are IDS that channels light into the core of the buildings through long 

distances (Garcia-Fernandez, 2023; Osama Omar, 2018; Nair, 2014), they can transmit high-diameter light beams in 

daylight and artificial lighting applications without relevant losses. Hollow Prismatic Light Guides (HPLG) are made 

from a plastic transparent prismatic film with a plane surface on the inner side and prisms with right angle on the 

outer side. Prismatic films are especially valuable for their performance in light guiding and is used for multiple 

applications in areas such as daylight in architecture, lighting, solar concentrator systems, automotive illumination 

and displays (Xie B, 2015; Wang, 2015). Light introduced into the light guide at the appropriate angle range will be 

retained inside the guide and guided long distances due to the phenomenon of Total Internal Reflection (TIR) (García-

Fernández, B, 2015). The multiple reflections of light existing in these optical guiding elements and their interaction 

with surface defects cause uncontrolled light that leaves the ideal optical ray pattern and increases exponentially with 

the distance travelled. Simulate accurately prismatic lighting systems performance is a complex task due to the 

amount of computation necessary to represent data of light paths. Thus, as a rule, calculations are usually made by 

the simple method based on approximations of the law of Snell, this procedure don’t consider partial reflections or 

transmissions defined by Fresnel equations (Dupertuis, 1994; De Greve, 2006; Born, 2013). Within this context, this 

study presents a detailed analysis applied Snell's Law and Fresnel equations for all incident angles and shows the 

influence of a curved apex of the prism which simulates defects in corners. The defects in corners have been 

meassured by Scanning Electron Microscopy (SEM) based image analysis. Firstly, a theoretical study of optical 

properties was made using the Snell's law and Fresnel’s equations. Secondly the defects in corner as key element of 
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efficiency in guiding were tested by a ray-tracing software TracePro. Finally, experimental measurements were made 

to compare the simulated result with measured data. 

2. Theoretical context Snell's law versus Fresnel equations 

Snell's law gives the relationship between the incidence angle and refraction θ (or reflection θ’) for a ray impinging 

on an interface between two media with different refraction index n (Fig.1). The Snell’s Law is expressed as: 

𝑛 sin  = 𝑛′ sin  ′,     (eq. 1) 

The vector form of Snell's Law is used for calculating the direction of transmitting light in software simulations by 

a coordinate-free formalism based on vector algebra. 

Figure. 1. Refractive optical surface represented by tracing vector rays 

Writing Snell's law using the direction vectors of the incident and refracted rays’ k and k' and the surface normal 

vector N. These vectors are coplanar, so that both k and k 'may be expressed as a linear combination of two vectors 

in the plane of incidence, the normal N and the tangent vector T. In figure 1, the incident ray is defined by a vector 

k with an angle of incidence θ. After refraction at the surface, the refracted ray is defined by a vector k’ with an angle 

of refraction θ’. The normal to the surface at the point of intersection of the ray with the surface is denoted by a 

vector N. We can define a vector in the plane of k, k´, and N, and parallel to the surface at the point of incidence. 

This unit vector is denoted by T. From Fig. 1 we can see that: 

𝒌 = cos  𝑵 + sin  𝑻,     (eq. 2) 

Hence, the vector in the direction of propagation is given by: 

𝒌′ = cos  ′ 𝑵 + sin  ′ 𝑻,     (eq. 3) 

Equation 2 can be combined with 3 to give 

𝑻 =
𝒌−𝑵 𝑐𝑜𝑠 

𝑠𝑖𝑛 
 =

𝒌′−𝑵 𝑐𝑜𝑠  ′

𝑠𝑖𝑛  ′
,     (eq. 4) 

Therefore, 

(𝒌 − 𝑵cos) sin  ′ = (𝒌′ − 𝑵cos) sin  ,   (eq. 5) 

and, using Snell’s law, 

(𝒌 − 𝑵cos)𝑛 = (𝒌′ − 𝑵cos)𝑛′,    (eq. 6) 

Finally, we can summarize with the general expression of Snell´s law written in vector form, which is given by the 

expression, 

𝑛′𝒌′ − 𝑛𝒌 = 𝑵(𝑛′cos ′ − 𝑛 cos).   (eq. 7) 

 

𝒌′ =
𝑛𝒌+𝑵(𝑛′cos ′−𝑛 cos)

n′
.     (eq. 8) 

 

TIR occurs whenever the incident beam in the optically denser medium strikes the boundary at an angle of incidence 

equal to, or grater tan a critical angle given by: 
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sin 𝜃𝑐 =
𝑛2

𝑛1
.     (eq. 9) 

The condition was defined purely geometrically by setting, 

  𝜃′ =
𝜋

2
       (eq. 10) 

Total Internal Reflection occurs whenever the incident beam in the optically denser medium strikes the boundary at 

an angle of incidence equal to, or grater tan a critical angle given by setting sin θ’=θ. In calculations, Fresnel reflection 

is based on refractive index and the complex index of refraction is defined by, 

ň = 𝑛 + 𝑖𝑘 ,     (eq. 11) 

where k is the extinction coefficient defined as, 

𝑘 =


4
 .      (eq. 12) 

 is the wavelength and  is the absorption coefficient. 

Fresnel equations describe the ratios of the reflected and transmitted waves' electric fields to the incident wave's 

electric field [14]: 

𝑡𝑠 =
2𝑛𝑐𝑜𝑠𝜃

𝑛𝑐𝑜𝑠𝜃+𝑛′𝑐𝑜𝑠𝜃′ ,     (eq. 13 

 

𝑟𝑠 =
𝑛𝑐𝑜𝑠𝜃−𝑛′𝑐𝑜𝑠𝜃′

𝑛𝑐𝑜𝑠𝜃+𝑛′𝑐𝑜𝑠𝜃′ ,     (eq. 14) 

 

𝑟𝑝 =
𝑛𝑐𝑜𝑠𝜃′−𝑛2𝑐𝑜𝑠𝜃

𝑛𝑐𝑜𝑠𝜃′+𝑛2𝑐𝑜𝑠𝜃
 ,     (eq. 15) 

 

𝑡𝑝 =
2𝑛𝑐𝑜𝑠𝜃

𝑛𝑐𝑜𝑠𝜃′+𝑛′𝑐𝑜𝑠𝜃
 ,     (eq. 16) 

Power reflectivity and transmission is then calculated as, 

𝑅𝑠,𝑝 = |𝑟𝑠,𝑝|
2
 ,     (eq. 17 

 

𝑇𝑠,𝑝 =
𝑛′𝑐𝑜𝑠𝜃′

𝑛𝑐𝑜𝑠𝜃
⌈𝑡𝑠,𝑝⌉

2
.    (eq. 18) 

The unpolarized case is computed as an average between S and P polarizations. 

3. Application of Snell's law and Fresnel's equations for light propagation in 
prismatic dielectric films. 

In this section, we report a computer simulation analysis of light transmission and reflexion in prisms comparing the 

results applying the Snell's law and the Fresnel's equations. Fresnel equations show a more detailed explanation of 

the process of light refraction and refraction at a boundary than Snell’s law. The behavior of the right-angle prism as 

a function of the incident angles along the base of the prism has been studied by three-dimensional simulations 

performed in a non-sequential optical raytracing called TracePro [15]. The transparent optical material used is 

defined as continuous, homogeneous, perfect transmitter and non-absorbing. The incident light is assumed to consist 

of a plane wave of infinite extent. In simulations, the light rays enter through the base of a PMMA 

(Polymethylmethacrylate) prismatic structure and undergo TIR and refractions on the inner surfaces of the prism. 

Firstly, data processing was performed to evaluate light patterns. Secondly, a curved prismatic peak is developed and 

examined to assess the importance it can have in ray patterns and thus in transmission efficiency and guide of light. 

The prismatic optical structure with an apex angle of a right-angle is characterized by polycarbonate material with a 

refractive index of 1.59 without consideration of absorption. Seven discrete equidistant quarter spheres (P1-P7) are 

inserted in the prismatic base to analyze the full angular range of light incidence and the flux ratio of light rays in 

several positions. The light source emits in the full angular range at a wavelength of 550 nm. The coordinate system 
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used defines the angles α and β are the direction cosines of the departing ray in X and Y axis. Rays emitted are 

propagated through the prism, undergoing refractions and reflections on the inner surfaces of the extruded prism. 

After analyzed ray behavior, the definite patterns of internal reflections and refractions within the material are 

computed. Figure 2 represents, at each position, the ray pattern obtained. The internal directionality happens through 

different patterns after the first refraction of a ray through the base of the prism. Firstly, a Double TIR of light (DTIR) 

occurs as is shown in Fig. 2 (a), in this case the light beam is guided along the interior material by means of two TIR 

following the Snell’s law, and it returns to the base of the prism. In this pattern, some rays found are directed towards 

the left side (L) and other rays are directed towards the right side (R), depending on the internal surface on which ray 

effect. Secondly, a Multiple Internal Reflection (MTIR) occurs, in which one of the angles of the reflected ray is 

reversed (compare it with an ordinary specular reflection), in this case the beam undergoes three TIRs, as shown in 

Figure 2 (b). Finally, there are two patterns in which the rays are expelled to the outer upper surface. In one pattern, 

the beam is expelled after only one refraction through the prism side, Transmission 1 (TA1) shown in Figure 2(c). In 

the other pattern, the beam undergoes first a TIR and later, comes out by refraction through the prismatic side, 

Transmission 2 (TA2) (Fig. 2 (d)). From the point of view of the efficiency of a light pipe, TA1 and TA2 are 

considered the negative cases, since the necessary condition for guiding is not met. The prisms of Figure 2 represent 

the principal ray defined by Snell’s law. There are reflected rays with lower energy which carry on the DTIR or 

MTIR pattern on the exit surface. This energy will be calculated by applying the Fresnel equations. 

 

Figure. 2. Prism ray patterns evaluated; the arrows indicate the direction of the light beam. In the first figure (a), rays experience 

Double TIR (DTIR). In the second figure (b), the ray undergoes Multiple Internal Reflection (MTIR). Finally, in the last two 

patterns, the rays are expelled to the outside by Transmission (TA1) (c), and by TIR plus Transmission (TA2) (d) 

 
b)  

Figure. 7. Ray positions in Prismatic structure: P1, P2, P3, P4, P5, P6 and P7 (a). Perspective view of prismatic film (b). The ray flux 

is obtained for each pattern (Ro) defining the angular behaviors of each ray position (Fig. 7(a)). Figure 7 (b) shows a perspective view 

of the prismatic film. 

2. 1. Snell's law versus Fresnel equations, ray path analysis in the prismatic structure 

The optimization of light guidance is required in order to obtain more efficient lighting systems. Fresnel equations 

show a more detailed explanation of the process of light refraction and refraction at a boundary than Snell’s law. 

Optical simulations were performed by the meaning of Snell’ Law and Fresnel equations to make comparisons by 

processing the ray path information in MATLAB software.  

Results of calculations are presented in Fig. 3, Fig. 5, Fig. 7. Figure 3 shows the angular range in degrees where TIR 

is produced by means of director angles (DTIR and MTIR), the positive directions of the coordinate axes are defined 

by alpha α, determined by the angle formed with the direction of the x axis, and beta β, defined as the angle formed 

with the positive direction of the y axis. By applying Snell’s Law, the total flux of transmission (TA1 plus TA2) has 

constant values of 67.88%. Those who suffer TIR (MIR plus DTIR) are guided internally, add up to a value of 32.12 

%. There is an angular range in which light acts by the phenomenon of TIR and will fulfill the condition to be 

transmitted internally in prismatic hollow guidance systems by numerous internal reflections. The boundary angle 
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condition (see Fig. 3 left) defines the angular range limit of TIR and within which rays are guided along the prism 

system.  

Fresnel losses (Fig. 3 right) had been considered in simulations to improve accuracy. A new distribution appears, 

setting the angular range of rays that suffer internal reflections superimposing the previous ones. When comparing 

the coefficients of reflection and transmission obtained by applying the Fresnel Equations from an external incidence 

and comparing them with the transmittance and reflectance pattern calculated by applying Snell's Law, the amount 

of light transmitted outside (TA1 plus TA2) decreased from 67.88 % to ~51.56 %. Thus, results indicated a significant 

increase in light rays that suffer reflection plus TIR from 32.12 to ~ 48.32 %. 

  

Figure. 3. (a) Graphs show the operation of light rays (P1-P7) in a perfect right angle prism by using a model based on 

the Snell's law (left) and Fresnel equations (right)  

2.2. Scanning Electron Microscopic analysis, roughness influence 

The defects were studied using Scanning Electron Microscopic (SEM-Tescan Mira 3). The image processing allows 

us to estimate a defect width of 5-10 m by measuring changes in surface roughness, which represents about 4.7% 

of prismatic surface. Defects in the surface have been identify in corners and defined by a curved region in 

simulations to compute the influence of corner defects in light guidance. Figure 4 shows the image of a prismatic 

peak obtained with Scanning Electronic Microscopy (SEM; Mira3 TESCAN). 

 

Figure. 4. Low (1.74 kX) (a) and high (6.52 kX) (b) magnification Scanning Electron Microscope (SEM) images of the 
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prismatic surface

 

Figure. 5. Patterns of refracted and reflected rays located in positions P4, P5, P6 affected by rounded peaks (CP) in black color 

Figure 5 shows in black color (CP) the rays affected by the round shape. The existence of the curved area on the peak 

of the prism modifies the optical path in positions P4, P5 and P6 and therefore the rays that impact over the rounded 

peak is redirected to other directions undergoing multiple internal reflections. In this case, many mixed patterns 

appear and some of those light rays are directed through the internal prism structure undergoing by multiple TIRs in 

the inner surfaces. Positions P1, P2, P3 and P4 are not affected by the rounded peak because no light strikes this 

surface. The influence of peak defects causes changes in behavior of rays. Thus, control the influence of defects on 

surfaces and objectify improvements in manufacturing processes are basic parameters in prismatic guidance systems. 

2.3. Pattern classification ratio 

Results are computed considering the angular distribution of a 90º quadrant (Fig. 8 (a)) and the total amount affected 

by a hemisphere emission range of 180 degrees (Fig. 8 (b) defined as. 

𝑅 =
𝑅𝑜

𝑅𝑖
 ,     (eq. 19) 

where Ri is the input flux and Ro represents the output flux. 

The ratio associated with defined patterns for each position Figure 3 (left) and Figure 5 is given in Figure 8. The flux 

ratio obtained from patterns DTIR, TA1 and TA2, shows lower values than those found with perfect right angle 

peaks due to the rounded peak. The ratio of the rounded peak encompasses different light behaviors and rays that 

strike the inner surfaces of the prism and guide through the interior of the material. 

a)  
b) 

Figure 8. Patterns in a perfect prism for seven positions evaluated (continuous line). the angular behaviors of the rays considering an 

angular quadrant emission range (a) and the total amount affected by a hemisphere emission range of 180 degrees (b). 

Tab. 1: Percentage of patterns affected by the perfect right angle prism and the curved right-angle prism 

 Perfect Right Angle Prism Curved Right Angle Prism 

DTIR 25 24 

MTIR 7 7 

TA1 49 46 

TA2 19 17 
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CP - 7 

4. Polar Intensity Distribution 

The polar intensity distributions of the perfect right angle prism by applying Snell and Fresnel equations are shown 

in Figure 9 (a) and (b) and the light distribution produced in a rounded right angle prism simulating defects in apex 

is represented in Figure 10 (a) and (b). The Polar Luminous Intensity Graph illustrates the distribution of luminous 

intensity, in candelas, for the transverse (blue line) and axial (red line) planes of the luminaire. The curve in Figures 

8 and 9 (a) shown the type of distribution expected from the prism acting as light source with side emitting pattern 

of peak intensity in 50º and semi-indirect. The curve in Figures 8 and 9 (b) shows the type of distribution expected 

from the prism with a rounded in peak. 

 

 

Figure. 9. Intensity distribution curves generated by applying Snell (a) and Fresnel (b) equations in a perfect right 

angle prism 

 

Figure 10. Intensity distribution curves generated by applying Snell (a) and Fresnel (b) equations with a rounded in 

peak 
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5. Hollow Light Guide Prototype: Laboratory Testing 

This section shows an experimental model consisting of a 1:5 scale Hollow Prismatic Light Guide (HPLG), designed 

to illuminate a 47.52 m2 office space with natural light. The rectangular light guide has 2 m length, and the aperture 

side is 0,1 m, this HPLG simulates a big one of 10 m length and 0,5 m the aperture side, this corresponds to an aspect 

ratio of 20. Figure 11 shows a Schematic representation of the light pipe illumination device in section (a) front 

elevation (b) floor plant (c) and the first state of the prototype experimental mock-up (d).  

Figure 11. Schematic representation of the light pipe illumination device. (a) Section (b) Front elevation (c) Floor plant 

(d) Experimental mock-up. (b) 

Figure 12 (a) shows the lateral view of the specified light pipe configuration. Figure 12 (a.1) illustrates the light 

distribution along the guide based on the characteristic exponential decay of the HPLG [11]. Figure 12 (a.2) 

represents the light behavior of a HPLG by optimizing light distribution along the guide with a light extraction 

system. Figure 12 (b) shows the cross-section of a Rectangular HPLG (b.1) and Cylindrical HPLG (b.2). The HPLG 

prototype with a rectangular light pipe (Fig. 12 (c)), a hemispherical screen collects the flux through a diaphragm 

appointed by a diaphragm designed to determine the light distribution. The luminous intensity distribution obtained 

is represented by Dialux software (Fig. 12 (d)). Figure 12 (e) shows the light distribution obtained in a square screen 

of the experimental mock-up. The light source is a LED which provides white uniform lambertian lighting within an 

angular acceptance of semiangle cone θg 30º according to the prismatic guide acceptance angle. Figure 12 (f) shows 

the illuminance map obtained in the experimental setup. 
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c) d) 

e) f) 

Figure 12. HPLG without extraction system (a.1) and with extraction system (a.2). The cross-section of a Rectangular HPLG (b.1) 

and Cylindrical HPLG (b.2). The experimental mock-up of a rectangular HPLG for photopic characterizing (c). Luminous Intensity 

distribution by Dialux software (d). Experimental setup image, illuminance measurement plan (e). Illuminance map of experimental 

setup. 

6. Conclusions 

Prismatic films are optical elements widely used due to its many practical applications as panel displays, renewable 

and green energy solutions and lighting. In this paper is presented the photometric characterization of prismatic film 

used in Hollow Prismatic Light Guides used to improve lighting, control daylight, minimize glare and reduce energy 

consumption through a new way to establish boundary conditions. The present study shows a novel classification of 

light transmission and the reflection properties in right angle dielectric prism by comparison of the flux rate calculated 

using Snell's law and Fresnel equations as a function of incidence angle and position in the prism base. Results based 

on Fresnel equations show a significant increase in light rays that suffer reflection plus TIR, so the total flux ratio 

goes from 32.12 % (Snell) to ~48.32 % (Fresnel). Scanning electron microscopy analysis shows the defects in prism's 

surfaces mainly located in peaks. Analysis shows that peak irregularities cause changes in behavior of rays of the 

order of 7% in the case of 4.7% width, this percentage is exponentially increasing due to multiple reflections in light 

guiding. Hence, control the influence of defects on surfaces and objectify improvements in manufacturing processes 

would be very advantageous for prismatic guidance performance. In this framework, a light guide in real scale has 

been developed and tested obtaining a uniform light distribution in the measurement plane according to the 

photometry of the prismatic guide. 
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Abstract 

The research aims to analyze the thermal performance of the common practice roof construction types in fully 

exposed heavy-weight buildings in the coastal warm zone of Lebanon. Two roof types in one residential house, 

are monitored simultaneously during the summer of 2023, one with a reinforced concrete slab and the other 

with a steel structure covered by red clay tile. Once the house was simulated using Insight 360 software, results 

were compared to the recorded data of every room's indoor dry bulb temperature during the day and night. 

This is followed by further shading and spatial manipulation to enhance the construction materials’ thermal 

properties, giving an in-depth overview of the thermal performance of those materials. The research concludes 

with practical design recommendations and solutions for keeping with the same construction material yet 

considerably reducing the annual cooling load and relying on scarce non-renewable energy. However, 

enhancing the roofs’ thermal performance can decrease 56% of the energy used for indoor cooling. 

 

Keywords: Thermal simulation, Thermal mass, Warm climate, Summer indoor cooling. 

 

1. Introduction 

The residential sector is responsible for 40% of global energy consumption (UNDP, 2022). This is due to the 

large heating and cooling loads that rely on scarce non-renewable energy resources to ensure indoor thermal 

comfort (Hooyberghs et al., 2017). Implementing measures to reduce carbon footprint and energy consumption 

is essential to mitigate the negative impact on the environment (Hachem-Vermette et al., 2019). While 

implementation of energy efficiency measures in residential buildings enables a decrease of 35% according to 

(ASHRAE, 2024). The energy used for cooling a building in a warm climate can be decreased through effective 

passive design techniques, choice of construction material, and enhancing the building envelope’s thermal 

performance (Amaripadath, D et al., 2022). Lebanon relies on air-conditioning powered by diesel fuel oil 

electricity as a source of indoor cooling (Melki & Radan, 2005). Since Lebanon suffers from a daily power 

shortage. Thus, the supply cannot meet the demand. 

In response to the increase of awareness on energy consumption overwhelming scarce non-renewable 

resources, numerous strategies and recommendations are available in Lebanon for buildings’ envelope to 

reduce energy demands and consumption for each climatic zone issued by local and international bodies, 

targeting the development of low energy housing in warm climates (MOE/UNDP/GEF, 2015). It recommends 

highly insulated construction materials equivalent to a low U-value external envelope (external walls and roof). 

Moreover, the “Building Energy Codes Program” recommends thermal properties for each envelope within 

the four climatic zones of Lebanon that can reduce energy consumption and demand caused by cooling 

(Aznabaev et al., 2016). Thus, insulation is being used for hot climatic zones to reduce heat transfer and reduce 

heating loads (International Energy Conservation Code, 2011). However, the literature review does not support 

the use of insulation in hot and warm climates. Heavyweight construction materials such as concrete and their 

derivates are the common choice in warm environments to reduce internal temperature (ASHRAE, 2004). 

When it comes to the built-up fabric of Lebanon in all climatic zones combined, roofs are mainly made out of 
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materials such as reinforced concrete or steel structures roof covered by red roof clay tile cladding. 

The research studies the thermal performance of roof construction materials in Lebanon. Although Lebanon 

has 4 different climatic zones, the paper deals with the coastal warm zone which has cool and short winters, 

and hot, humid, and long summers (UNDP, 2005). The common roof construction type in Lebanon has 

reinforced concrete slabs and an optional steel-pitched roof covered by red clay tiles. These materials are 

labeled as heavyweight materials or thermal mass due to their capacity to absorb, store, and release heat 

(UNDP, 2005). 

Del col Diaz et al. (2010) studied the concrete as a construction material to achieve an efficient thermal 

resistance in warm climates without an effective insulation property. The insulation has its impact on air flow 

within the unit’s modeled interior space. Where it increases the thermal performance of the concrete. This 

research showed an increase of 42% through insulation. They showed the difference between insulated and 

non-insulated concrete slab. The next paper by Pierquet P. et al. (1998) compares eleven different slab systems 

to the lightweight insulated construction such as steel construction, and concrete construction. Concrete 

construction shows the best long-term energy performance compared to other construction materials in warm 

climate. Several studies have tackled the issue of reducing energy consumption by minimizing the demand for 

cooling in warm and hot climates (Visser et al., 2013), (Bretz et al., 1998), and (Prado et al., 2013). Their 

research outlined the reliance on passive strategies switching to being independent of fossil fuels. These 

strategies are natural ventilation, passive cooling, and reducing heat gain from the roof. Retrofitting has been 

addressed to improve indoor comfort conditions and reduce energy demand and consumption. (Blázquez et al., 

2019) proposed retrofitting strategies for improving ventilation and adding insulation layers on 218 housing 

units. (Suárez et al., 2015) applied to retrofit strategies for a 68-apartment unit in a residential building in 

Cordoba, Spain. Results show that this reduced 38% of the total energy demand. (Suárez et al., 2015) 

highlighted a significant envelope improvement as increasing insulation and night ventilation. This led to a 

reduction of 27% of energy for indoor cooling. (Panayi, 2004) Investigated the impacts of different passive 

strategies for retrofitting on cooling energy consumption as insulation, glazing, thermal mass, and orientation 

of a house in Nicosia, Cyprus. The analysis was conducted through simulation software. Results showed that 

the most effective measure is double glazing, 25 mm of wall insulation, thermal mass, and roof insulation. 

(Florides et al., 2000) studied a house in Cyprus analyzing its cooling load throughout the year. Results showed 

that roof insulation reduces cooling demand by up to 57%. 

This study investigates a building’s roof as an external envelope by comparing two common construction 

materials in Lebanon to study their thermal properties during the summer of 2023. The aim is to monitor the 

internal dry bulb temperature of every room to assess each roof construction material’s impact under the same 

conditions. Where, rooms are identical in windows’ type and size, walls, construction materials, shutters, 

surroundings, and occupancy. The duration of the monitoring allowed weekly comparisons between results to 

experiment with random changes. The purpose was to test the behavior of each material during the day and 

night. Following an overview of previous studies that deal with temperature monitoring of each of the cited 

construction materials. 

The research aims to assess the potential of decreasing energy consumption by enhancing the thermal 

properties of the roof’s construction materials used in Lebanon to minimize cooling loads that depend on scarce 

non-renewable energy. 

 

2. Methodology 

This research is carried out on a residential house located in Jounieh area (33.9843° N, 35.6344° E), 20 km 

northeast Beirut, 60 m above sea level (Figure 1), monitoring its internal temperature for a period from August 

2023 till September 2023 (summer of 2023). It is a two-floor residential house having two different external 

envelopes: limestone 30 cm for the external and internal walls and concrete masonry unit (CMU) 10 cm for 

the rooms that have been added lately. Part of the roof is a 15cm reinforced concrete, while the other part has 

a steel slab covered by clay roof tiles (Figure 2). The slab between the ground floor and the first floor is a steel 

structure covered with ceramic tiles. All the internal walls are plastered and painted, and the windows are 

single glazed with a wooden frame (Figure 4). 
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The house has two balconies, one towards the north (14 sq. m), while the other is towards the southeast and is 

closed with single-glazed curtain glass. The closed balcony is 25 sq. m, and its roof is made of steel structure 

covered with red roof tiles. The ground floor sums up to 113 sq. m, while the first floor is 37 sq. m. The living 

area and the dining area on the ground floor have a double height of 6 m. The bedrooms on the ground floor 

are covered with corrugated sheet shading elements to use the space underneath them as a storage area. 

 

Fig. 1: Picture and isometric view showing the studied house. Source: Author. 

The observation was divided into two categories. The first one (category A) is the rooms that had the reinforced 

concrete roof. While the second category (B) contains the rooms that have steel structure with red roof tiles. 

The AC in both categories work according to the availability of electricity. This is due to Lebanon suffering 

from daily power shortages. Affected by the high demand for electricity and the inefficiency of power plants. 

According to (Fardoun et al. 2012, p.317), There is a lack of electricity to meet market demands, where the 

demand increases while the supply decreases. 

  

Fig. 2: Ground Floor and First Floor Plans of the Studied House. Source: Author through Revit Autodesk 2020 

The current situation depends on the private sector supplying the required energy through diesel generator. 

The energy used for the residential sector shows that the main consumption is summer indoor cooling 

(MOEW/GEF/UNDP, 2015, p. 19). 

Recorded temperature shows that peak temperature occurs after mid-day hottest peak when the solar radiation 

is directly hitting the room’s roof. Also, the temperature within the most exposed rooms to the sun is constantly 

 
T. Geagea et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

24



 
higher than in the other rooms. This was shown during the observed period where the inside temperature is 

above the comfort band. This is in clear contrast with the recorded rooms that were least exposed to solar 

radiation where it was within the comfort band. 

  

Fig. 3: Photos showing the instruments used for dry bulb data collection. Source: Author on August 2023. 

In addition, the monitoring instruments consist of a Davis weather station which was installed on a nearby 

building’s roof to record the outdoor air temperature and solar radiation at hourly intervals in °C. Also, Tiny 

Tag data loggers were installed in each room of the house recording the dry bulb temperature at the hour in 

°C. All of these values are used in the analysis to compare internal and external temperatures. Moreover, a 

single-phase energy meter was installed to record the air-conditioning consumption in terms of electricity in 

Wh. 

 

Fig. 4: Isometric Section showing the inner space of the House. Source: Author through Revit Autodesk 2020. 

Furthermore, the house was modeled by using Revit Autodesk 2020 as thermal simulation software (Figure 5). 

Results were compared to the recorded temperature data. Subsequently, the model was constructed and 

simulated by retrofitting the roof in terms of enhancing the external envelope’s thermal properties to minimize 

cooling demand and adding shading devices. Insight 360 (Autodesk) and Green Building Studio (GBS) are 

energy simulation software that allows designing, analyzing, predicting, and evaluating energy consumed in 

models in a specific location, orientation, and climatic conditions (Fasi et al., 2015). The simulation allows a 

clear understanding of the impact of the building design, including retrofitting measures for existing buildings 

on energy consumption. A calibration was done to insure the correlation between the actual recorded data with 

the software simulation data. Adding to that, the simulation included the enhancement in the construction 
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materials’ thermal performance such adding insulation and reducing sun radiation exposure to the roof surface. 

This resulted to have an overview of the results that will occur in case of enhancement. Reaching 222 

kWh/m2/yr which is below the benchmark set by AHRAE 90.1 (252 kWh/m2/yr). 

The research uses also the method of degree hours of overheating above 30oC to establish performance ranking 

of the various cases. 

 

Fig. 5: Isometric Section showing the modelled House through Insight 360. Source: Author. 

3. Results 

The monitoring period showed that each room performed differently with significant day and night temperature 

differences, and with exposure to solar radiation (Figure 6). During the day, bedroom #4 (1st floor) had the 

highest indoor dry bulb temperature and recorded the hottest peak between the other rooms, while bedroom #2 

(ground floor) recorded the warmest score and maintained the coolest (Figure 6). 

Initially, during days 239 and 240 on the 27th and 28th of August 2023 (Figure 5), the highest outdoor 

temperature trend was recorded during daytime 32.8°C. This is reflected in the inner temperature of bedroom 

#4 where it recorded a peak temperature of 38.3°C. As soon as the air-condition (A/C) was turned on, the 

internal temperature of the room dropped to reach 27.8°C (day 239). Once the A/C was turned on (day 240), 

the room kept cooler than the previous day and reached a maximum of 34.9°C which is lower than day 239. 
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Observation showed that during day 239, the A/C was turned on for 12 hours simultaneously. While, during 

day 240, the A/C was turned on for 17 hours simultaneously. This reflects the indoor temperature of the room 

that differs between these two days while having almost the same outdoor temperature and solar radiation. 

According to figure 5, the A/Cs consumed 50 kWh at day 239 while on day 240 it consumed 56 kWh. Although,  

Fig. 6: Comparison between indoor and outdoor Temperature. Source: Author. 

having an A/C running more than half of the day, the temperature of bedroom #4 did not drop below the 

outdoor temperature. 

The observation of the closed balcony showed that during noon, the internal temperature started increasing. 

This is due to the orientation of the room which is towards the southeast (Figure 6). This was evident during 

the study period, where temperature started increasing until it reacheed its peak during the day. This is where 

the A/C was turned on and started decreasing the internal temperature. Accordingly, with a minimum of 12 

hours of A/C running, also the closed balcony did not reach a temperature below the outdoor temperature 

during the day. 

Internal peaks and fluctuation happened at various times during the day; this occurred due to the electricity 

blackout. As shown in figure 6, when the electricity is cut off, the internal temperature of the closed balcony 

increases rapidly. Bedroom #1 (below bedroom #4 on the ground floor) has the coolest temperature compared 

to the rooms that use an A/C in the house. 

Observation shows that during day and night, this room had its inner temperature below the outdoor 

temperature. The daily temperature peaks sharply afternoon. This is due to the orientation of the bedroom 

towards the west. When the internal temperature starts rising, the A/C was turned on to decrease the room 
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Fig. 7: Comparison between indoor and outdoor Temperature. Source: Author. 

 

temperature. Accordingly, the temperature drops until the A/C was shot-off. Internal peaks and valleys 

happened at various times; as a general trend, they occurred due to electricity blackout with a malfunction of 

the A/C. So far, these three rooms showed that the direct exposure of the solar radiation on the roof highly 

affect the indoor temperature. In order to assess the impact of the external envelope on the internal temperature, 

a comparison of bedroom #2 which is situated on the ground floor, where the solar radiation doesn’t hit the 

room due to the shading platform on its elevation, and bedroom #3 which is situated on the first floor where 

its roof is totally exposed to the solar radiation during the day (Figure 7). 

Days 239 and 240 recorded the highest temperature during the studied period compared to day 243 which 

has the lowest temperature recordings and lowest solar radiation at that week. Figure 6 shows that bedroom 

#2 has almost a daily repetitive fluctuation of 1.5°C temperature difference between day and night. While 

bedroom #3 has a difference of 5.7°C between day and night. Subsequently, when the outdoor temperature 

reaches its lowest recording which is 24.5°C, the internal temperature of bedroom #2 drops to reach 28.1°C. 

Yet bedroom #3 recorded a 30°C. However, when the outdoor temperature reaches its daily peak which is 

32.8°C, the internal temperature of bedroom #2 records 29.6°C while bedroom #3 reaches a 35.7°C. It is 

noticeable that the internal temperature of bedroom #2 does not exceed the external temperature where it  
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Fig. 8: Comparison between daily and cumulative energy consumption. Source: Author. 

fluctuates at a constant temperature. Whereas the lowest temperature recorded in bedroom #3 is higher than 

the outdoor temperature.  

Besides, the dining room temperature monitoring showed that internal temperature is affected by the solar 

radiation hitting its roof. The gap between the lowest and the highest internal temperature is around 2°C 

difference. Observation shows that the peak internal temperature occurred in the afternoon, this is due to the 

external envelope facing the west orientation and exposure to the sun radiation. This can be shown during each 

day of the studied period. Throughout days 238 and 239 (Figure 7), the temperature at 12:00 pm recorded 

29.9°C. The internal temperature starts increasing until reaching an indoor temperature of 31.9°C as a peak  

Fig. 9: The recorded degree hour. Source: Author. 

dry-bulb temperature at 7:00 pm. this is when the sunset during the summer season. After this action, a decrease 

in internal temperature occurred until reaching a temperature of 30°C. 

To establish the performance ranking of the various studied rooms, degree hour method was implemented. It 

shows the proper situation in such context that has the higher thermal properties in providing coolest internal 

temperature among all rooms. 

Saleh P. (2019) emphasized that degree hour is more relevant to such study. Where the purpose of such method 

is to use a benchmark temperature to compare the overheating hours. In this study, the benchmark is taken 30 
oC due to insure of having a wide difference between the minimum accepted by the publication, where 

according to UNDP (2005), temperature in the coastal area of Lebanon should not fall above 24 oC. 

The outdoor temperature degree hour of the studied area according to the weather station is 7023.7 Dh during 

the study period based on a selected benchmark 30 °C. Also, the bedroom #4 which is situated on the 1st floor, 

where it is exposed directly to the solar radiation recorded the hottest degree hour between all studied rooms 

which is 46,944 Dh of overheating above 30oC. Followed by bedroom #1 which recorded 9,504 Dh. Then, 

bedroom # 2, closed balcony, bedroom #3, dining room, and salon recorded respectively 6,157 Dh, 4,732 Dh, 

4,175 Dh, 4,098 Dh, 4,017 Dh. It can be observed that there is a huge gap between the room that has the hottest 

Dh compared to the other rooms (Figure 9). 

 

4. Discussion 

So far, house monitoring has shown the impact of solar radiation exposure and roof construction materials' 

actual thermal properties on the internal dry bulb temperature. Observation showed that the room with no 
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exposure to solar radiation has the coolest internal day and night peaks and temperature, whereas the more the 

solar radiation hits the roof, the more the room is warmer. 

The source of energy requirement for summer indoor cooling is based only on electricity. Figure 6 shows an 

overview of the current situation. The effect of the high internal temperature required an average of 50 kWh 

of daily electricity consumption to decrease the internal dry bulb temperature in only three rooms which 

constitute 58 sq. m. This leads to energy consumption of 0.86 kWh/m² (for each m²). Whereas, projecting this 

number on the studied house which is 150 sq.m. if it was cooled during summer will end up consuming 129 

kWh daily electricity (multiplying the energy consumption of each m² by the total house area). 

Given that the thermal performance of the house was directly affected by the solar radiation and the absorbance 

of the roof. Therefore, the model simulation depends mainly on installing shading elements and enhancing the 

external envelope’s thermal properties to reduce heat gain to help the cooling process. 

In the enhancement of the current situation thermal and energy consumption of the studied house, the 

construction is altered to insulated construction method to increase thermal resistance and minimize heat loss. 

In addition to these alterations, an increase in the ventilation also was proposed to regulate the internal 

temperature was also simulated. 

To begin with the construction material enhancement, the roof thermal properties where improved. Where it 

was a 15 cm reinforced concrete roof. Thermal insulation was added on top of the slab with a 50 cm earth to 

have a green roof. This enhanced its U value from 5.4 kWh/m²/year to 1.3 kWh/m²/year which is 76%. By this, 

the elimination of solar radiation hits the roof surface. In addition, insulation was added to the roof cladding 

construction material to prevent heat transfer to the inside and increase the indoor temperature. 

By doing such enhancements and changes and according to the simulation software, the energy use intensity 

(EUI) of the house was reduced by 56% from 506 kWh/m²/year to 222 kWh/m²/year. Insight 360 gives results 

in EUI (Energy Use Intensity) per unit of the built area. It means that this software provides an evaluation of 

the building’s annual energy consumption according to the gross floor area. This process is applied to all types 

of energy used in the building, such as space heating, and space cooling. For this reason, these measurements 

should be taken into consideration while selecting the external envelope building’s material according to the 

benchmark set by Insight 360, which is ASHRAE 90.1. 

The positive impact of minimizing solar radiation contact with the roof and enhancing the house envelope 

thermal components on both the electricity consumption and the energy use intensity. Furthermore, it shows 

the impact of the reducing cooling load. The values of the above for the indoor cooling electricity consumption 

changed from 350 kWh as an average in a warm and hot week to 194 kWh after the retrofitting enhancements.  

While for the EUI, it dropped from 506 to reach 222 kWh/m²/year which is a decrease of 56%. The benchmark 

set by Insight 360 is 257 kWh/m²/year. 

The external envelope varies considerably within the different parts of the house which affects the needed 

energy for indoor cooling. Whereas, whenever the house area increases, the cooling load increases. 

Accordingly, the need for energy will increase. The energy simulation of the house indicates that retrofitting 

could achieve a sufficient energy status by enhancing the envelope’s thermal properties and using the roof only 

for electricity generation, under the given climate conditions. 

 

5. Conclusion 

This research made an investigation into all aspects of heavyweight thermal mass roof with comparison to the 

red roof tile and the impact of solar radiation and effect of each construction material on the internal 

temperature through data recording of the internal dry bulb temperature and through software simulation in the 

warm Mediterranean coastal area of Lebanon reaching the following key conclusions: 

The first factor deals with enhancing the thermal properties of the external envelope can decrease energy 

consumption and cooling load. The second factor is to incorporate shading devices to protect the envelope 

from direct solar radiation. These two strategies showed that 56% of cooling demand could be reduced. 
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Abstract 

Rising average temperatures and the increasing frequency of heatwaves as a result of climate change make 

effective passive measures for indoor overheating mitigation urgently needed. This paper evaluates the future 

thermal performance of 2,880 building variants, focusing on material- and design-related parameters, using 

climate data sets intended to represent future conditions. The study shows that future climate datasets (TRY-45) 

for all three summer climate regions in Germany only represent current summer conditions, emphasizing the 

need for additional climate data to simulate future scenarios. Based on the parametric simulation outputs, the 

statistical analysis suggests that window-to-floor ratio, sun shading, and thermal mass of exterior walls have 

the greatest impact on overheating hours in residential buildings. The assessment of a reduced set of variants, 

that comply with both thermal and visual comfort, indicates that façade configurations with medium- and high 

bulk density materials offer a larger degree of design freedom for window sizing than lightweight 

configurations. 

Keywords: parametric simulation, thermal mass, overheating hours, thermal comfort, visual comfort 

1. Introduction 

High temperature anomalies are getting more severe and occurring more often. This problem has become even 

more acute in the last years with constant new record braking-temperatures registered worldwide. Recently, 

the global average surface temperature surpassed in 1.48 °C the 1850-1900 reference value (Copernicus, 2024). 

With this, the past nine years have been the warmest on record globally (Umweltbundesamt, 2024). 

Global warming can be largely attributed the emission of greenhouse gases, where the building sector plays a 

major role (Levermore G, 2008). Despite existing pacts to limit global warming, such as the Paris Agreement, 

it is likely that the threshold of 1.5 °C above preindustrial levels will be surpassed by 2030, rather than by 2100 

as initially intended. This rapid trend implies irreversible effects on ecosystems and further acceleration of 

climate change (Armstrong McKay, D. I. et al., 2022). 

Europe exhibits temperatures that are rising twice as fast as the global average since the 1980s (EEA, 2024). 

More frequent and intense heat extremes are taking place in Germany, where the number of Summer Days 

with a maximum temperature of at least 25 °C has more than doubled since the 1950s, while the number of 

Hot Days with a maximum temperature of at least 30 °C has nearly tripled. (DWD, 2024) 

Recurring elevated outdoor temperatures lead to more frequent high indoor temperatures, causing thermal 

discomfort. Furthermore, high indoor temperatures can trigger cardiovascular health problems, as well as 

cognitive impairments, among other issues (Cicci et al., 2022; Khan et al., 2021). The use of air conditioning 

is a countermeasure; however, they rely on energy-intensive systems typically powered by fossil resources, 

which generate additional CO2 emissions and further exacerbate the problem. Passive design strategies are a 

better approach to mitigate indoor overheating. The German standard DIN 4108-2establishes a general 

framework with minimum requirements for summer heat protection promotes such passive strategies and 

measures. These measures aim to prevent high room temperatures during the summer in buildings without 

mechanical cooling. 

This research explores a set of passive measures for residential buildings and evaluates their effectiveness in 

improving thermal comfort. In addition, for a selected future scenario, daylighting conditions are evaluated to 

establish minimum window-to-floor ratio values. The assessment of both, thermal and visual comfort reveals 

International Solar Energy Society EuroSun 2024 Proceedings

 

© 2024. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
10.18086/eurosun.2024.01.04 Available at http://proceedings.ises.org 33



 

 

dependencies between external wall types and window ratio. The study aims to address the following research 

questions: What passive design strategies in Central Europe are effective in reducing overheating in residential 

buildings? Which of the construction types offer advantages regarding flexible window sizing configurations?  

2. Methodology 

To reach the formulated objective, a parametric study was set up using dynamic building simulations at a 

detailed room level. The parametric study assessed a total of 2,880 variants and it is performed using 

TRNLizard (Transsolar Software Engineering, 2017), which allows automated input parameter variations for 

thermal simulations with TRNSYS via additional scripts. The evaluation of all performed simulations was 

rated using automated scripts with statistical functions. 

Each simulated variant is assessed according to the thermal comfort band for operative room temperature 

defined by DIN EN 16798-1 and the number of overtemperature hours (OTH [Kh a-1]). Consequently, results 

of OTH lead to corresponding exceedance frequencies (EF [%]) during occupancy or usage time. Since the 

study focuses only on residential buildings without mechanical cooling, we use the adaptive comfort band 

within Category II as a realistic framework for the assessment.   

The study is divided into three analysis stages, each building upon previous results. First, Test Reference Years 

(TRY) datasets from the German Weather Service (DWD) are compared against measured weather data for all 

three summer climate regions. This comparison is intended to verify the suitability of TRY datasets for 

subsequent investigations. In the second stage, a parametric study is conducted, and its results are statistically 

rated to identify the most effective passive measures. In the third stage, certain combinations of measures are 

selected to compare them according to their thermal- and visual comfort performance. Plotting the results for 

both comfort categories elucidates the degree of design freedom enabled by each configuration. 

3. Modeling and Simulation 

3.1. Climate Analysis (Stage One) 

Using future weather data in thermal building simulations is essential due to the long lifespan of buildings, 

typically 50 to 100 years, during which significant climate changes are expected. Considering future conditions 

ensures that currently built spaces will remain comfortable and energy-efficient in the future (Cellura et al., 

2018). Moreover, future climatic conditions will greatly impact heating and cooling demands. Studies, such as 

those by Cellura et al. (2018) indicate that while heating energy demand will decrease, cooling energy demand 

will increase drastically.  

To verify whether the future weather data provided by the German Weather Service (DWD) is suitable for our 

study, test reference years for the present (TRY-15) and future (TRY-45) were compared with measured 

weather data for the respective locations. 

The impacts of climate change vary regionally. Vukadinovic et al. (2020) and Cellura et al. (2018) highlight 

that urban areas may be more affected by summer overheating than rural regions. The urban heat island effect 

causes cities to have higher temperatures and longer heat periods. The study of Vukadinovic et al. (2020) also 

shows that the differences in Gh26 values (excess temperature degree-hours over 26 °C) are so significant that 

a differential consideration of the summer climate regions is necessary. When considering summer thermal 

protection in Germany, the standard DIN 4108-2 distinguishes between three different summer climate regions. 

Table 1 shows representative locations commonly used. 

Tab. 1: Summer Climate Regions 

Summer climate region Indoor temperature ref. value Location 

A cool 25 °C Rostock 

B temperate 26 °C Potsdam 

C warm 27 °C Mannheim 
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3.2. Parametric Analysis (Stage Two) 

The study starts with the "small multi-family building" by Klauß and Maas (2010) as reference for the studied 

space because of its comprehensive inclusion of various building types and frequent use in other studies 

(Doleski, 2020; Schlitzberger et al., 2017). The model building was slightly adapted, and the two critical rooms 

shown in Figure 4 were chosen to perform the simulation. 

 

Fig. 4: Floor plan of the modified model building (own illustration based on Schlitzberger et al. (2017)) 

Table 2 summarizes the general boundary conditions to perform the thermal simulation. These values are based 

on established German standards, specifically DIN 4108-2:2013-02 and DIN V 18599-10:2018-09.  

Tab. 2: Boundary Conditions for Thermal Simulation 

Boundary Condition Value 

Room set temperature 20 °C ≤ θi ≤ 25 °C 

Night setback Δθi,NS = 4 K 

Annual usage days 365 d a-1 

Daily heating operating time 6 a.m. – 11 p.m. 

Base air exchange rate n = 0,5 h-1 

Increased day/night air exchange 

rate 

n = 3 h-1 and n = 5 h-1 (depending on 

occupancy schedule) 

Sun protection control based on 

threshold irradiance Ilim 

NE, NW: Ilim ≥ 200 W m-2 

Other orientations: Ilim ≥ 300 W m-2 

Active cooling None 

Ventilation unit None 

 

DIN 4108-2, defines that for thermal simulations, all internal heat loads caused by occupants, electronic 

devices, and artificial lighting are combined into a continuous load of 100 Wh m-2 d-1 or about 4.16 W m-2. 

Since we chose a more detailed approach, values and profiles for each internal heat source are based on 

Annex C of DIN EN 16798-1. The following table summarizes the implemented occupancy schedules. 
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Tab. 3: Day Profiles for each Internal Heat Load 

Internal 

Heat Load 
Schedule 

Occupants 

 

Electronic 

equipment 

 

Light 

 

 

A minimum air exchange rate of 0.5 h-1 was defined as a baseline. In addition, elevated air exchange rates can 

be expected when windows are opened. In this case, an increased value up to 3.0 h-1 was defined for a standard 

room (openable window in one facade) and up to 5.0 h-1 for a corner room (openable windows in two facades). 

We assumed no automated window opening system in residential buildings; therefore, windows are only 

opened during occupancy, i.e. from midnight to 8 a.m. and from 6 p.m. to midnight. Window opening only 

occurs when the indoor air temperature exceeds 23 °C and is higher than the outdoor air temperature (DIN 

4108-2:2013-02). 

The total number of simulations is derived from building variations, namely: exterior wall types, slab types, 

room types, ceiling heights, room orientations, window-to-floor ratio, and shading types. The variant matrix is 

shown in Table 4. 
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Tab. 4: Variant matrix 

Parameter Levels Total 

Room type One facade Two facades 2 

Sun shading No shading Ext. shading 2 

Location Rostock Potsdam Mannheim 3 

Room height 2.4 m 2.8 m 3.2 m 3 

Orientation NO SW 2 

Window-to-

floor ratio 

0.12 0.18 0.25 0.30 0.34 5 

Exterior wall AW0  

(timber) 

AW1 

(ρ = 600 kg m-3) 

Insulating Brick 

AW2 

(ρ = 1200 kg m-3) 

Perforated Brick 

AW3 

(ρ = 1800 kg m-3) 

Sand-Lime Brick 

4 

Slab Timber Concrete 2 

  2880 

 

The façade serves as the primary interface between outdoor and indoor conditions. Therefore, most of the 

studied parameters are related to the building envelope. The size of the window is a relevant parameter in our 

research. Hereby the size of the window is defined as the window area ratio relative to the usable floor area, 

or short “window-to-floor ratio”. 

The variation in exterior wall types focuses on different bulk densities. Additionally, room-enclosing elements 

(interior walls) are categorized into two groups (Table A2) and assigned based on the material type used in the 

façade. An overview of these components, including their material properties, is provided in Table A1 and 

Table A2 in the Appendix. Four different exterior wall constructions with low to high bulk densities were 

examined. The bulk density values, as indicated in kg m-3, are grouped into bulk density classes (BDC) for 

simplification: 

•     AW0: Timber frame construction 

•     AW1: Insulating brick with a BDC of 0.6 

•     AW2: Perforated brick with a BDC of 1.2 

•     AW3: Sand-Lime brick with a BDC of 1.8 

Variants AW2 and AW3 are constructed as double-leaf exterior walls. The outer leaf, made of an insulating 

brick (e.g., Poroton-WDF-180), functions similarly to an external thermal insulation composite system 

(ETICS), while the inner load-bearing wall leaf with a bulk density class of 1.2 or 1.8 acts as a thermal storage 

layer. 

In addition, the massive timber slab appears to gain greater relevance in the near future and is therefore 

contemplated in our study. As a viable alternative to components with CO2-intensive production processes, the 

massive timber slab offers both ecological and economic advantages (Abed et al., 2022) compared to the 

standard reinforced concrete slab, which is also analyzed in our study. 

3.3. Degree of Design Freedom (Stage Three) 

Each parameter combination in the given matrix yields a different result regarding overheating hours. The 

implementation of certain measures enables thermal comfort without compromising the degree of flexibility 

in design-related parameters. Based on the results of the previous section (stage two), the passive measures 

with the most influence on heat mitigation are further analyzed by plotting their occurrence of overheating 

hours. These results show parameter configurations that enable extended design flexibility while complying 

with thermal and visual comfort requirements. 
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In order to filter the 2,880 variants and establish a reduced set of relevant scenarios, the following assumptions 

are considered: 

• The political commitment to achieve decarbonization goals in Germany is expected to increase the 

market relevance of timber products. Therefore, mass timber slabs are likely to replace a significant portion 

of the currently dominant reinforced concrete.  

• A room height of 2.8 m is considered representative of both currently built and future residential spaces.  

• Although sun protection in glazed surfaces plays a major role in mitigating indoor overheating, this 

section (stage three) focuses only on results with a gtot = 0.6 (total energy transmittance value). 

Sun-protective glazing is excluded from the study as it reduces solar gains during winter and significantly 

limits daylight conditions during the same period. Manually operated external shading is a common 

configuration in current projects, however, a correct and consistent operation (user-dependent) cannot be 

guaranteed. This leads to several user behavior scenarios that are beyond the scope of this study. 

To establish threshold values for both thermal and visual comfort, we refer to the standards outlined in German 

regulations. The selected metric to assess summer thermal comfort is the “Frequency of Excess Temperature” 

also known as Over Temperature Hours (OTH), whereas visual comfort is evaluated using the Daylight Factor 

(DF).  

The term "frequency of excess temperature" encompasses all hours during which the adaptive comfort ranges 

are exceeded. A certain number of overheating hours should not compromise human thermal comfort and are 

therefore tolerated. Values of 3 % (equivalent to 259 hours per year) and 5 % (equivalent to 432 hours per 

year) during the occupancy period in residential buildings are considered acceptable thresholds established in 

DIN EN 15251, the preceding norm to DIN EN 16798-1. These thresholds have been also used in building 

certification systems such as DGNB (2018).  

The German standards catalog offers well-defined daylight thresholds for office and other working spaces; 

however, such thresholds are not established for residential spaces. This study uses recommendations in DIN 

EN 17037 based on calculations under a covered sky with a diffuse horizontal illuminance of approximately 

14,000 lux (DIN EN 17037, 2019). An appropriate level of illumination is achieved when DF exceeds 2 % on 

a horizontal plane at a height of 0.85 m above the floor over at least 50 % of the room area, and DF is also 

above 0.7 % for more than 95 % of the room area. These values approximately correspond to illuminance 

levels of 300 lux and 100 lux, respectively, and when fulfilling both conditions, the space is considered well-

lit. 

4. Results and Discussion 

4.1. Climate Analysis (Stage One) 

Besides average dry-bulb temperatures, the DWD defines other indicators such as “Climatological Reference 

Day” (Klimatologischer Kenntag in German). A "Climatological Reference Day" refers to a day on which a 

specific threshold of a climatic parameter is met or exceeded. Summer Days, Hot Days, and Tropical Nights 

are suitable for summer climate assessment. A Summer Day is defined by a maximum temperature of at least 

25.0 °C, while a Hot Day is characterized by a maximum temperature of at least 30.0 °C. Conversely, Tropical 

Nights are defined by a minimum temperature that does not fall below 20.0 °C (Deutscher Wetterdienst, 2023).  

Figure 5 shows the annual values for average temperatures, Hot Days, and Tropical Nights. The orange 

columns represent the average measured data from 2016 to 2021, whereas the blue columns display values 

from the Test Reference Year (TRY) datasets: TRY-15 (light blue) and TRY-45 (dark blue). The locations of 

the weather stations correspond to the locations of the TRY datasets, enabling a direct comparison between 

measured and reference data.   

The results indicate that the TRY-15 datasets do not accurately reflect current climatic conditions. In contrast, 

the TRY-45 datasets provide a more accurate representation of all climate regions, particularly in terms of the 

above-mentioned Climatological Reference Day categories. Since our focus is on future climate projections 

and the German Weather Service does not provide datasets beyond TRY-45, we selected the dataset RCP 4.5 

2080 (Representative Concentration Pathway, a moderate climate scenario for the year 2080, defined by the 

IPCC) retrieved from Meteonorm as a representative weather dataset for future climate conditions. 
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Fig. 5: Climatological reference days: Comparison between measured data and available reference data (TRY)  

 

4.2. Parametric Analysis (Stage Two) 

To identify which parameter has the most significant impact on overheating hours, we employed the Spearman 

correlation coefficient to determine the effect size, given its suitability for non-parametric and ordinal data. 

This method allows us to effectively measure the strength and direction of the association between each 

parameter and overheating hours. Figure 6 depicts the correlation coefficient between the analyzed parameters 

and overheating hours. Focusing on the strength of the effect, we considered the absolute values of the 

correlation coefficients, making it easier to compare the magnitudes of the relationships, as the direction of the 

correlation does not play a significant role in this analysis. According to Cohen’s (1992) guidelines for 

interpreting effect sizes, the correlation coefficients are categorized as follows: small (0.1 to < 0.3), medium 

(0.3 to < 0.5), and large (≥ 0.5). 

 

Fig. 6: Comparison of the effect size (correlation coefficient) of the analyzed passive strategies 
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Here, it can be observed that the window-to-floor area ratio, the sun shading, and the exterior wall have the 

greatest influence on the overheating hours. In contrast, the room type (room with one façade or with two 

facades) has the smallest influence. Surprisingly, when the timber frame structure is excluded from the 

statistical analysis, the influence of the exterior wall shifts from being the third most significant factor to the 

least significant. This suggests that medium- and high-density exterior wall constructions yield similar results 

in terms of overheating hours. 

4.3. Degree of Design Freedom (Stage Three) 

Building on the previous findings, this section focuses on the overheating hours for the four studied exterior 

wall types in relation to increasing window area ratios. The 5 % OTH threshold in combination with a 

minimum threshold for daylighting indicates different degrees of flexibility in facade design. 

Figure 7 shows two scenarios with performance differences in wall types. Solid lines represent the results for 

a room with a concrete slab and one façade opening, located in climate region C. Dashed lines correspond to 

results with the same setup, except for the slab being built in massive timber. 

 

Fig. 7: Overheating hours with increasing window-to-floor ratio for reference room 

The overlapping lines for Perforated- and Sand-lime brick suggest that there are no significant performance 

differences for exterior walls with bulk densities between 1200 kg m-3 and 1800 kg m-3. Lightweight 

constructions may cause overheating issues in the future, even with a low window-to-floor ratio of 

approximately 16 %. Exterior walls with a bulk density of 600 kg m-3 reach this threshold at approximately 

22.5 % window-to-floor ratio. In contrast, exterior walls with a bulk density above 1200 kg m-3 do not cause 

overheating issues as long as the window-to-floor area ratio remains below 23.5 %. 

When the concrete slab is replaced with a mass timber slab, the suggested 5 % thermal threshold is reached at 

a window-to-floor ratio of 12.5 % for lightweight façade constructions, 20 % for exterior walls with a density 

of 600 kg m-3, and 21 % for the other two categories. 

Figures 8 and 9 depict the daylight factor results for window-to-floor area ratio of 12 % and 16 % respectively. 

The daylight recommendation (DF > 0.7 % for more than 95 % of the room) is achieved with a fenestration 

ratio of at least 15 %. To fulfill the second condition (DF > 2 % for more than 50 % of the room) the window-

to-floor area ratio must be of at least 19.5 %. For this study we will take the first stated condition as the absolute 

minimum daylight requirement to be fulfilled.    

 
B. Gottkehaskamp et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

40



 

 

      

Fig. 8: Daylight performance with DF 0.7% (left) and DF 2% (right) for ref. room with window-to-floor area ratio of 12% 

      

Fig. 9: Daylight performance with DF 0.7% (left) and DF 2% (right) for ref. room with window-to-floor area ratio of 16% 

The combination of both (thermal and visual) thresholds defines the degree of design freedom for the planner 

in terms of flexibility in fenestration ratio, without limiting comfort either due to excessive overheating or the 

scarcity of natural light in the room. Figure 10 depicts the combination of the reference case with concrete slab 

presented at the beginning of this section. Evidently, in this case, the lightweight construction offers a reduced 

fenestration ratio scenario whereas walls with a bulk density of 600 kg m-3 and ≥ 1200 kg m-3 allow a larger 

fenestration ratio selection of 15 % and 22.5 %, respectively. In the case of mass timber slab implementation, 

the design freedom is restricted for all external wall types, mainly affecting results for the timber frame 

construction as shown in Figure 11. 

Fig. 10: Degree of Design Freedom by external wall type – Reinforced concrete slab 
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Fig. 11: Degree of Design Freedom by external wall construction type – Massive timber slab 

5. Conclusion and Outlook 

Within the current and future dynamics of climate change, the summer thermal performance of buildings is 

becoming increasingly important and is expected to play an even greater role in the future. This study 

investigated the effectiveness of passive design strategies for summer heat protection in terms of thermal 

comfort using suitable climate data sets for the future. Following multiple simulated scenarios, evidence was 

provided that in the future summer heat protection can be achieved within the adaptive comfort range of DIN 

EN 16798-1 without mechanical cooling. However, this is achievable only with specific passive measure 

configurations and applying a 5 % Frequency of Exceedance threshold. 

The statistical analysis shows that the most effective passive measures, considering minimal energy demand, 

include reduced window-to-floor area ratio, sun shading, and the mass of the external wall. Nevertheless, 

thermal storage mass can also be achieved through mass in internal components or through phase change 

materials. The thermal and visual comfort analysis for specific configurations of thermal mass in relation to 

window-to-floor ratio indicates that medium- to high-bulk-density facade constructions offer greater design 

flexibility compared to lightweight solutions. This applies within a contextual scenario where external shading 

is either not implemented or not properly operated by users. 

Although mass in exterior wall constructions offer an advantage in terms of design flexibility for the façade, 

the decarbonization goals imply a further evaluation of the studied construction types. Environmental aspects 

(e.g. Global Warming Potential (GWP) or recyclability) have to be also assess and included in upcoming 

studies.  

The analysis of 2,880 simulated variants suggests that, without additional passive cooling measures, 

lightweight constructions with massive timber slabs and correspondingly low proportions of embodied energy 

may soon require effective sun protection measures or additional thermal storage to avoid active cooling during 

summer. Construction elements made of materials with a bulk density of approximately 900 kg m-3 or higher 

provide more leeway regarding additional measures to prevent overheating. However, with respect to 

improving summer heat protection, no significant differences or further enhancements are observed beyond a 

bulk density of 1200 kg m-3. 

Future research should address relevant aspects beyond the scope of this study. First, although natural 

ventilation was considered in the assessment, different natural night ventilation scenarios would yield a variety 

of results relevant to expanding the findings of this study. Second, despite the limited emphasis on natural 

daylighting in residential buildings, remote work practices have increased over the past four years since the 

onset of the COVID-19 pandemic and are likely to remain a staple of modern working culture. Therefore, a 

more detailed daylight study is necessary to establish thresholds for residential buildings. Third, sun shading 

is an effective strategy for mitigating heat. However, a realistic representation of its operation in residential 

buildings is challenging and requires an in-depth analysis of user behavior. Building on the current findings, 

future studies should address these challenges. 
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Appendix 

 

Tab. A1: Exterior wall constructions 

 Material 
Thickness 

[m] 

Thermal 

conductivity 

[W m-1 K-1] 

Bulk 

density 

[kg m-3] 

Specific heat 

capacity 

[J kg-1 K-1)] 

U-value 

[W m-2 K-1] 

AW0      0.18 

Larch wood external 

wall cladding 
0.024 0.155 600 1600  

Spruce wood battens 

offset (30/50; 30/80) - 

ventilation 

0.030 0.120 450 1600  

Fibreboard (MFD) 0.015 0.140 600 1700  

Construction timber 0.22 0.12 600 1100  

Mineral wool 0.22 0.04 33 1030  

Vapour barrier - - 1000 -  

Gypsum fibre board 0.015 0.32 1000 1003  

AW1      0.17 

Lime cement plaster 0.02 0.87 1800 1000  

Thermal insulation 

brick 
0.425 0.075 600 1000  

Gypsum plaster 0.01 0.7 1400 1000  

AW2      0.25 

Lime cement plaster 0.02 0.87 1800 1000  

Poroton-WDF-180 0.18 0.055 400 1000  

Hollow brick 1.2 0.24 0.5 1200 1000  

Gypsum plaster 0.01 0.7 1400 1000  

AW3      0.27 

Lime cement plaster 0.02 0.87 1800 1000  

Poroton-WDF-180 0.18 0.055 400 1000  

Calcium silicate brick 0.175 1 1800 1000  

Gypsum plaster 0.01 0.7 1400 1000  

 

Tab. A2: Interior wall constructions 

 Material 
Thickness 

[m] 

Thermal 

conductivity 

[W m-1 K-1] 

Bulk 

density 

[kg m-3] 

Specific heat 

capacity 

[J kg-1 K-1)] 

IW0      

Gypsum plasterboard 0.0125 0.25 800 1050 

Gypsum plasterboard 0.0125 0.25 800 1050 

Construction timber 

(60/100) with wood 

fiber insulation 

0.01 0.039 45 1600 

Gypsum plasterboard 0.0125 0.25 800 1050 

Gypsum plasterboard 0.0125 0.25 800 1050 

IW1      

Gypsum plaster 0.01 0.7 1400 1000 

Hollow brick 0.175 0.58 1400 1000 

Gypsum plaster 0.01 0.7 1400 1000 
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Abstract 

Buildings contribute significantly to global carbon emissions, highlighting the urgent need for improved 

sustainable operational practices. Enhanced efficiency promises cost savings amid climate concerns and 

digitalization and electrification trends. Intelligent controls are vital for integrating buildings into energy grids, 

crucial for achieving the EU's target of carbon neutrality by 2050 effectively managing the expanding 

availability of renewable energy sources. This paper aims to present a simulation-based framework for 

integrating Weather and Emission Predictive Control (WEPC) into building energy simulations, detailing how 

weather and emission forecast are simply incorporated to optimize control strategies. 

Keywords: weather-and-emission predictive control; dynamic emission; thermal storage; electrical storage; 

thermal inertia; intelligent control strategy 

1. Introduction 

At the Paris Climate Agreement in December 2015, nearly 190 parties committed to limiting global warming 

to 1.5°C, attributing manmade greenhouse gas emissions as the primary drivers of global warming (United 

Nations Environment Programme and Global Alliance for Buildings and Construction, 2024). The United 

Nations Environment Programme (UNEP) identifies the building sector as responsible for 38% of carbon 

emissions, encompassing emissions from both building operations (28%) and the production of building 

materials, notably concrete and steel. This underscores the urgency for action to mitigate emissions.  

Additionally, factors such as climate change, the increase of renewable energy sources like photovoltaic (PV) 

and wind energy, and the electrification of building technology, as noted by the Fraunhofer Institute for Solar 

Energy Systems, introduce fluctuations in both energy supply and demand. Consequently, power grids 

experiences daily and seasonal variability in emissions (Fraunhofer Institute for Solar Energy Systems, 2020). 

Within the current existing building norms and codes, a constant annual static emission factor serves as a 

parameter for assessing emission balances. 

Various concepts and data-driven control strategies, based on model predictive control, deep learning, weather 

forecast, or artificial intelligence, have been developed in the last decade, outlining energy- and CO2-saving 

potentials (Drgoňa et al., 2020; Halhoul Merabet et al., 2021; Hepf et al., 2022; Jia et al., 2019; Thieblemont 

et al., 2017). Thereby, a few hurdles make it difficult to transform the concept into practice: data-intense 

algorithms, the creation of digital twins, or the necessity of highly educated employees to manage building 

technology. Standard building users or building operation managers are not data science experts and cannot 

apply these concepts to the built world.  

Hence these dynamics, particularly concerning emission balance boundaries in building operations, the 

conventional concept of a static emission factor warrants scrutiny. This underscores the imperative to 

incorporate dynamic control factors to better address fluctuating emissions associated with building operations. 

Thus, this paper presents an integration of weather and emission forecasts in building energy simulations 

aiming to optimize energy consumption.  

This paper integrates weather and emission forecasts into building energy simulations to optimize energy 

consumption and emissions , with Figure 1 summarizing how these predictions influence shading, ventilation, 
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heating, cooling, and energy evaluation parameters within an integrated feedback loop. 

 

Fig. 1: General Overview 

2. Review 

As the focus of this paper is the workflow of the weather and emission predictive control, this review outlines 

the current state of literature in the fields of intelligent building control strategies and the concept of dynamic 

emissions.  

2.1 Intelligent Building Control 

Various control methodologies have been proposed, ranging from traditional to advanced systems, aiming to 

enhance energy efficiency and maintain thermal comfort in buildings. The widely adopted On/Off control 

method regulates building technology systems primarily based on room temperature thresholds, employing a 

straightforward three-position controller. Its simplicity and minimal data requirement facilitate practical 

implementation, especially with thermal building mass. However, other studies suggest that reliance on 

building thermal mass alone may lead to thermal discomfort, particularly without considering room heat gains 

or feedback from thermal zones (Gwerder et al., 2009). In contrast to On/Off control, proportional–integral–

derivative controllers (PID) provide continuous regulation, utilizing feedback loops to adjust system outputs 

based on past and present conditions (Deutsches Institut für Normung e.V, 2018). Although PID controllers 

generally outperform On/Off systems in terms of energy efficiency, they can still result in thermal discomfort 

due to their inability to handle simultaneous heating and cooling demands and dynamic disturbances like solar 

radiation changes and internal heat gains (Schmelas, 2017).  

Weather-dependent control strategies adjust supply temperatures according to ambient conditions, using 

heating and cooling curves to define operational thresholds (Bollin et al. 2021). This method optimizes energy 

consumption by deactivating systems within specified temperature ranges. However, this approach lacks direct 

feedback on room conditions, necessitating additional systems to ensure thermal comfort. Model predictive 

controllers (MPC) anticipate future disturbances and system behaviors to optimize responses, aiming to 

minimize energy consumption and costs while enhancing thermal comfort (Thieblemont et al. 2017). A 

reasonable number of projects show significant energy savings and improved efficiency when employing MPC 

strategies (Halhoul Merabet et al., 2021). Despite its effectiveness, MPC requires substantial computational 

resources and complex modeling, limiting its potential application in the built world. Researchers explore 

intelligent control strategies based on reinforcement learning (RL) to address the limitations of MPC and other 

conventional methods. These adaptive systems offer flexibility in adapting to diverse building conditions and 

optimizing operational parameters, while promising, implementing RL-based strategies requires advanced 

technical expertise and significant initial investments, restricting their widespread adoption in conventional 
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building settings (Zoltan 2023). It is highlighted that various control strategies for optimizing building 

performance, emphasizing the trade-offs between complexity, efficiency, and practical implementation (Lee, 

2002). Future research should focus on developing simplified yet effective intelligent control approaches that 

mitigate the challenges posed by current methodologies. 

2.2 Dynamic Emissions 

The concept of the dynamic emission factor is not new. In Germany, the Agora Enegiewende provides hourly 

data to the public (Dambeck, 2021) on a national level. On a global scale, the "Electricity Maps" tool provides 

hourly electricity and emissions data for over 230 regions, covering past, present, and future periods. This 

platform includes information on CO2 emissions factors, electricity production, and consumption. (Electricity 

Maps, 2024). In their research "Dynamic CO2 Emission Factors for the German Electricity Mix," authors P. 

Wörner, A. Müller, and D. Sauerwein emphasize the need for hourly emission factors as a more realistic 

evaluation method compared to static emission factors. They argue that static emission factors cannot 

accurately reflect the future state of an electrified and volatile energy system. Motivated by this, they developed 

a methodology to calculate a quarter-hourly emission dataset for the electricity mix, which can be incorporated 

into dynamic simulations. In 2019, authors A. Müller and P. Wörner expanded upon their previous research 

by calculating future emission factors for the years 2030 and 2050 (Wörner et al., 2019). The article "Dynamic 

Prospective Average and Marginal GHG Emission Factors—Scenario-Based Method for the German Power 

System until 2050", N. Seckinger and P. Radgen outline a methodology for calculating and evaluating future 

greenhouse gas (GHG) emission factor. The GHG emissions from electricity generation are based on 

combustion emissions, excluding upstream emissions. The model also accounts for electricity trade (import 

and export), storage, and grid losses, making electricity consumption the reference for hourly emission factors 

(Seckinger, 2021).  

In their research "Plus minus zero: carbon dioxide emissions of plus energy buildings in operation under 

consideration of hourly German carbon dioxide emission factors for past, present, and future", A. Studniorz 

et al. discuss using hourly CO2 emission factors for evaluating building operations in Germany. They find that 

grid electricity is primarily used when emission factors are high (winter) and fed back into the grid when 

emission factors are low (summer). (Studniorz et. al., 2022) In their research “Impact of a Weather Predictive 

Control Strategy for Inert Building Technology on Thermal Comfort and Energy Demand” C. Hepf et al. aim 

to develop an intelligent, improved, yet simple weather predictive control strategy for thermally inert buildings. 

They find increased comfort in buildings of heavy and medium construction, although the energy balance 

improves only marginally. The authors suggest extending the research internationally to various climate zones 

and including CO2 emissions as an evaluation criterion. (Hepf et al. 2022). The research potential for 

calculating future dynamic emission factors is further highlighted in the work of C. Hepf, B. Gottkehaskamp, 

C. Miller, and T. Auer titled “International Comparison of Weather and Emission Predictive Building 

Control”. At five international locations, the authors compare weather and emission predictive control 

strategies to standard control methods for the years 2020 and 2050. They test the hypothesis that a simple 

control approach can harness potential energy and emission savings. The authors emphasize the need for 

intelligent control strategies due to future changes in the power grid from the increase in renewable energy and 

the need to meet European climate neutrality goals. (Hepf et. al., 2024) This work connects to the previous 

study and describes the weather and emission predictive control strategy methodology in detail.  

3. Methodology 

3.1 WEPC Integration 

This paper describes a framework to integrate WEPC into thermal dynamic simulations, which is designed to 

optimize building thermal performance by integrating dynamic simulations utilizing weather data and emission 

calculations. This approach considers emissions, factoring in the availability of renewable energy sources, and 

the buildings storage capacities and powers output of the supply systems. This framework is designed to be 

adaptable to various building technology configurations, though specific adjustments required for different 

setups are not detailed in this paper. The approach presented was tested and used using TrnSys18. A detailed 

overview of the process is depicted in Figure 3, showing the multistep process. The process can be broken 

down into: 
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• Conduct Initial Thermal Dynamic Simulation: Perform the initial simulation using current weather 

data to compute the Solar Heat Gains (SHG) and other relevant thermal metrics for each thermal zone. 

• Transpose Simulation Results: Calculate future weather conditions by transposing the initial 

simulation results, incorporating forecast data for ambient temperature and solar radiation. 

• Adjust Control Strategies: Modify shading, ventilation, heating, and cooling control strategies based 

on the transposed future data to optimize energy use and maintain comfort. 

• Run Second Thermal Dynamic Simulation: Perform a second simulation that includes the effects of 

the future data and the adjusted control strategies to predict the system's performance. 

• Incorporate Emission Control: Integrate hourly emission data and energy performance metrics into 

the simulation to evaluate and manage the environmental impact of the building's energy use.  

Detailed thermodynamic simulations typically utilize hourly timesteps to numerically verify thermal comfort 

and calculate energy consumption. This approach is in alignment with ASHRAE 90.1 (Halverson et al., 2014), 

a widely recognized standard, which often employs hourly simulations. Commonly used simulation engines 

like EnergyPlus and TRNSYS also default to hourly timesteps. Crawley and Barnaby (2019) indicated that 

hourly resolution weather data is sufficient for design and code compliance, offering adequate granularity for 

accurate simulations. While higher resolutions can yield more detailed results, they are often not readily 

available. 

In the context of electricity consumption and carbon intensity, hourly data becomes is necessary as exemplary 

data is depicted in Figure 3 from Agora. The carbon intensity of consumed electricity can differ significantly 

from that of produced electricity, especially when imports constitute a substantial share of the consumed 

electricity. Therefore, it is essential to adopt a consumption-based perspective to accurately capture the carbon 

footprint of electricity use within a specific zone and time. This can be achieved through flow tracing 

methodologies that trace the origin of electricity and calculate its carbon intensity (Soimakallio & Saikku, 

2012, Bialek, J. (1996). To determine the source of electricity and calculate its carbon intensity, Agora employs 

a flow tracing methodology. (Trnberg et al., 2019) Figure 2 exemplarily depicts such hourly emission values. 

 

 Fig. 2: Exemplary hourly Emissions data from Agora for Munich, Germany for the TRY 2020 
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Fig. 3: Detailed Framework Flowchart for Weather and Emission predictive control (WEPC) 
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3.2 Computation of future data 

The initial thermal dynamic simulation utilizes weather data to compute the Solar Heat Gains (SHG), which 

describe the total solar radiation transmitted through external windows for each thermal zone at each time step. 

It is recommended to use hourly time steps, though more detailed intervals can be adopted depending on the 

resolution of the weather data and emissions. Lower resolution data can reduce the accuracy of predictions. 

The ambient air temperature from the provided weather file, along with the SHG, is then transposed to describe 

future conditions. This transposition process involves using data from the current simulation step and 

incorporating forecast values for future steps. The forecast horizon can vary, typically they have been set 

between 12 or 24 hours. Weather forecasts tend to lose accuracy the further ahead they predict environmental 

variables, hence this framework recommends adhering close to this range for good accuracies, but it has not 

been further investigated. For each future step, the influence of the prediction is reduced by a factor, alpha, to 

account for the decreasing accuracy of weather forecasts over longer time periods. 

Equation 1 describes the transposition of the future data, hence computes an exponentially weighted sum of 

input variables over a specified number of future timesteps t. In this functi1on, a is a parameter that controls 

the rate of exponential decay, ensuring that more recent inputs have a greater influence. Each input 𝑧𝑘 is 

weighted by 𝑎𝑘, and the overall sum is scaled. This formulation allows the function to adapt to different 

numbers of input terms, making it useful for scenarios that require weighted sums over multiple future 

timesteps. 

 

𝑓(𝑎, 𝑧0, 𝑧1…𝑧𝑡) = (1 − 𝑎)∑ (𝑎𝑘 ∗ 𝑧𝑘)
𝑡
𝑘=0    (eq. 1) 

with 

• 𝑓(𝑎, 𝑧0, 𝑧1…𝑧𝑡): Exponentially weighted sum of input  

variables over t future timesteps. 

• a: Decay parameter controlling the rate of exponential  

decay, with 0 ≤ a < 10 

• zk: Input variables at each timestep k (where k ranges 

from 0 to t). 

• t: Total number of future timesteps considered. 

 

3.3 Controller Adjustments 

The future data for SHG and ambient temperature is than utilized to adjust the heating, cooling, shading and 

ventilation controls for the initial thermal dynamic simulation to perform a second run, to calculate the hourly 

energy performance for each zone. 

Shading greatly influences the solar heat gains transmitted into the thermal zone, hence adjusting the shading 

controller, for better temperature control and its impacts on the heating and cooling system to maintain indoor 

comfort and lower energy consumptions. Shading controllers are often activated based on an ambient 

temperature setpoint or time based, which could be, with the setpoint sometimes being controlled by a 

schedule, allowing to adapt to seasonal changes. The adapted equation (eq. 2) also utilizes a setpoint for the 

ambient temperature, the current solar heat gains and future solar heat gains to print out an active signal. 
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𝑆ℎ𝑎𝑑𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟 =  { 

1
1
1
0

𝑖𝑓 𝑇𝑎𝑚𝑏,𝑐𝑢𝑟𝑟𝑒𝑛𝑡 > 14 

𝑖𝑓 𝑆𝐻𝐺𝑐𝑢𝑟𝑟𝑒𝑛𝑡 > 200
𝑖𝑓 𝑆𝐻𝐺𝑓𝑢𝑡𝑢𝑟𝑒 > 150

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

}
 

 
  (eq. 2) 

with 

• ShadController: Control signal for the shading device, equal 

 to 1 if the shading should be activated, and 0 otherwise. 

• 𝑇𝑎𝑚𝑏,   𝑐𝑢𝑟𝑟𝑒𝑛𝑡 : Current Ambient temperature [∘C] 

• 𝑆𝐻𝐺𝑐𝑢𝑟𝑟𝑒𝑛𝑡: Current solar radiation [W/m2]. 

• 𝑆𝐻𝐺𝑓𝑢𝑡𝑢𝑟𝑒: Forecasted solar radiation for t timesteps 

ahead [W/m2]. 

 

To maintain thermal comfort, temperature control must minimize energy losses or maximize energy gains. 

This requires controlling air exchange based on transposed future data. Air exchange can be managed using 

various strategies, such as day and night cooling, different setpoints for varying intensities, and schedules. 

However, the general concept of integrating future data remains consistent. By incorporating an additional 

statement that utilizes the Ambient Future Temperature, we can further enhance a Simple Controller. 

Equation 3 demonstrates a controller designed to output a specific airflow rate at a certain temperature range. 

This formular is then used in a greater formular with combined other Airflow formular to control the specific 

airflow rate for other temperature ranges to a final specific airflow rate. 

Temperature is chosen as the primary parameter because temperature control systems are already widely 

established and integrated into most building HVAC systems (Rehrl and Horn, 2011), making it cost-effective 

and practical to leverage existing infrastructure. Additionally, temperature is easily measurable and can be 

accurately predicted using ambient temperature forecasts, allowing the controller to anticipate changes and 

adjust airflow rates proactively, thus enhancing both comfort and energy efficiency. 

 

𝐴𝐶𝐻_𝑔𝑡23 =  { 
3
0

𝑆𝑐ℎ𝑒𝑑𝑢𝑙𝑒 𝑖𝑓 𝑇𝑎𝑖𝑟  >  𝑇𝑎𝑚𝑏,   𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑛𝑑 𝑇𝑎𝑚𝑏,   𝑓𝑢𝑡𝑢𝑟𝑒  >  23

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 }   (eq. 3) 

 

with  

• 𝐴𝐶𝐻_𝑔𝑡23: Is a specific airflow rate [m s-1] 

• Schedule: An optional schedule, equal to 1 if activated, and 0 otherwise. 

• Tair: Current Zone Air temperature [∘C] 

• Tamb,   current: Current Ambient temperature [∘C] 

• Tamb,   future: Futurue transposed Ambiant Temperature [∘C] 

 
After managing passive strategies for shading and ventilation, heating and cooling methods are also adjusted 

to maintain comfort with low energy consumptions. Both heating and cooling controllers are typically defined 

by specific curves, which include a supply temperature and a power output. To enhance these controllers, 

future data is integrated into their formulas. Instead of using the current ambient temperature, the heating or 

cooling curve incorporates the future ambient temperature (eq. 4). Additionally, future solar radiation is 

factored into the supply temperature adjustments to reduce energy consumption (eq. 4, 5). 

Future solar radiation impacts the power output of the heating and cooling systems: it reduces the heating 

power output and increases the cooling power output (eq. 6). This adjustment ensures that the systems respond 
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appropriately to anticipated solar gains. The influence of future solar radiation and ambient temperature on 

these adjustments depends on the specific location, as different regions experience varying solar intensities 

and weather patterns. 

 

𝑇𝑠𝑢𝑝,   𝐻𝑇 = max (25.4 − 0.27 ∗  𝑇𝑎𝑚𝑏,   𝑓𝑢𝑡𝑢𝑟𝑒, 22)    (eq. 4) 

δ𝑇𝑠𝑜𝑙𝑡𝑟,   𝑓𝑢𝑡𝑢𝑟𝑒 =
𝑄𝑠𝑜𝑙𝑡𝑟,𝑓𝑢𝑡𝑢𝑟𝑒
𝑚𝑠𝑝𝑒𝑐 ∗ 𝑐𝑤  

3.6

    (eq. 5) 

𝑃𝐻𝑇,   𝑓𝑢𝑡𝑢𝑟𝑒 = max (𝑃𝐻𝑇,   𝑚𝑎𝑥 − 𝑄𝑠𝑜𝑙𝑡𝑟,   𝑓𝑢𝑡𝑢𝑟𝑒 , 0)  (eq. 6) 

 

with 

• 𝑇𝑠𝑢𝑝,   𝐻𝑇: Representing the Supply Temperature for the Heating Curve [∘C] 

• 𝑇𝑎𝑚𝑏,   𝑓𝑢𝑡𝑢𝑟𝑒: Transposed Future Ambient Temperature [∘C] 

• 𝑇𝑠𝑜𝑙𝑡𝑟,   𝑓𝑢𝑡𝑢𝑟𝑒: Transposed incoming solar radiation referring at the area [
𝑊

𝑚²
] 

• 𝑚𝑠𝑝𝑒𝑐: specific mass flow [
𝑘𝑔

ℎ𝑚²
] 

• 𝑐𝑤: specific heat capacity of water [
𝐾𝐽

ℎ𝑚²
] 

• 𝑃𝐻𝑇,   𝑓𝑢𝑡𝑢𝑟𝑒: Resulting Power Heating Output considering the future data [W] 

• 𝑃𝐻𝑇,   𝑚𝑎𝑥: Maximum Power Heating Output [W] 

 

𝑇𝑠𝑢𝑝,   𝐶𝐿 = min(25.4 − 0.27 ∗  𝑇𝑎𝑚𝑏,   𝑓𝑢𝑡𝑢𝑟𝑒 , 18)    (eq. 7) 

𝑃𝐶𝐿,   𝑓𝑢𝑡𝑢𝑟𝑒 = max (𝑃𝐻𝑇,   𝑚𝑎𝑥 − 𝑄𝑠𝑜𝑙𝑡𝑟,   𝑓𝑢𝑡𝑢𝑟𝑒 , 90)  (eq. 8) 

 

with 

• 𝑇𝑠𝑢𝑝,   𝐶𝐿: Representing the Supply Temperature for the Cooling Curve [∘C] 

• 𝑇𝑎𝑚𝑏,   𝑓𝑢𝑡𝑢𝑟𝑒: Transposed Future Ambient Temperature [∘C] 

• 𝑇𝑠𝑜𝑙𝑡𝑟,   𝑓𝑢𝑡𝑢𝑟𝑒: Transposed incoming solar radiation referring at the area [
𝑊

𝑚²
] 

• 𝑃𝐶𝐿,   𝑓𝑢𝑡𝑢𝑟𝑒: Resulting Power Cooling Output considering the future data [W] 

• 𝑃𝐶𝐿,   𝑚𝑎𝑥: Maximum Power Cooling Output [W] 

 

Using the adjusted Zone Model, which incorporates controls for shading, ventilation, heating, and cooling, the 

second simulation run results can describe thermal comfort and provides the energy balance. The Energy 

balance is then used as an input for the pseudo-predictive post-simulation processing, which incapsulates the 

CO2 calculation based on some given parameters named the System Model calculations. 

3.4 System Model for Emission calculations 

The System Model utilizes the hourly energy balance output from the second run of the thermal dynamic 

simulation, including 24-hour average ambient temperature and an hourly emissions dataset. This model 

incorporates various building technologies for heating, cooling, and auxiliary consumptions (equipment, 

electrical, etc.), as well as electrical storage capacities, loading and unloading powers, efficiencies, and the 

overall dimensions of the system as depicted in Figure 2. This results compute into CO2 emission with loading 

and unloading times as well as storage capacity levels. 

Complex control strategies are modeled using a pseudo-predictive approach. Instead of developing an 

algorithm for real-time data prediction, the model assumes that the future data is already known, since the 

thermal dynamic simulation has already provided all necessary results. Hence, it is possible to identify minimal 

values within specific periods (typically 1-2 days) and schedules the charging period around these minimal 
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values. Thus, the model: 

• Specifies the periods during which storage systems are charged based on the minimum energy 

requirements identified. 

• Determines the timeframe for loading and unloading operations is determined based on the 24-hour 

average ambient temperature, energy performance loads and low CO2 emissions. This helps ensure 

that the system operates efficiently and maintains optimal thermal comfort. 

Also, both thermal storage (heating and hot water) and battery storage are modeled using a simple input-output 

approach. The discharge power required by the storage (e.g., for heating demand) must be available within the 

storage capacity. If the storage is "empty," the required energy is supplied externally during defined charging 

periods.  

The following equations to define how storage loading capacity and supplementary power are processed, 

determining the energy purchased from the grid (eq. 9). This energy is subsequently used, along with emission 

data and the Annual Performance Factor, to compute the system's resulting dynamic CO2 emissions (eq. 10). 

 


𝑔𝑟𝑖𝑑

(𝑡) =∑ (
𝑙𝑑(𝑡) + 𝑝𝑥𝑙𝑟(𝑡)

𝐽𝐴𝑍
)

8760

𝑡=1
  (eq. 9) 

𝐸𝑑𝑦𝑛 =∑ (𝑔𝑟𝑖𝑑(𝑡)  ∗  
𝑒𝑓(𝑡)

1000
)

8760

𝑡=1
  (eq. 10) 

 

with 

• 
𝑔𝑟𝑖𝑑

(𝑡): Grid volume of purchased energy [kWh] 

• 
𝑙𝑑
(𝑡): Storage loading capacity [kWh] 

• 𝑝𝑥𝑙𝑟(𝑡): Supplementary Power [kWh] 

• JAZ: Annual Performance Factor 

• 𝐸𝑑𝑦𝑛: Resulting dynamic CO2-Emissions [kg CO2 ] 

• 𝑒𝑓(𝑡): Emission factor [g CO2/kWh] 

 

This System Model framework offers a streamlined approach to integrating thermal and electrical storage, 

enabling efficient emission calculations and providing a foundation for future enhancements. The model does 

not simulate complex physical processes such as temperature stratification in thermal storage.  With a pseudo-

predictive the solar radiation data could be precomputed in the first simulations runs of the thermal dynamic 

simulations, or in a separate solar radiation study, to additionally incorporate the effects of Photovoltaics into 

the loading and unloading methods. 

4. Discussion 

The workflow developed in this study demonstrates both potential and limitations when considering its 

applicability in thermal models and its transferability to real-world building systems. While the workflow's 

simplicity in utilizing basic mathematical equations and widely available weather data allows for easy 

implementation in thermal simulations, it faces challenges in direct application to the built environment. 

Firstly, the workflow, though simplified, still requires some level of computational power and understanding 

of HVAC systems. This makes it unsuitable for a straightforward application in real-world scenarios without 

the support of a computational unit such as a computer or smart controller. Additionally, basic knowledge in 

HVAC engineering is necessary to comprehend and apply the process, creating a barrier for non-specialists. 

These factors highlight the complexity that remains despite attempts to simplify, making the direct transfer of 

the workflow into built environments challenging. 
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On the other hand, the low technological requirements and the simplicity of the equations used suggest that 

the workflow could be implemented using basic devices, such as smartphones or low-cost controllers. This 

broadens the potential for integration into building systems, offering a path for easier connectivity and 

application in various settings. Moreover, the availability of weather data for any location further supports the 

feasibility of using this workflow in real-world applications. However, the lack of granular emissions data, 

available only at a national level, could potentially limit the precision of the workflow when applied to specific 

local contexts. 

In terms of its relevance to ongoing climate change and adaptation strategies, the workflow presents a mixed 

case. The need for optimization remains significant, especially as the integration of renewable energies and the 

stability of the grid become increasingly important. The workflow effectively delivers energy savings, 

emissions reductions while sustaining thermal comfort, aligning with objectives to enhance energy efficiency 

and support grid stability. This paper focuses on presenting the framework, while prior studies by Hepf et al. 

(2022, 2024) have implemented this approach. The 2022 study evaluated four configurations, showing energy 

savings between 3.5% and 11%, impacted by variations in thermal and battery storage. In 2024, the analysis 

expanded internationally, covering diverse climate zones and reporting emissions reductions of 5% to 25% 

across various building types. However, the current framework does not consider humidity, which is one of 

the driving factors in energy consumption, particularly in humid climates where dehumidification significantly 

impacts energy usage. This limits the workflow's effectiveness in tropical climates.  

Additionally, the long-term effectiveness of this approach is debatable. As emission factors decrease in line 

with European and governmental targets, the impact of further optimization may diminish, reducing the 

necessity for such workflows. Furthermore, focusing on sufficiency improvements might offer more 

substantial benefits than efficiency improvements alone. Despite these considerations, in large building energy 

systems where HVAC management is crucial, the simplicity of this workflow could offer significant benefits 

by streamlining complex optimization processes. 

In conclusion, while the workflow offers promising advantages in certain scenarios, its broader application in 

the built environment and its alignment with long-term climate strategies require careful consideration. Its 

success will depend on the specific context, particularly in terms of technological capability, data availability, 

and the evolving priorities of energy and emission management. 
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Abstract 

This paper focuses on optimizing a building heating system consisting of a heat pump, photovoltaic collectors 
(PVT), an ice storage tank, and a buffer tank. The aim is to assess the potential of using Mixed-Integer 
Nonlinear Model Predictive Control (MI-NMPC) in a novel heat pump system with dual heat sources—PVT 
collectors and ice storage, along with buffer storage. The paper investigates dynamic interactions, algorithm 
development, and performance evaluation, emphasizing energy efficiency, cost-effectiveness, and demand 
response. We find that control-oriented dynamic simulation accurately captures the system’s behavior. The 
application of NMPC in this context highlights its potential for advanced control strategies in hybrid (switched) 
energy systems. The simulation results demonstrate the improved performance of the system using the MI-
NMPC strategy compared to a reference Rule-Based Control (RBC) strategy. This improvement is reflected 
in a 17.4% reduction in electricity costs over the heating season and a 15.4% decrease in net costs, including 
revenue from selling excess energy to the grid. In addition, the MI-NMPC strategy increases the self-
consumption rate of the generated PV power to 38.2%, further improving the economic and energy efficiency 
of the system. The application of MI-NMPC in this context underscores its potential for advanced control 
strategies in hybrid energy systems, particularly in multi-source heat pump systems. 

Keywords: Multi-Source Heat Pump, Ice Storage, Mixed-Integer NMPC, PVT, Control-oriented modelling. 

1. Introduction  

To achieve a sustainable future, it is essential to address the limitations of finite resources, especially fossil 
fuels. Integrating renewable energy sources into the building sector is a critical part of this transition. Today, 
buildings account for approximately 30 percent of global final energy consumption and 26 percent of global 
energy emissions (International Energy Agency, 20/23). About 80 percent of households in Germany still rely 
on traditional heating systems based on fossil fuels (Bundesverband der Deutschen Heizung- und 
Warmwasserindustrie, 20/24). Modernization efforts have already helped avoid about 3 million tons of CO2 
emissions by 2023 (Umweltbundesamt, 2023). Achieving greenhouse gas neutrality by 2045 and the interim 
goal of a 65 percent reduction in emissions by 2030 will require a shift to cleaner technologies such as heat 
pumps. Optimizing heat pump performance when combined with renewable energy requires moving beyond 
traditional control strategies. Traditional heat pump controllers, which usually rely on a heating curve, fail to 
consider factors like solar radiation and internal gain (Rolando and Madani, 2013). Complex systems, such as 
heat pump systems with different sources can benefit from advanced methods of predictive control (Parisio et 
al., 2020). In addition, strategies such as MPC can account for variable electricity prices. This offers residential 
customers the opportunity to reduce costs by scheduling operations during periods of lower electricity prices. 

1.1 Solar-assisted heat pump system 

Heating, Ventilation, and Air Conditioning (HVAC) systems play a critical role in indoor comfort and energy 
efficiency. The integration of renewable energy sources with conventional systems, such as solar-assisted heat 
pump (SAHP) systems, has gained attention for its ability to utilize sustainable energy sources (Sezen and 
Gungor, 2023), improve system efficiency (Hengel et al., 2020), and support the transition to greener 
technologies. An effective control strategy is essential to optimize efficiency, reduce operating costs, and 
minimize the environmental footprint, especially in the SAHP system (Perella et al., 2024). In this context, 
MPC, the focus of this paper, has emerged as a promising approach to optimizing the performance of HVAC 
systems. The primary objectives of MPC have traditionally included minimizing energy consumption, 
maximizing comfort, and reducing energy expenses. These goals have been achieved through various methods 
such as optimal operation with storage systems, implementation of zone temperature control, and optimal 
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operation of heat pumps, among others (Drgoňa et al., 2020; Afram and Janabi-Sharifi, 2017; Frison et al., 
2019). 

1.2 Related work 

In Multi-Source Heat Pumps (MSHP) systems, supervisory controllers fall into two main categories: MPC and 
RBC (Pean and Costa-Castello, 2008). These controllers regulate MSHP operation by setting parameters based 
on factors like solar irradiance, temperatures, and energy storage. RBC, though more advanced than traditional 
heating curves, lacks MPC’s clear objective formulation (Pean and Costa-Castello, 2008) and can become 
complex with increasing system components. MPC is attractive in HVAC systems for its ability to integrate 
predictive data from renewable sources and model dynamics, thus improving energy efficiency (Serale et al., 
2018). The concept of optimal control for SAHP systems dates to the 1980s (Molyet et al., 2020). Fiorentini 
et al. (2015) investigated a similar system with PVT collectors, a PCM storage tank, and a heat pump, using 
Hierarchical Model Predictive Control (HMPC) with a suboptimal two-level control scheme: a high-level 
controller for a 24-hour horizon and a low-level controller for 1-hour intervals, which may not always yield 
optimal performance. Hierarchical control strategies are often used in HVAC systems to simplify complex 
problem formulations and handle nonlinearities, splitting the control into a high-level convex problem and a 
low-level heuristic-based problem. Switched dynamics in MSHP systems lead to challenging Mixed-Integer 
Nonlinear Programming (MINLP) formulations, which are managed through techniques like convexification 
and linearization, transforming problems into Mixed-Integer Linear Programming (MILP) formulations (Atam 
and Helsen, 2015). Derivative-free methods such as Genetic Algorithms (GA) (Xia et al., 2018) and Particle 
Swarm Optimization (PSO) (Beghi et al., 2013) are also used. However, GA may yield suboptimal 
performance if mode selection relies on heuristics rather than being optimally chosen. This work focuses on 
addressing MINLP problems in MSHP systems, utilizing the Combinatorial Integral Approximation (CIA) 
technique, previously applied to solar thermal systems (Bürger et al., 2021) and heating networks (Frison et 
al., 2024). 

1.3 Contributions 

This paper presents a detailed analysis of MPC applied to an advanced solar-assisted MSHP system that 
integrates PVT collectors, ice storage, a heat pump, and a buffer storage tank. The optimization of this system 
is complicated by nonlinearities in the model, such as heat transfer interactions between components, hybrid 
behaviors arising from various operation modes, and the phase change properties of ice storage. These 
challenges, typically addressed using discrete variables, result in a complex mixed-integer nonlinear 
optimization problem. To address this, we investigate a real-time control approach using Mixed-Integer 
Nonlinear MPC (MI-NMPC), offering practical insights into its implementation. Our analysis compares the 
effectiveness of MPC with an RBC strategy in minimizing energy costs while maintaining indoor comfort. 
The results reveal that the RBC strategy, as implemented in this study, faces significant difficulties in rule 
selection and is less effective than MPC. 

1.4 Paper outline 

In this paper, we first outline the heating system description, followed by a mathematical model describing 
each component and the interactions between them. Section 3 provides a detailed MPC formulation and our 
solution to the arising optimal control problem. Next, in Section 4, we present and discuss the results obtained 
from simulations.          

2. Model development 

This section begins with a brief description of the system, followed by a detailed mathematical description of 
the system model, which is essential for developing the control strategy. The system under consideration is 
modeled using state-space representation, a method that effectively captures its dynamics. 

2.1 System description  

Figure 1. shows a simplified schematic of an elaborate heating system that integrates photovoltaic thermal 
(PVT) collectors, an ice storage tank, a heat pump, and a buffer storage tank. At the core of this system is a 
brine/water heat pump with a rated thermal capacity of 12.1 kW (B0W35, with a 0°C brine source and a 35°C 
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sink). This heat pump consists of four main components: the evaporator, which absorbs heat from the source 
fluid; the condenser, which transfers the absorbed heat to the buffer tank; the compressor, which pumps the 
refrigerant through the system; and the expansion valve, which regulates the refrigerant flow. On the left side 
of the heat pump, referred to as the source side, the evaporator is connected to PVT collectors and an ice 
storage tank. The PVT collectors capture solar energy and convert it into thermal and electrical energy. The 
ice storage tank stores thermal energy. In this work the ice storage is buried underground, and it is not insulated. 
Thus, it can gain heat from the ground or lose heat to the ground. The ice fraction in the ice storage cannot 
exceed 70% in this study. The source side of the heat pump system operates in four different modes, visually 
illustrated in Figure 2. In Mode 1, solely the ice storage serves as the heat source for the evaporator, with brine 
circulating between them. Conversely, Mode 2 activates only the PVT collectors, directing brine circulation 
between the collectors and the evaporator. The Parallel mode (Mode 3) combines both sources, efficiently 
delivering heat to the refrigerant. Lastly, Mode 4 involves the regeneration of the ice storage tank by the PVT 
collectors during periods when the heat pump is inactive. These modes provide versatility in managing heat 
sources for optimal system performance. On the right side of the heat pump, called the sink side, the condenser 
exchanges heat with the buffer tank, which provides heat to the house. The buffer tank plays a crucial role in 
storing and regulating the heat delivered to the house. The heating system in the house, which includes 
radiators, uses hot water from the buffer tank to provide consistent and efficient heating. In cases where the 
heat pump is unable to generate enough heat to reach the set flow temperature of the heating circuit, the 
auxiliary heating system is activated to provide the required heat. 

 

Fig. 1: Simplified scheme of the system 

 

 

Fig. 2: Operating modes of the source side of the system 

2.2 System model 

The system under consideration is modeled using a state space representation. This approach captures the 
dynamics of the system through differential equations that describe the temperatures at different levels of the 
system components. The state variables listed in Table 1, are critical for describing the thermal dynamics of 
the system. The differential equations governing the system states are derived from energy balance principles 
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applied to the system components. 

Tab. 1 Notation of state variables 

Symbol Description Bounds 
  ୡ୭୪_୭୳୲ Temperature of the brine leaving the PVT collectors  [-15, ∞],( ∘C) 
  ୧ୡୣ  The heat stored in the ice storage  [-∞, 15],( ∘C)  
  ୧ୡୣ_୭୳୲  The ice storage hex outlet source fluid temperature  [-∞,∞],( ∘C) 
  ୪ୟ୷ୣ୰,୧  The temperature of layer i in the buffer storage tank  [0,80],( ∘C) 

 

Besides the state variables, the system model includes control variables (see Table 2.), disturbances or time-
varying parameters (see Table 3.) and finally in Table 4. the model parameters (constants) are given. The 
control variables can be divided into discrete ones, which describe the modes of the source side, and continuous 
ones, which describe the power consumption of the compressor and the auxiliary heater.   

Tab. 2 Notation of control variables 

Symbol Type Description Bounds 
  ୣ୪_ୡ୭୫୮ Continous Compressor electrical power consumption  [0, 6000],(W) 

ୟ୳୶  Continous Auxilary heater electrical power consumption  [0, 6000],(W)  

  ୧ Binary Binary variable for mode i  {1,2,3,4} {0,1},(-) 

 

Tab. 3 Notation of time-varying parameters 

Symbol Description 
 ୟ୫ୠ The ambient temperature ( ∘C) 
 ୱ୳୮୮୪୷ The supply temperature of the heating circuit ( ∘C)  

୰ୣ୲୳୰୬ The return temperature of the heating circuit ( ∘C) 
୲୭୲ Solar irradiance (W/ ଶ) 
ୣ୪ The price of electricity from the grid (EUR/W ) 

 ୪୭ୟୢ The thermal load of the building (W) 
 

Tab. 4 Notation constant parameters 

Symbol    Description   Value   Unit 
 ୣ   Effective thermal capacity of PVT collectors   7879   J/(m ଶ  K)  
 ୦୶   Heat transfer coefficient of heat exchanger   80   W/(m ଶ  K)  
 ୦୶   Heat exchange area of hex   30   m ଶ  
 ୧ୡୣ_ୱ୲୭୰ୟୣ   Heat transfer coefficient of the ice tank walls to the ground  4   W/(m ଶ  K)  
 ୧ୡୣ   Density of ice   920   kg/m ଷ  
 ୵   Density of water   1000   kg/m ଷ  
 ୧ୡୣ   The latent heat of fusion for ice   335  kJ/kg 
 ୟ୫ୠ_୧ୡୣ   Surroundings temperature (ice tank)   5   °C  
 ୰ୣୣ୬   Mass flow rate during regeneration mode  0.35   kg/s  
 ୣ୴ୟ୮   Evaporator mass flow   1   kg/s  
 ୱ୲ୡ   Mass flow at PVT collectors  1  kg/s  
 ୧ୡୣ_ୣ୴ୟ୮   Mass flow rate at ice storage   1   kg/s  
 ୡ୭୫ୠ୧୬ୣୢ   Mass flow rate during combined mode  0.5  kg/s  
 ୧ୡୣ, ୧ୡୣ   The radius and volume of tank (ice storage)  1, 5.2  m, m ଷ 
ୠ୰   Brine specific heat capacity   3595  J/kg/K  

୵   Water specific heat capacity   4181  J/kg/K  
 ୠ୰   Brine density   1000   kg/m ଷ  
 ୮୴୲   PVT collector area   40   m ଶ  
 ୠ୳ୣ୰   Volume of tank (buffer storage)   1   m ଷ  
 ୠ୳ୣ୰   Height of tank (buffer tank)   1   m  
 ୟ୫ୠ_ୠ୳ୣ୰   Surroundings temperature (buffer tank)   20   °C  
 ୠ୳ୣ୰   Heat transfer coefficient (buffer tank walls)   0.4   W/(m ଶ  K)  
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We have developed a control-oriented model that represents the dynamics of the multisource heat pump 
system. This model includes equations for the heat pump, PVT collectors, ice storage tank, and buffer tank. 

For the thermal part of a PVT system, the energy balance on the absorber plate is given by: 

 
ୢ

ୢ୲ ୡ୭୪_୭୳୲
ଵ

౩౪ౙ
ୡ୭୪ ଶ ୱ୲ୡ ୠ୰ ୡ୭୪_୭୳୲ ୣ୴ୟ୮_୭୳୲  

 ଷ ୡ୭୫ୠ୧୬ୣୢ ୠ୰ ୡ୭୪_୭୳୲ ୣ୴ୟ୮_୭୳୲  
 ସ ୰ୣୣ୬ ୠ୰ ୡ୭୪_୭୳୲ ୧ୡୣ_୭୳୲  (eq. 1) 

Where ୱ୲ୡ ୣ ୮୴୲  and ୡ୭୪ is the total heat gain: 

ୡ୭୪ ୡ୭୪ ୮୴୲ ୲୭୲                                                                                                                                     (eq. 2) 
Here ୡ୭୪ is the efficiency of collector, which for a flat plate collector can be approximated by the polynomial: 

 ଵ ଶ
்ౙౢ_౫౪ି்ౣౘ

ீ౪౪
ଷ
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మ

ீ౪౪
                                                                                (eq 3) 

where ଵ ଶ ଷ are parameters of solar thermal collector (-), (


୫మ), (


మ୫మ).  

The electrical power generated by the PV system is: 

୮୴_ୣ୬ ୮୴ ୮୴୲ ୲୭୲                                                                                                                          (eq. 4) 

The electrical efficiency of the PV panel calculated using the following equation (Zondag et al., 2003):  

୮୴  ୡୣ୪୪ ୰ୣ                                                                                               (eq. 5) 

where  electrical the efficiency of pv at reference temperature ୰ୣ = 25 °C, ୡୣ୪୪ is the temperature of the 
solar cell. 

For the ice storage model, we first define the ice fraction as a sigmoid function: 

 
ଵ

ሺଵ ା మሺషሻሻ
                                                                                                                                   (eq. 6) 

The energy balance equation for the ice storage is: 

 
ୢ

ୢ୲ ୧ୡୣ
ଵ

ౙቀ౦ାౙ
ౚሺሻ
ౚ

ቁ
ସ ୠ୰ ୰ୣୣ୬ ୡ୭୪_୭୳୲ ୧ୡୣ_୭୳୲  

ଵ ୠ୰ ୧ୡୣ_ୣ୴ୟ୮ ୧ୡୣ_୭୳୲ ୣ୴ୟ୮_୭୳୲  ଷ ୠ୰ ୡ୭୫ୠ୧୬ୣୢ ୧ୡୣ_୭୳୲ ୣ୴ୟ୮_୭୳୲  

୧ୡୣ_ୱ୲୭୰ୟୣ ୧ୡୣ ୟ୫ୠ_୧ୡୣ                                                                                              (eq. 7) 

To determine the output temperature of the fluid in a heat exchanger immersed in the ice storage system, the 
energy balance is applied. The rate of change of the brine outlet temperature can be expressed as: 
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                                                 (eq. 8) 

Then ୬ୣ୲,୧ is given as follows: 

୬ୣ୲,୧ ୦୶ ୦୶ ୈ,୧ , where i refers to the mode of operation, and                                                    (eq. 9) 

ୈ,୧  

The buffer storage tank is modeled as a stratified tank divided into n (n=4) layers based on Eicker (2003). From 
the energy balance equations applied to each layer, the rate of temperature change for each layer is derived. 
For the intermediate layer i, it is given as:  
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ୢ

ୢ୲ ୪ୟ୷ୣ୰,୧
ଵ

ౢ౯౨,౭

୪ୟ୲ ୪ୟ୷ୣ୰,୧ ୟ୫ୠ ୪ୟ୷ୣ୰ ୪ୟ୷ୣ୰,୧ ୪ୟ୷ୣ୰,୧ାଵ

୪ୟ୷ୣ୰ ୪ୟ୷ୣ୰,୧ିଵ ୪ୟ୷ୣ୰,୧

ୡ୭୬ୢ ୵ ୪ୟ୷ୣ୰,୧ିଵ ୪ୟ୷ୣ୰,୧ ୪୭ୟୢ ୵ ୪ୟ୷ୣ୰,୧ ୧ାଵ

                    (eq. 10)        

Here ୪ୟ୲, ୪ୟ୷ୣ୰ represent the overall transfer coefficients for lateral-to-ambient transfer and transfer 

between layers, respectively and ୪ୟ୷ୣ୰,୧ .                                              

In total, Equations (1), (7), (8), (10), and three equations for the remaining layers based on Equation (10) are 
the differential equations describing the evolution of the system's states. In these equations, the thermal power 
output of the heat pump is defined by: 

୲୦_ୡ୭୬ୢ ୣ୪_ୡ୭୫୮ ଵ ଵ ଶ ଶ ଷ ଷ                                  (eq. 11) 

For each mode  (  corresponding to mode i  {1,2,3}), it is defined by a function with corresponding inlet 
temperature of evaporator and temperature at sink side This approach avoids double multiplication of the 
binary control variable, so only the outer multiplication of a binary variable is carried out. The condenser mass 
flow is calculated by: 

 ୡ୭୬ୢ
ொሶ ౪_ౙౚሺ௧ሻ

౭൫∆்ౙౚ౩౨ሺ௧ሻ൯
                                                                                                                  (eq. 11) 

We assume a constant temperature difference between the inflow and outflow from the condenser: 

ୡ୭୬ୢୣ୬ୱୣ୰ ୡ୭୬ୢ_୭୳୲ ୪ୟ୷ୣ୰,ସ                                                                                      (eq. 12) 

In this paper, COP and the maximum thermal output of the heat pump are estimated using a polynomial 
function that depends on the temperatures of the source and sink sides.  

2.3 Assumptions  

To simplify the system model for optimization, several key assumptions were made. First, mass flow rates are 
assumed to be constant across all operational modes, which reduces the number of dynamic variables in the 
system. Additionally, the power of the compressor is treated as a continuous variable, avoiding the 
complexities associated with discrete power levels. Concerning the sink side, a constant temperature difference 
is assumed, and heat losses to the environment from both the evaporator and condenser are considered 
negligible. Ambient temperature around the ice storage and buffer tanks is also assumed to be constant, which 
simplifies the boundary conditions. Furthermore, the densities and viscosities of the brine and water are treated 
as constant, eliminating the need to account for temperature-dependent variations. The model maintains mass 
balance by ensuring that the mass flow rates entering and exiting each control volume are equal. Lastly, both 
the source and sink fluids are considered incompressible, which simplifies the fluid dynamics equations. 

2.4 Boundary conditions 

In terms of MPC, the boundary conditions are given in the form of a disturbance vector, which partially 
includes calculated variables. In our case, ambient temperature, solar irradiance, and the price of electricity are 
predicted variables, while the heating demand, supply, and return temperatures of the heating circuit are 
calculated. The predicted variables are provided for the simulated period. For simulation purposes, dynamic 
pricing is used, with data obtained from the European Energy Exchange (EEX), visually shown in Figure 3. 
The calculated variables in the disturbance vector are derived using the house parameters and the predicted 
variables. 

 

Fig. 3: The price of the electricity used in the simulations 

Since the current project develops the control strategy for a house in Ulm, Germany, the house parameters and 
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the disturbance vector are specific to this house and location. The calculated variables represent the operating 
parameters of a heating system designed to maintain a comfortable indoor environment. This includes 
maintaining an indoor temperature of 20°C. At a nominal outdoor temperature of -13°C, the heating system 
should provide heat to the house, and have a supply (flow) temperature of 45°C and a return temperature to 
the heat exchangers (radiators) of 35°C. These calculations are performed for the actual house with the goal of 
developing a cost- and energy-efficient control strategy. By integrating the predicted variables with the house 
parameters, the control strategy aims to optimize the performance of the heating system while minimizing 
energy consumption and costs. 

3. Model predictive control formulation 

Model Predictive Control (MPC) is a widely used optimization-based control strategy in process engineering. 
This approach uses a mathematical model of the controlled system to predict its future behavior over a finite 
time horizon, known as the prediction horizon. In our system, the mathematical model is defined by the 
differential equations described in the previous section. MPC solves an optimization problem to determine the 
optimal trajectory of the system states, producing control inputs that meet the desired objectives while 
satisfying the constraints.  MPC considers future disturbances, such as weather conditions, demand and 
electricity prices, as detailed in the previous section. Predictions of these disturbances are provided for this 
study. For more realistic results, the control data from the optimization is applied on the system with 
disturbances, including random noise. This approach introduces discrepancies between the model and the 
actual system to better capture real world scenarios. 

3.1 Optimal control problem formulation 

Given the previously defined states ೣ ( ௫ ) as described in Table 1, and the differential equations 
are given in the previous section, the OCP is formulated.  The controls include continuous variables ೠ 
( ௨ ) and binary variables ್ (  ), time-varying parameters  (  ), and slack 

variables ೞ ( ௦ ).  The objective function aims to minimize the cost of electricity consumed, 
maximize the utilization of solar energy, and minimize the use of the auxiliary heating system (see Equation 
13, where Wi is a weighting coefficient for each component of the objective function). Additionally, it includes 
quadratic penalty terms for the slack variables. Constraints are then defined, leading to the formulation of the 
OCP. 

min 
௧


ସ
ୀଵ ୧ ୣ୪ ୣ୪ ୣ୪,ୡ୭୫୮ ୣ୪,ଶ ୣ୪,ୡ୭୫୮ ௧௧

ୟ୳୶ ୟ୳୶ ୱ,୯
ଶ                            (eq. 13) 

s.t.  

                                                                                                                                                  (eq. 14) 
ସ
ୀଵ                                                                  (eq. 15) 

ସ
ୀଵ ୧                                                                                                                                        (eq. 16) 

୦ୡ_ୱ୳୮୮୪୷ ୪ୟ୷ୣ୰,ଵ                                                                                                           (eq. 17) 

ୣ୪_ୡ୭୫୮ ୲୦,୫ୟ୶                                                                                                           (eq. 18) 

ୣ୪_ୡ୭୫୮,୍
ଷ
ୀଵ  ୣ୪_ୡ୭୫୮                                                                                            (eq. 19) 

ୣ୪_ୡ୭୫୮
ଷ
ୀଵ ୧                                                                                                           (eq. 20) 

ୣ୪_ୡ୭୫୮ ସ                                                                                                           (eq. 21) 

lb ub
x                                                                                                                                     (eq. 22) 

lb ub
u                                                                                                                                     (eq. 23) 

b                                                                                                                                           (eq. 24) 

Eq. (14) ensures that the system starts from a specified initial state. The system's evolution is described by the 
differential equations in Eq. (15). The binary constraint in Eq. (16) guarantees that only one mode is active at 
any given time. Eq. (17) involves the tank temperature and supply temperature to consistently meet the house's 
heat demand. By introducing a slack variable, this constraint is relaxed, allowing for more solver flexibility, 
though it results in a minor negative temperature deviation, which is penalized in the objective function. Eq. 
(18) pertains to heat pump operation, stating that the electric power consumed by the heat pump, multiplied by 
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the COP, cannot exceed the maximum possible thermal power output. Eq. (19) defines the minimum input of 
the heat pump in terms of the electric power of the compressor, which is active in one of the operational modes 
when the heat pump is on. Conversely, Eq. (20) ensures that when the heat pump is off, its electric power input 
is zero. Finally, Eq. (21) ensures that when the regeneration mode is active, the electric input to the compressor 
is zero. In these equations, M refers to the Big M method. Eqs. (22, 23, and 24) constrain the lower and upper 
bounds for the state variables, continuous control variables, and binary control variables, respectively. 

3.2 Solution approach 

The following is the methodology used to solve the Optimal Control Problem (OCP) described in Eqs. (13-
24). The OCP includes both continuous and discrete control variables, where the discrete variables are binary. 
This results in a Mixed Integer Optimal Control Problem (MIOCP). To solve the continuous-time OCP, the 
problem is discretized using the direct collocation method, which converts the infinite-dimensional 
optimization problem into a Mixed-Integer Nonlinear Programming (MINLP) problem. While solvers such as 
BONMIN (Bonami et al., 2008) can handle MINLP problems, they are often impractical for real-world 
applications due to their long computation times and the need to satisfy real-time constraints, especially when 
dealing with large problems at each time step. In this study, the Combinatorial Integral Approximation (CIA) 
technique, as described by Sager et al. (2011) and practically demonstrated by Bürger et al. (2021), is 
employed. This algorithm consists of three main steps, which are outlined in Algorithm 1. 

Algo. 1 Algorithm for Solving the MIOCP 

1. Solve the relaxed discretized MIOCP (MINLP) with bi  [0, 1] 

2. Solve the CIA problem to obtain bi  {0, 1} 

3. Solve the discretized MIOCP (MINLP) with bi  {0, 1} 

Output: x, u, b 
 
In the closed loop simulation, the obtained control variables are applied to the system after step 3 in Algorithm 
1. The system is simulated using the fourth-order Runge-Kutta (RK4) integration scheme. To improve 
computational efficiency, warmstarting is used to transfer solution information from the previous MIOCP 
problem to the current one as an initial guess. According to Rawlings et al. (2017), shift initialization is 
particularly beneficial for systems with time-varying parameters in their dynamics. In this technique, the 
solution of the previous MINLP problem is shifted to the next one and adapted to the next time step. We apply 
the shift initialization technique specifically to the relaxed MIOCP problem.  

All the computations were carried out on a desktop PC equipped with an Intel(R) Core(TM) i5-9500 @ 3.00 
GHz CPU and 16 GB of RAM, running on the Windows 10 operating system. The CasADi symbolic 
framework (version 3.6.3) (Andersson et al., 2019), which provides algorithmic differentiation capabilities, 
was used to formulate and solve the (MIOCP) problems. IPOPT (3.14.11) (Wächter and. Biegler, 2006) has 
been used for solving the sparse NLP problems using the linear solver MUMPS (5.4.1.) (Amestroy et al., 
2001). For solving the CIA (Sager et al., 2011) problems, the open-source package pycombina (Bürger et al., 
2020) was used, with MILPs solved using the branch-and-bound algorithm. All code was written in Python. 

4. Results 

4.1 Overview of controllers 

To evaluate the performance of the MI-NMPC strategy, a reference control strategy was needed. This work 
included the implementation of the RBC strategy, which is based on simple heuristics. These heuristics were 
partially derived from observations of the MI-NMPC simulation. The RBC strategy utilizes solar energy when 
it is available. 

4.2 Case study: Heating season simulation 

This section presents and analyzes the outcomes of closed-loop simulations comparing the MI-NMPC strategy 
to the RBC strategy for the heating heat pump system during a heating season. A sampling time for MI-NMPC 
is ΔT = 900 seconds, and RBC inputs are updated every 900 seconds. To begin with, there is a notable disparity 
in the utilization of the auxiliary heater when comparing RBC and MI-NMPC control strategies. Specifically, 
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the MI-NMPC strategy reduces auxiliary heater usage by a factor of 4.3, compared to RBC. In percentage 
terms, the auxiliary heater accounts for 4.3% of the total heat delivered when the system is controlled by the 
RBC strategy, versus only 1% with MI-NMPC.   

 

Fig. 4: Heat flow (in percent, %) from PVT and ice storage in each mode  

Next, Figure 4. demonstrates the amount of heat delivered to the evaporator from each source and during each 
mode when controlled by MI-NMPC and RBC strategies and Figure 5. shows the ice fraction, temperature 
inside the ice storage tank, and the thermal power output of the auxiliary heater throughout the simulation 
period for both MI-NMPC and RBC strategies. The utilization of ice storage is lower for the RBC strategy due 
to the depletion of ice storage, with the ice fraction achieving its maximum allowed value. In contrast, the MI-
NMPC strategy better utilizes ice storage in mode 1, with 24% utilization compared to 4% for RBC. During 
the combined mode with MI-NMPC, the PVT collectors contributed 8% of the total heat, compared to 1% with 
RBC over the entire simulation period. In total, solar thermal energy (PVT) accounts for more than 65% of the 
total heat source for both controllers. This high proportion is likely due to the under sizing of the ice storage 
system for this application. When the ice storage tank is depleted, both strategies employ the auxiliary heater. 
However, MI-NMPC reduces utilization to 0.25 MWh compared to 1.08 MWh for RBC. In addition, the 
economic analysis revealed that with MI-NMPC, the electricity bill is 1776 EUR, with a PV feed-in revenue 
of 233 EUR, resulting in net expenses of 1543 EUR. In contrast, for RBC, the electricity bill is 2151 EUR, 
with a PV feed-in revenue of 327 EUR, indicating less PV self-consumption. Economically, MI-NMPC results 
in net expenses of 15.4% less compared with RBC, further demonstrating its superior cost performance. Figure 
7. illustrates the cumulative cost of electricity for both cases over the simulated period. From an energy 
management perspective, MI-NMPC optimizes the operation of the heat pump, resulting in better energy 
consumption management and significant cost savings. The utilization of solar energy is notably more effective 
with MI-NMPC, showcasing a higher self-consumption of generated PV electricity, with 38.2% compared to 
34.5% for RBC. 

 

Fig. 5: Ice fraction, temperature inside ice storage, activation of auxiliary heating system for both MINMPC and RBC 
controlled cases 
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Fig. 6: Cumulative electricity costs over simulated time 

 

Fig. 7: Simulation Results: Detailed visualization of key parameters and operational aspects under MI-NMPC (left) and RBC 
(right) control strategies. 

To provide a detailed analysis, we look at the results of a one-day simulation. While a general overview of the 
entire heating season was provided, the detailed one-day simulation results offer insights into the specific 
operational differences of MI-NMPC. The sampling time for MI-NMPC is ΔT = 900 seconds, and RBC inputs 
are updated every 900 seconds. Figure 8. presents plot of the simulation results from 00:00 to 00:00 the 
following day for both control strategies, with MI-NMPC on the left and RBC on the right. The first subplot 
displays changes in temperature and solar irradiance levels over the day, with the average ambient temperature 
on the selected day above 0°C. The second subplot shows the temperature of the top layer of the tank and the 
supply temperatures, with both controllers meeting the heating demand. The third subplot illustrates the heat 
pump's thermal output and demand changes over a 24-hour period, with the electricity price on another y-axis. 
The fourth subplot demonstrates that MI-NMPC charges the buffer tank when electricity is cheap or PV 
generation is available, consuming 100% of PV-generated electricity compared to 48.5% with RBC. The last 
subplot illustrates the input temperatures of the evaporator, with MI-NMPC maintaining higher, steadier 
temperatures, leading to fewer mode changes compared to RBC.  

Several observations can be made based on the simulation results. The MI-NMPC strategy effectively meets 
heating demand while minimizing electricity costs, dynamically adapting to changing conditions, and 
optimizing storage utilization. This adaptability shows potential in dynamic pricing scenarios. The study also 
highlights the benefits of combining expertise from different fields to address complex HVAC and energy 
management challenges. 

5. Conclusion 

In conclusion, this study confirms the effectiveness of the MI-NMPC strategy in meeting heating demands 
while minimizing electricity costs. The MI-NMPC strategy significantly reduces auxiliary heater utilization 
and demonstrates superior economic performance, with electricity costs reduced by up to 17.4% over the entire 
heating season and net costs lowered by 15.4%, including income from electricity sold back to the grid. 
Additionally, the MI-NMPC strategy optimizes energy consumption, achieving a higher self-consumption rate 
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of 38.2% for generated PV electricity. The research contributes to control-oriented modeling and 
implementation of MI-NMPC strategies and paves the way for future research in MPC for multi-source heat 
pump systems. Overall, the MI-NMPC strategy shows superior performance in terms of demand satisfaction, 
cost minimization, and energy efficiency compared to the RBC strategy. 
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Abstract 

Approximately 40% of the living area in Germany can be attributed to multi-family houses, a large share of 

which are existing buildings heated with fossil fuels. To decarbonize these with heat pumps, the housing 

industry needs standardized solutions for refurbishment. Therefore, this study compiles essential boundary 

conditions from the housing stock such as 

• required capacity for heating and domestic hot water preparation 

• required condenser outlet temperatures 

• available installation space  

• permissible acoustic emissions 

• safety measures 

On this basis three different heat pump solutions based on the future-proof low-GPW refrigerant propane 

(R290) are outlined: 

• apartment-wise heating systems (currently typically consisting of wall-hung gas boilers) 

• central heating systems, heat pump installed indoors 

• central heating systems, air-source heat pump installed outdoors (direct evaporation) 

 

Keywords: heat pump, multi family houses, requirements, heat sources, R290 

 

1. Introduction 

Heat pumps are expected to contribute strongly to decarbonizing residential space heating. The German 

government aims to have 6 million units installed by 2030, with continued installations in the subsequent 

decade. This ambitious goal necessitates a substantial increase in production, planning, and installation 

capacities. To achieve long-term greenhouse gas neutrality, it is crucial to avoid lock-in effects, especially 

regarding the choice of refrigerants. Therefore, natural refrigerants with low GWP should be utilized. 

While heat pumps have become the favored heating technology in new single-family houses (SFH) in recent 

years and are increasingly common in existing ones, the existing stock of multi-family houses (MFH) still 

presents a challenge for this technology. High supply temperatures, limited installation space, and constraints 

in source availability in densely populated areas are significant barriers to its widespread adoption. 

Additionally, solid data on the performance of heat pumps in existing MFH is scarce. Lämmle et al. (2023) 

report seasonal performance factors (SPF, including backup heating rod, before buffer storage) of heat pump 

systems in small MFH from 1.5 to 4.7, averaging 3.5. 

As a result, the majority of market-available products are designed for the SFH sector. Heat pumps with higher 

capacities (>15 kW) that use future-proof refrigerants and are specifically designed for refurbishing heating 
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systems in MFH are limited (Oltersdorf et al., 2024a). To support new developments, the goal of this study is 

to compile typical requirements for heat pump systems in MFH and to derive generic solutions. Propane (R290) 

is the favored refrigerant in this context as it allows for high condensing temperature required for domestic hot 

water (DHW) preparation and bears no environmental risks such as high global warming potential (GWP=3) 

or persistent degradation products (PFAS).  

2. Methodology 

The compilation of requirements for propane heat pump solutions in multi-family houses is primarily based 

on literature research. This involves combining data from various sources to obtain clear and comprehensive 

information. The validity of these findings is cross-checked with stakeholders from both the housing and heat 

pump industry. To achieve this, an advisory board comprising over 15 heat pump manufacturers and 5 housing 

companies (collectively owning over 30,000 residential units) has been consulted in frame of the German 

development project LCR2901. For detailed case studies, six buildings from this stock have been selected as 

"example buildings," representing different scenarios and boundary conditions (such as central and decentral 

space heating, year of construction, urban environment, etc.). 

3. Results 

An extensive study on the availability of typical ambient heat sources has been conducted in recent years. 

Using simplified technical specifications of different source technologies combined with available GIS and 

statistical data, heat demands and source availability were determined for Germany. The resulting potential of 

promising low grade heat sources for heat pumps to supply the building stock is presented in Figure 1. This 

analysis does not differentiate between single and multi-family houses. Additionally, the results can only be 

regarded as indicative due to the simplifications in the methodology. Nevertheless, it becomes obvious that all 

regarded sources can contribute significantly. By including further sources, combining and adapting them, 

there is a good chance to increase the potential further. 

 

 
Figure 1: Share of residential building stock which can be supplied with heat pumps by sources according to (Greif, 2023) 

 

3.1 Required heating capacities 

3.1.1 Central heating systems 

The basis for this analysis is a frequency distribution of buildings’ areas based on data from the project 

partners' portfolio of buildings (see Figure 2 left). In total 3.3 Mio multi family houses exist in Germany. 

A crosscheck with the German residential building typology, which distinguishes by number of 

apartments instead of heated surface gives a good general agreement (Loga et al., 2015). Another basic 

 
1 https://lcr290.eu/ 
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source is a frequency distribution of energy efficiency classes in German multi family houses which was 

gathered from the information of approximately 75000 energy certificates buildings (see right) (Krieger 

2018). While the efficiency classes correspond to ranges of specific consumption (kWh/m²/a) an average 

(or typical) specific peak heating power (in W/m², defining the required capacity of the heating device) 

can be attributed to each of the energy efficiency classes. When the two sources are combined, 

multiplying the areas with the specific heating powers and weighting their occurrence accordingly a 

frequency distribution as shown in figure 2 results. 

 

Figure 2: Data basis for an estimation of performance classes for central heat generators: the frequency distribution of flat sizes 

based on data from the project partners2 building portfolio and the distribution of efficiency classes of multi-family buildings in 

Germany (Krieger 2018). 

A large variety of heat pumps with R290 up to 15kW can be found on European market already. However, for 

the dominant capacity range of 16 to 35 kW the market availability of heat pumps is limited. Therefore, the 

recommendation is to concentrate on heat pump development in this capacity range. Higher capacities can be 

supplied by cascading various appliances. 

 

3.1.2 Decentralized heating systems 

 

 

Figure 3: Frequency distribution of living areas in the German rental multi family house stock (Statistische Ämter des Bundes 

und der Länder, 2011) 

A similar procedure as for the central heating systems has been applied to determine the required heating 

capacity of apartment wise decentralized heating systems. The frequency distribution of living areas in the 

German multi family house stock as shown in Figure 3 serves as data source in this case. Combining it with 

the efficiency classes and the related specific heating capacities yields (as in figure 2, right graph) a distribution 

 
2 The European Energy Performance of Buildings Directive 2010 requires buildings to have an energy 

performance certificate which specifies its final energy demand for heating and domestic hot water. 

Efficiency classes from A+ to H correspond to certain ranges of energy demand. 
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of required heating capacities as shown in Figure 4. 

 

 
Figure 4: Derived frequency distribution of heating capacities of apartments in German multi-family houses 

As a result, 60% of the flats have heating loads below 4 kW and 80% below 6 kW. Inaccuracies in this estimate 

result e.g. from 

• the allocation of one average area-specific heating loads to each energy efficiency class, 

independently of the building size etc. 

• the homogeneous application of the allocation of energy efficiency classes to all residential areas 

• the fact that the frequency distribution of living space only relates to the rental housing stock 

Nevertheless, it can be assumed that the majority of the housing stock has heating loads in the low to mid 

single-digit range. 

3.2 Required hot water temperature 

3.2.1 Space heating 

Existing buildings in Germany and central Europe are typically heated by hydronic radiators. Typical design 

temperatures in existing buildings were 90/70°C (supply/return) or 75/65°C, which is the design point for 

radiators according to the European Standard EN 442-2. 

To achieve decent seasonal performances with heat pumps which allow CO2-savings over fossil alternatives, 

a design temperature of 55°C has been found reasonable (Lämmle et al., 2022b). As radiators were oversized 

frequently in the past and based on a review of the radiator dimensioning of approximately 130.000 multi-

family houses, it was estimated that the design heating supply temperature can be decreased to this value in 

approximately 50% of the German multi family houses without any adaptions to the distribution system 

(Techem Energy Services GmbH, 2023). In approximately 10% of the studied buildings the temperature could 

be decreased to even lower temperatures without the need for changes in the distribution system. The same 

study claims that another 40% of the stock can be refurbished to this temperature by a (partial) exchange of 

the radiators by products with higher capacity but the same cross section. An example for such a transformation 

is a building in Karlsruhe-Durlach (Germany), where the temperature could be decreased to 55°C from 

formerly 75°C by exchanging 7% of the radiators (11 out of 150) (Lämmle et al., 2022a). 

3.2.2 Centralized domestic hot water preparation  

To avoid the risk of legionella growth, central domestic hot water (DHW) systems in German multi-family 

houses need to supply a temperature of 60°C to all tapping locations (DIN 2012; DVGW 2004). The buildings 

also need to have a circulation line which prevents the cooling of the water (with subsequent potential 

legionella growth) in times without demand. The minimum temperature is required to be at least 55°C in the 

circulation return to the heat generator.  
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Typical system configurations for DHW preparation with heat pumps in MFH contain a storage to be able to 

cover peaks in demand. There is always a heat exchanger to separate the heating water circulating in the heat 

pump from the DHW. To overcome this heat resistance a temperature gradient is necessary, so a heat pump 

needs to be able to supply at least 65°C for such a system. A review of ~2500 market available heat pump 

models which received the Heat Pump Keymark (see (Jardin, 2024)) by (Lämmle et al., 2023) reveals that this 

required high temperature is a strong argument for using R290 as refrigerant. The median maximum 

temperature over the 94 listed products with this refrigerant is 70°C. The other common refrigerants R32 and 

R410A have median maximum temperatures of 55°C and 60°C, respectively (with 1478 and 818 listed 

products, respectively). 

3.2.3 Decentralized domestic hot water preparation  

DHW installations with a water volume of less than 3 liters between the heat generator and the most distant 

tapping location count as “small systems” in Germany (DVGW 2004). For these, there is no mandatory 

minimum temperature. 60°C are recommended and temperatures below 50°C “should be avoided” to hinder 

growth of legionella. 

Yet, as space is limited in typical apartments with decentralized heating (see the chapter 3.3) and a substantial 

storage capacity is needed to cover demand peaks, it may not be possible to use this potential for decreasing 

the set temperature for heat pumps: the storage capacity is directly linked to its temperature. E.g. assuming a 

cold water temperature of 10°C, a tapping temperature for the DHW of 40°C and a perfectly mixed storage, 

decreasing its set temperature from 60°C to 50°C requires a 25% higher storage volume to achieve the same 

capacity. As the DHW will be prepared by heat exchanger, a temperature range up to 65°C is recommendable 

also for this application.  

3.3 Available installation space 

3.3.1 Centralized heat pump systems 

According to current legislation in Germany for heating systems with a nominal output of more than 28 kW, 

the area of the installation room must be at least 7.5 m². The analysis of a small sample of MFH basement plan 

supplied by housing companies accompanying the project, proves that typical sizes are around 10 m² and no 

influence of building size can be observed (see Figure 5). As the buildings are typically heated with central 

gas boilers, which are compact up to a capacity of ~200kW, and DHW is provided by one central storage tank 

this is reasonable. The outlier with a surface of 32m² is a building heated by an oil boiler, so the area includes 

the space for a building integrated oil tank. 

Switching to heat pumps will lead to a higher space requirement as the appliances themselves are larger and 

because systems are typically designed with higher storage volumes for robust operation and DHW supply. 

Additional space can typically be found in existing buildings’ basements, possibly at the cost of reducing the 

size of the tentants’ storage cellars. Therefore, new heat pump solutions should be compact and allow a wide 

modulation range to minimize the storage volume required for stable operation. 
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Figure 5: Area of 6 technical rooms compared to the heated living area in the sample buildings. 

 

3.3.2 Decentralized heat pump systems 

 
Wall-hung gas boilers typically have dimensions in the order of 450x750x350 mm (WxHxD). An overview of 

the dimensions of appliances from 7 manufacturers serving the European market is shown in Figure 6. In 

principle, the appliances can supply domestic hot water and heating without an additional storage cylinder. In 

some cases, however, they are installed with an additional domestic hot water tank in order to a) ensure comfort 

even when tapping at several points at the same time and b) enable simultaneous heating and domestic hot 

water utilization. 

   
 

Figure 6: Dimensions of 27 wall-hung gas boilers from 7 manufacturers; only core appliance without hydronic, gas and flue-

gas connections; source of image: Sketchup Warehouse 

From the point of view of the housing industry, it would be desirable for heat pump solutions to have the same 

dimensions as a gas boiler. This is challenging due to the domestic hot water storage tank required for heat 

pumps. E.g. a storage for a 3-person household (a realistic number of tenants for an apartment with 50....70m²) 

requires a capacity of at least 82 liters if dimensioned according to EN 15450 and a set temperature of 60°C. 

The storages of market available heat pump systems suitable for apartments typically have higher volumes in 

the range of 120 to 180 liters. Therefore, the dimensions shown in Figure 7 should be considered. 
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Figure 7: Design options of heat pump solutions for replacing decentralized gas boilers 

 

 

3.4 Bivalence point of air source heat pumps 

 
Multifamily houses typically have electric connection powers above 30 kW if design according to the 

corresponding standard DIN 18015-1, as illustrated by Figure 8. Above this value grid operators in Germany 

can pass part of the cost for extending the connection capacity to the owner(s) of the building. If a new electric 

transformation station is required to cover additional electricity load, the resulting costs can amount to several 

ten thousands of Euros. Therefore, the required connection power is relevant when switching to heat pumps. 

 

Figure 8: Recommended capacities for the electric house connection for MFH without direct electric DHW preparation 

according to German standard DIN 18015-1:2020 (DIN 2020) 

 

The required connection power for a heat pumps system is primarily determined by the buildings heat demand 

and the bivalence point. The bivalence point defines the ambient temperature at which the heat pump reaches 

its maximum capacity. At lower temperatures it needs support of an (electric) backup heater to meet the heating 

load. A low bivalence point allows a high load coverage by the heat pump at the cost of a larger (and more 

expensive) appliance. The bivalence point also affects the required electric connection power for the heat pump 

system. Figure 9 visualizes this for an exemplary building with 25kW design heating load at -10°C ambient 

temperature. For a monovalent system (-10°C bivalence point) no backup heater is required. A typical air 

source heat pump which reaches 40% of the Carnot efficiency will require ~12.4kW electric power at this 

point (P_el_HP = P_el_sum; adopting the 55°C heating supply temperature from above, resulting in a COP of 

2.02). As the bivalence point increases the required connection power also rises. E.g. a system with a bivalence 

point of -4°C will require a maximum of 16.6kW electric power (P_el_sum), half of which will be used by the 

direct electric heating rod (P_el_HR). 
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Figure 9: Influence of the bivalence point on the required electric power of a heat pump (HP), the backup heating rod (HR) 

and the resulting sum for an exemplary load case with 25kW design heat load at -10°C; Q: thermal power, P_el: electric power 

 

Assuming that the 25kW design heat load corresponds to a rather average MFH with a living area of 500m², 

the frequently occurring energy class D (50W/m², see Figure 2) and is distributed over 8 apartments. According 

to the applicable standard for the dimensioning of the electricity supply this house should have an electric 

house connection of at least 50kW (excluding heat pump, see Figure 8). Assuming the electric connection was 

implemented exactly according to the standard (no over-dimensioning e.g. due to restrictions in available cable 

diameters) a monovalent heat pump with 12,4 kW electric power demand at -10°C will therefore need an 

increase of the connection power by 25%, the system with -4°C bivalence point even by 33%. 

As the number of electric appliances increased in the past decades, the required connection capacity in older 

versions (the standard was first issued in 1955) may have been lower. Therefore, the relative additional capacity 

for heat pumps may be higher for older buildings.  

 

3.5 Acoustics 

 
This part focusses on indoor acoustics, as requirements on acoustics for air-source heat pumps placed outside 

the buildings are considered implicitly in chapter 3.1 (if restrictions on outside acoustic emissions are high, air 

is regarded as a non-available source). 

Central heat pumps usually are not located inside an apartment, so it is not possible to actually specify limits 

for the heat pumps themselves. Limits typically apply for the immisions inside the inhabited space.  

In the German standard DIN 4109-1989, a sound pressure level of max. 30 dB(A) in living rooms and 

bedrooms and 33 dB(A) in kitchens is recommended. For the wall-mounted gas boilers surveyed above, the 

sound power level is between 27 and 47 dB(A) at partial load and 41 and 52 dB(A) at full load. For wall-hung 

installation (hemispherical sound propagation), a sound pressure level 8 dB(A) below the sound power level 

can be assumed at a distance of 1 meter, i.e. between 19 and 39 dB(A) at partial load and 33 dB(A) and 44 

dB(A) at full load.  As living rooms/sleeping rooms are not generally used as installation locations for heat 

generators, 33 dB(A) is used as the target value for the sound pressure level at a distance of 1 m under nominal 

conditions. This corresponds to a sound power level of 41 dB(A) for the appliance. 

 

3.6 Safety due to flammable refrigerant 

As propane is a flammable refrigerant, specific safety measures apply for heat pumps with this refrigerant. For 

systems with a charge of maximum 152g, these can be solved by relatively simple measures such as 
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hermetically sealed refrigerant circuit, as it is being done for typical household refrigerators in Europe. This 

approach seems feasible for decentralized heat pumps as first products on the market indicate. For higher 

capacities, safety measures need to be more extensive.  A comprehensive overview can be found in a recently 

presented publication by Fraunhofer ISE (Oltersdorf et al., 2024b). 

 

4. OUTLINE OF SYSTEM SOLUTIONS 

Figure 10 visualizes major implementation options for (propane) heat pump solutions. These depend strongly 

on the heating system to be replaced. E.g. a central boiler will surely be replaced by another central heating 

solution, in our case a propane heat pump placed inside or outside the building. This decision is strongly 

influenced by the required safety measures on the one hand and the feasibility of air as heat source on the other 

hand. 

Decentralized wall-hung gas boilers can either be replaced by decentralized solutions. This option is especially 

attractive if the refurbishment is not planned for all apartments at once but stepwise, e.g. only when the existing 

boiler breaks. Alternatively the building could switch to a central heating system, which implies major (and 

cost intensive) changes but may be attractive under the aspect of maintenance. 

   
Figure 10: Left: decentralized heat pump solutions; center: central indoor heat pump; right: central outdoor heat pump; 

source: https://heatpumpingtechnologies.org/annex62/solution-matrix/ 

 

Table 1: Overview on possible options for implementation; A: Air, B: Brine, DHW: domestic hot water, HR: heating rod, HP: 

heat pump, HX: heat exchanger, SH: space heating, W: water, *: no or only few products available on the market with 

propane but development focus in the German project LCR290; ** no products available on the market with propane 

Decentralized 

(~5kW) 

Centralized Indoor 

(>25kW) 

Centralized Outdoor 

(>25kW) 

SH DHW SH DHW SH DHW 

A/A-HP** HR A/W-HP* HR A/W-HP* HR 

A/A-HP** as SH** 

(condensing 

storage) 

A/W-HP* as SH A/W-HP* as SH 

A/W-HP HR B/W-HP* HR   

A/W-HP as SH B/W-HP* as SH   

A/B-HX + 

B/W-HP* 

HR W/W-HP* HR   

A/B-HX + 

B/W-HP* 

as SH W/W-HP* as SH   

Central 

source + 

B/W-HP* 

HR A/B-HX + 

B/W-HP* 

HR   

Central 

source + 

B/W-HP* 

as SH A/B-HX + 

B/W-HP* 

as SH   
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Table 1 gives an overview on possible heat pump system solutions for the different options shown in figure 

10. The availability of suitable heat pumps with propane as refrigerant is market with an asterisk. Only small 

capacity air-water products are available in significant amount3.  

The decision between the outlined solutions depends on many aspects, some of them shall be briefly discussed 

here: 

- As space is very limited in existing apartments, it may be an option to only have a heat pump for 

space heating (SH) and prepare domestic hot water (DHW) with a direct electric heating rod. The 

negative implications are the much lower efficiency and thus higher electricity costs and the higher 

required electric connection power, which may not be available in existing buildings. 

- Air-air heat pumps (multi-split systems) have low investment costs, can work efficiently in heating 

mode and also provide cooling in summer. Yet, their extensive installation may lead to problems with 

noise from numerous outdoor units, also maintenance is challenging. Additionally, indoor comfort 

may be affected by air circulation and noise from the indoor units; further on, split systems with 

propane are not really available on the market currently and all synthetic refrigerants currently used 

in systems below 12 kW will be banned by the F-gas regulation 

- Small capacity B/W-heat pumps with R290 are currently being introduced on the market; they 

typically have a refrigerant charge below 152g and therefore require no complex safety concept 

(similar to household refrigerators, which typically use R600a/Iso-Butane as refrigerant in Europe) 

- Small capacity monoblock A/W-solutions are readily available on the market; as the have refrigerant 

charges above 152g, they typically require safety distances from window openings and electric 

sockets; this may hinder their installation on facades/balconies. Brine-split systems, consisting of an 

air-brine heat exchanger installed outdoors and a B/W heat pump indoor, may be a workaround. 

- Central heat pump solutions require higher heating capacities which lead to higher refrigerant charges. 

For systems using the flammable refrigerant propane this imposes additional safety measurements. 

As a consequence, heat pump manufacturers showed restraints concerning such products until now; 

one objective of the project LCR290 is the provision of generic and scalable safety concepts to 

overcome this limitation. 

- Central DHW preparation requires the continuous circulation of water at temperatures above 55°C, 

as described in chapter 3.2.2. Especially in existing buildings the hot water piping may be poorly 

insulated which results in high losses. Therefore it may be an option to use central heat pumps for 

heating only and rely on direct electric heating rods for DHW – at the cost of a higher electric 

connection power.  

5. CONCLUSIONS 

In this paper we compile different categories of requirements for heat pumps for the refurbishment of 

multi-family homes. For central systems a heating capacity of ~30 kW at 55°C hot water temperature 

seems reasonable. For the replacement of wall-hung boilers in single apartments the capacity should be 

around 5 kW. As the existing fossil heat generators usually are significantly more compact than heat 

pump solutions which generally require larger storage volumes and space is limited, the development of 

compact appliances is recommendable. During system design it should also be considered that the electric 

power connection may be a limiting factor. An overview on possible system solutions with a brief 

discussion of their advantages and drawbacks is given. 

 

 
3 As of March 2024, the German list of heat pumps eligible for funding (“BAFA Liste”) reports 324 R290 

air-water heat pumps with a capacity up to 8 kW at A7/W55 but only 18 products with more than 25 kW. 
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Abstract 

The global rise in temperature due to climate change is undisputed today. This will lead to a decrease in space 

heating demand in winter but to an increase in cooling demand in summer. In the following contribution, the 

space heating and cooling demand of a residential building for climates of Innsbruck and Rome for different 

climate scenarios (IPCC (2014), RCP Scenarios) and time horizons are calculated and analyzed. Required 

changes for building codes and standards as for climate change are sketched. In conclusion, the increase of the 

cooling demand can be met with slightly oversized cooling systems in hot climates (e.g., Rome), whereas in 

cold climates (e.g. Innsbruck) the increase can be kept very low by passive measures. The increase in electricity 

demand for cooling in summer coincides with the comparable high summer-production of PV. The reduction 

of energy demand in winter will help in reducing the gap of low PV electricity production in winter. This is 

also valid for mountainous countries like Austria with high hydro power availability in summer due to snow 

melt. 

Keywords: climate change, scenarios, building heating demand, building cooling demand 

 

1. Introduction 

The global rise in temperature due to climate change is undisputed today. For buildings in Central and South 

Europe, this means that the need for space cooling will increase. On the other hand, space heating requirements 

in winter will be reduced also in northern Europe or is even not needed any more in Middle Europe. Electricity 

will be one of the main energy carriers in future energy systems. By the use of heat pumps for heating and 

cooling for a fossil free energy system the electricity will be used highly efficient.  

Sufficient photovoltaic electricity will be available in summer if the current strong installation increase  is 

carrying on. In winter, electricity from wind energy will be available in Europe due to expected massive 

expansion of installations in the North Sea, but photovoltaics naturally will only make a small contribution. 

Hydropower tends to be at its maximum in end of spring due to snow melt and at its minimum at the end of 

winter  due to snow fall during winter. Therefore, shifting the energy demand from heating energy in winter 

to cooling energy in summer should not be classified as a risk in climate change impact studies. In the following 

contribution, the space heating and cooling demand of a residential building for climates of Innsbruck and 

Rome for different climate scenarios (IPCC (2014), RCP Scenarios) and time horizons are calculated and 

analyzed and proposals for changes for building codes and standards according to expected climate change are 

sketched. 

2. Boundary conditions for the simulation 

2.1. Building definition 

The residential building used in this study was defined in detail in Dott et al (2013) for IEA SHC Task 44 / 

HPP Annex 38 as SFH45 (Single Family House with approx. 45 kWh/m2a space heating demand in 2020 

Innsbruck climate) and is widely used in scientific case studies. It represents a 2-storey single family building 

with about 140 m² net area with about current new or renovated German and Austrian insulation standards (U-
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values: external wall 0.29 W/m²K, roof ceiling 0.20 W/m²K, ground floor 0.17 W/m²K, windows 1.1 W/m²K 

and g-value of 0.62) and an air exchange rate of 0.4 h-1. All windows in the buildings are equipped with 

venetian blinds (shading coefficient 0.25) which are activated, if all of the following conditions are fulfilled:  

• the global horizontal irradiation exceeds 300 W/m²,  

• the indoor room temperature is higher than 22.8°C and  

• the 24 hour moving average ambient temperature is greater than 12°C.  

A free driven night ventilation mode for passive cooling, realized by tilted windows, is activated for all 

buildings if all of the following conditions are met: 

• time between 9 p.m. and 8 a.m., 

• average ambient temperature of the last 24 hours above 12°C, 

• room temperature above 24°C 

• and actual ambient temperature at least 2K below the actual room temperature. 

Schedules for occupancy and electric gains were defined. The set temperature for space heating was 21°C and 

for cooling 26°C. The building was simulated using TRNSYS 17 (2014). Figure 1 shows a schematic drawing 

of the building.  

 

 

Fig. 1 Simple view of the simulated house (showing South and West facades) 

 

2.2. Climate definition 

The two different locations of Innsbruck/Austria (cold climate) and Rome/Italy (hot climate) have been used 

to represent a climate span from middle to southern Europe. Using the software [Meteonorm 8.2.0, 2020] the 

building simulations were carried out for today’s climate and the three different Scenarios of the 

Intergovernmental Panel on Climate Change, scenarios RCP 2.6, RCP 4.5 and RCP 8.5 for the year 2050 IPCC 

(2014). Additionally, calculations for the RCP scenario 8.5 for the year 2080 as extreme condition, with higher 

yearly average temperature of 4.3°C in Innsbruck and 3.9°C in Rome, were done. In the RCP 4.5 and RCP 8.5 

scenarios the temperature will still rise after 2080. Figure 2 shows the annual emissions and the prognosed 

temperature rise of the different scenarios until the year 2100. RCP means Representative Concentration 

Pathway and describes several possibilities, how the emission of greenhouse gases will develop. The current 

worldwide development is close to the higher RCP scenarios. 

 

South  
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Fig. 2 Anthorpogenic (human made) CO2 emissions and global average earth surface temperature rise for the different RCP 

scenarios (IPCC, 2014) 

3. Results and Analysis  

Figure 3 (Innsbruck) and Figure 4 (Rome) and Table 1 show the results for the specific heating and cooling 

energy demand in kWh/m²a as well as the maximum load (power demand, size of heating and cooling device) 

for both climates in kW. The energy demand is responsible for the operating costs and the heat/cooling load 

for the sizing of the heating/cooling devices and therefore the investment costs. Additionally, in the legend of 

Figure 3 and Figure 4 the seasonal temperature rise compared to today is given for every calculation. 

It can be seen that for the cold climate example of Innsbruck, the specific space heating demand (kWh/m²a) is 

decreasing more than the cooling demand increases with increasing seasonal temperatures. Until 2050 there is 

more or less the same reduction of space heating demand by 7 kWh/m²a (or about 15%) for all climate 

scenarios. The space cooling demand is increasing between 1–4 kWh/m²a. Here the percentage increase is very 

high, as only very low cooling occurs in the current climate. Even in 2050 the cooling demand still is more or 

less negligible, because only a few days are affected where the room temperature becomes higher than 26°C. 

Of course, if night ventilation and shading as described in chapter 2.1 are not used, the cooling demand would 

be much higher. For the RCP 8.5 scenario for the year 2080, the cooling demand is already at about 

10 kWh/m²a and active cooling is possibly needed. The maximum space heating load in the different scenarios 

reduces slightly from 4.4 kW to 3.9 kW as the cooling load increases from 0.7 kW to 2.0 kW.  

Both demands can be covered by the same reversible heat pump, that can switch from heating to cooling. For 

this ratio of heating and cooling demand the size of the heat pump is defined by the heating load, it’s cooling 

capacity is lower for the same heat source and heat sink temperatures, but the needed cooling power is even 

lower (ref. to equation1).  

�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔 =  �̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔 ∙  (
(𝐶𝑂𝑃ℎ𝑒𝑎𝑡𝑖𝑛𝑔−1)

𝐶𝑂𝑃ℎ𝑒𝑎𝑡𝑖𝑛𝑔
) = �̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔 ∙  (

𝐶𝑂𝑃𝑐𝑜𝑜𝑙𝑖𝑛𝑔

𝐶𝑂𝑃ℎ𝑒𝑎𝑡𝑖𝑛𝑔
)   (eq. 1) 

𝐶𝑂𝑃ℎ𝑒𝑎𝑡𝑖𝑛𝑔 =
�̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔 

𝑃𝑒𝑙
; 𝐶𝑂𝑃𝑐𝑜𝑜𝑙𝑖𝑛𝑔 =

�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔 

𝑃𝑒𝑙
 

with 

�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔  [kW]   Maximum Cooling Load 

�̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔  [kW]   Maximum Heating Load 

𝑃𝑒𝑙  [kW]   Electricity demand for the maximum heat load  

𝐶𝑂𝑃ℎ𝑒𝑎𝑡𝑖𝑛𝑔 [-]   Heating Coefficient of Performance  

𝐶𝑂𝑃𝑐𝑜𝑜𝑙𝑖𝑛𝑔 [-]   Cooling Coefficient of Performance  

 

 
F. Ochs et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

84



 
Fig. 3 Innsbruck, residential building 140 m², specific heating/cooling energy demand and load for different climate scenarios. 

Today: spec. heating demand 47.3 kWh/m²a, spec. cooling demand 0.1 kWh/m²a 

 

For the hot climate (Figure 4 and Table 1), the space heating demand is reduced from 12.2 kWh/m²a to 

3.0 kWh/m²a for RCP 8.5 in the year 2080, which means nearly no need for space heating any more. The 

cooling demand increases from 18 to 40 kWh/m²a. The cooling demand increases more than the heating 

demand reduces. The heating load reduces insignificantly from 2.2 kW to 1.5 kW and the cooling load 

increases from 2.6 to 3.5 kW (increase of 34%, RCP 8.5, 2080). To match the 2050 cooling demand for all 

climate scenarios, cooling machines bought today should be oversized by about 20 % to account for climate 

change until 2050 with a cooling load of around 3.1 kW. Reversible heat pumps used for space heating and 

cooling should be sized according the cooling load.  

 

Fig. 3 Rome, residential building 140 m² specific heating/cooling energy demand and load for different climate scenarios. 

today: spec. heating demand 12.2 kWh/m²a, spec. cooling demand 18.0 kWh/m²a 
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Tab. 1: Heating and Cooling demand and maximum load for the different climates and the locations Innsbruck and Rome  

Loation/ Climate  Heating  Cooling 

  Spec. demand / max. load  

kWh/m²a / kW 

Spec. demand / max load 

kWh/m²a / kW 

Innsbruck Today  47.3 / 4.4 0.1 / 0.7 

 RCP 2.6, 2050  41.2 /4.2 1.3 / 1.5 

 RCP 4.5, 2050 40.2 / 4.0 2.2 / 2.3 

 RCP 8.5, 2050 39.9 / 4.0 4.0 / 2.5 

 RCP 8.5, 2080 31.3 / 3.9  3.9 / 2.9 

Rome Today  12.2 / 2.2 18.0 / 2.6 

 RCP 2.6, 2050  8.4 / 2.1 23.7 / 2.8 

 RCP 4.5, 2050 8.4 / 2.1   26.4 / 3.0 

 RCP 8.5, 2050 7.2 / 2.1 28.2 / 3.1  

 RCP 8.5, 2080 3.0 / 1.5 39.8 / 3.5 

 

The primary focus for all climates is on the use of passive measures. For the heating period a very good thermal 

insulation and three pane windows, main window areas facing south are keeping their importance. In the 

cooling period, external gains from the sun should be kept out of the building by a good insulation of roofs and 

facades as well as active movable shading systems (in the south also overhangs may help, but they increase 

space heating demand in winter) and night ventilation (as being used in the simulation). Such passive measures 

have to be kept or, if currently not there they have to be included, in the building codes to keep the cooling 

demand low despite of rising temperatures due to climate change. 

To keep costs low for the building owners/users, the dual use of a system for heating and cooling, both in terms 

of generation and delivery to the buildings, are needed (e.g. reversible heat pump with space heating/cooling 

ceiling for water driven systems or combined ventilation/space heating and cooling outside air systems as split 

or multi-split systems). Heating systems based on fossil fuels (oil, natural gas) will be forbidden in most of the 

countries. If biomass driven or direct electric heating systems are used, additional cooling systems have to be 

installed thus increasing the costs. If radiators or floor heating systems are used for room heating, additional 

cooling delivery systems have to be installed, again increasing the HVAC investment costs. The cheapest 

solution would be integrated ventilation/heating/cooling all-in-one systems which are under development. 

They can be used especially in energetically well designed (see above) buildings either centrally or 

decentralized. 

The building codes and standards of HVAC systems have to be adapted accordingly, in order to build climate-

fit cheap systems already today. Planners and HVAC installers have to be trained to assure high quality and 

low cost systems.  

In conclusion the climate change is not causing mayer problems in building energy demand, as long as passive 

and active measures to reduce the demand are consequently applied in the buildings. The increase of the very 

low space cooling demand in cold climates can be met with reversible heat pumps sized on current heating 

demand. Additionally, in cold climates the increase of cooling load still can be handled by consequent use of 

passive measures in residential buildings, offices and hotels. The heating demand in hot climates will be 

reduced but the cooling demand will be increased by a larger extend. However, the increase in electricity 

demand for cooling in summer coincides with the production of PV or partly hydro power. In winter, the 

reduction of the space heating demand will help in reducing the energy demand.  
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Appendix: Nomenclature 

 

HPP Heat Pump Programme of the International Energy Agency 

IEA International Energy Agency  

IPCC Intergovernmental Panel on Climate Change  

RCP Representative Concentration Pathway, Names of IPCC scenarios 

SFH Single Family House  

SHC Solar Heating and Cooling Program of the International Energy Agency 
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Abstract 

Heating, ventilation, and air conditioning systems can adjust indoor temperature, air quality, and humidity 

levels, regulating occupants’ comfort. In this study, we focus on humidity, a parameter whose regulation is 

energy-intensive, and research is limited compared to thermal regulation. Research focuses on new 

technologies and materials to improve energy efficiency in humidity control; here, we study how it affects 

building occupants and the conditions in which they are affected. Using statistical tools on a sample of post-

occupancy evaluation questionnaires, we investigate whether building occupants can assess indoor humidity 

effectively through three lenses: judgment, perception, and subjective preference. We show that while 

occupants can determine their preference in temperature, interpretation error is detected when it comes to 

humidity. Through exploratory and confirmatory analysis, it appears that humidity preference might be subject 

to greater variability in occupants’ responses, calling for further investigation to verify the consistency of these 

observations across different populations. By confirming ineffective subjective assessment of indoor humidity, 

the existing comfort levels could be extended, and significant energy savings could be achieved. 

Keywords: Humidity, building occupants, feedback, confirmatory factor analysis 

 

1. Introduction 

People spend a lot of time indoors, and to create suitable conditions, buildings consume energy that takes a 

considerable share of the world’s demand - approximately one-third of global final energy use is directed 

towards buildings, which emit a slightly smaller share of global energy-related greenhouse gas emissions (UN 

Environment and International Energy Agency 2017). These proportions are even greater when it comes to 

densely populated cities, where modern comfort standards set higher energy demands. Heating, ventilation, 

and air conditioning (HVAC) systems ensure that building occupants are comfortable by regulating indoor 

conditions related to temperature, humidity, and indoor air quality. However, they require energy; for instance, 

while in general, there have been reports of HVAC systems consuming roughly 40% of the primary energy 

consumed by buildings when considering the residential building stock, air conditioning can climb over 50% 

in tropical climates (Chua et al. 2013). In the European Union, where most of the building stock is ageing and 

inefficient, space heating can reach 80% of the average specific consumption (Martinopoulos, Papakostas, and 

Papadopoulos 2018). HVAC systems, therefore, present an area with great potential for energy savings, 

contributing to decreased carbon footprints as well. 

Addressing humidity through HVAC systems is key to achieving thermal comfort in buildings, but regulating 

this parameter requires considerable amounts of energy. In particular, the process of removing humidity is 

energy intensive; a study has shown that raising humidity setpoints by 30% can decrease energy consumption 

almost by half (Xu et al. 2023). Beyond decreasing the setpoints for humidity, dehumidification (removing 

humidity) is a field of ongoing research; from the commonly used cooling coils to the more advanced liquid 

desiccant dehumidification technologies (Gao and Lu 2024). Through these advancements, studies have shown 

a considerable potential for energy savings through improvement in the efficiency of processes or equipment. 

For instance, Che et al. explored how a retrofitted HVAC system can create comfortable indoor conditions 

while reducing energy consumption and used dehumidification as a key feature; the overall reduction of energy 
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use reached 50% while maintaining adequate levels of indoor thermal comfort (Che et al. 2019). Mumtaz et 

al. adopted new combinations of novel technologies (membrane dehumidification and dewpoint evaporative 

cooling), achieving up to 50–90% energy savings and up to 50% reduced GHG emissions (Mumtaz et al. 

2023). It, therefore, seems possible to maintain thermal comfort in buildings and achieve energy savings 

through retrofits, but the investment and running costs of the required systems constitute a great expense and 

possibly extra control strategies (Vakiloroaya et al. 2014). 

Research on the topic of humidity and how it can be managed through HVAC systems is evolving, introducing 

new materials, technologies, and approaches. What is disputed in the literature is whether indoor humidity 

specifically affects building occupants and in which conditions. Up to now, research has regarded humidity 

within thermal comfort assessments but not as an individual component (Alaidroos and Mosly 2023; Cho et 

al. 2023).  

With this study, we aim to fill this gap and determine whether building occupants are able to assess indoor 

humidity effectively. To do this, a dataset of post-occupancy evaluations accompanied by field measurements 

is used. The employment of consolidated statistical methods and Confirmatory Factor Analysis (CFA) is used 

for its exploration. 

2. Methods 

 
2.1. Data sample and sites 

The dataset used for the analysis consisted of answers to post-occupancy evaluations (POEs) questionnaires 

distributed in different living spaces. In particular, the case study involves fourteen buildings that are either 

public, commercial, or private and located in four countries (Norway, France, Cyprus, and Italy), covering a 

variety of climatic regions across Europe and different building types and typologies. Table 1 presents the 

demographics of the case study buildings, including name, type, total area of the building, and number of zones 

participating in this study. 

Table 1. Demographics of case study buildings 

C
o

u
n

tr
y 

Building name Building type  
Area 
(m2) 

Number of zones in which indoor 
environmental conditions are monitored 

N
o

rw
ay

 

 

Eidet Omsorgsenter 
Health care 

centre 
7039 5 

Ellingsøy Idrettshall Sports center 2610 2 

Flisnes Barneskole 
Elementary 

school 
4477 2 

Hatlane Omsorgsenter 
Health care 

centre 
5980 5 

Moa Helsehus Medical center 2700 6 

Spjelkavik Ungdomsskole High school 9700 5 

Tennfjord Barneskole 
Elementary 

school 
2490 7 

Fr
an

ce
 

Green’ER building (G2Elab) Campus building 700 8 

C
yp

ru
s 

 

Guy Ourisson Building 
(GOB) 

Campus building 2020 9 

Graduate School (GS) Campus building 580 6 

Novel Technologies 
Laboratory (NTL) 

Campus building 2440 4 
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It
al

y  

C2 Tower 
Residential 
Apartments 

1250 4 

C3 Tower 
Residential 
Apartments 

1250 4 

C4 Tower 
Residential 
Apartments 

1250 4 

 

From the dataset, non-numerical values (NAN) were filtered out and then randomly divided into two subsets. 

The first subset was used for exploratory factor analysis. The second subset was used for confirmatory factor 

analysis. The responses were treated as ordinal variables. This approach allows levels of agreement or intensity 

to be recognised without assuming a uniform distance between different levels of agreement or intensity. 

In the present study, factor analysis was applied to the data collected to obtain a preliminary understanding of 

the underlying factor structure. This methodological choice was primarily aimed at assessing the effectiveness 

of the items used in the questionnaire in measuring the theoretical construct of interest, which is subjective 

thermal comfort. Through this approach, it was possible to identify the main underlying factors and ascertain 

the relevance of the questionnaire scales in the specific study. 

 

2.2. Factor analysis configuration 

Factor analysis is divided into two main techniques: exploratory and confirmatory. Exploratory factor analysis 

(EFA) is mainly used to uncover the underlying factor structure by associating one or more latent factors with 

a group of observed items (Woods and Edwards 2007). CFA is utilised to confirm whether the hypothesised 

factor structure is present in the survey data and to validate the hypothesised relationships between the observed 

variables and their underlying latent constructs from a background theory (DeVellis and Thorpe 2021; Mueller 

and Hancock 2015). The purpose of CFA is to test the factor structure suggested by the previous exploratory 

factor analysis (EFA) by establishing an explicit and direct connection between the theoretical constructs and 

the measured variables. Based on the results of EFA analysis, in CFA, these three latent factors are being 

configured: 

I. Temperature judge factor: This factor can hence be interpreted as a construct relating to how 

individuals find and judge the air temperature. 

II. Temperature Preference Factor: This factor represents a combination of preference and subjective 

perception relating to air temperature and/or humidity. 

III. Humidity Assessment Factor: This factor can be interpreted as a construct derived from the 

evaluative, judgmental and preference responses of individuals in relation to humidity. 

 

3. Results 

3.1. Observations of responses over field measurements 

This section presents a statistical analysis of occupants’ responses on preference for both temperature and 

humidity in comparison with their respective field measurements. By associating occupants’ responses about 

their preference (i.e., “lower”, “without change”, or “higher”) on humidity and temperature with their 

corresponding field measurements, i.e., indoor relative humidity (%) and indoor air temperature (ºC), at the 

time of the completion of the questionnaire, we can identify if there is a pattern that relates occupants’ 

responses and indoor environmental measurements. In particular, this exercise can provide some insights into 

how indoor conditions such as relative humidity and air temperature affect human preferences.  

The graphs in Figure 1 show the probability distribution of each preference response collected during the field 

campaign. Note that violin plots can depict distributions of numeric data for one or more categories using 

density curves (width is approximately equal to the frequency). Statistical information such as median, 1st and 

3rd quartile, min, and max values are presented as well. For temperature preference, as presented in Fig. 1(a), 

occupants prefer “lower” temperature with a median indoor air temperature of 22.95 ºC, “without change” at 

22.24 ºC and “higher” temperature at 21.7oC. Hence, the temperature preference question could characterise 

the indoor air temperature on average. On the other hand, for the humidity preference question, as presented 

in Figure 1(b), occupants prefer “lower” humidity with median indoor relative humidity at 43.4%, “without 
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change” at 44.6% and “higher” humidity at 35%. This indicates that building users expressed different 

preferences on humidity, i.e. lower and without change, even if humidity values were similarly distributed. 

Differently, they expressed the willingness to have higher relative humidity when it was lower. From these 

results, it appears that people are more sensitive to lower values of relative humidity (Q1 equal to 15%) and 

properly require an increase in it. In comparison, higher values of relative humidity (Q3 equal to 73%) do not 

trigger a clear preference. 

(a)  
(b) 

Figure 1: Violin plots of occupants’ responses on preference for (a) temperature and (b) humidity for their corresponding 

indoor measurements 

 

3.2. CFA 

In this section, exploratory and confirmatory factor analysis (EFA/CFA) techniques are used to investigate, 

test and validate latent factors related to occupants' preferences for temperature and humidity. EFA helps to 

identify potential underlying factor structures in the data, while CFA is used to confirm and validate these 

structures, ensuring that the relationships between observed variables and latent factors are valid and reliable.  

To conduct EFA/CFA analyses, a total of 2188 answers (including NaN values) were collected and analysed. 

The data consists of the answers to the Post Occupancy Evaluation (POE) questionnaire related to thermal 

comfort with regard to temperature and humidity items. The data came from different living spaces, such as 

classrooms, single or shared offices, private flats and laboratories. The participants were children (584), young 

(536), adults (987) and elderly (62). Data was further divided into country-specific subsets for Norway (1202) 

and Cyprus (762).  

Pre-processing involved removing missing values and dividing the dataset into two parts, one for exploratory 

factor analysis (EFA) and the other for confirmatory factor analysis (CFA) for independent validation of the 

factor structure. Furthermore, all variables were ensured to be coded in the same direction. Finally, the 

responses were treated as ordinal variables. The choice to treat the data as ordinal allows for the identification 

of levels of agreement or intensity without assuming a uniform distance between different levels of agreement 

or intensity. This type of approach is crucial because it influences the choice of estimation methods and the 

interpretation of results in the CFA. 

The factorial structure that emerged without applying any level of aggregation confirms the presence of several 

components of the latent thermal comfort construct represented by judgement, perception and subjective 
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preference for humidity and temperature (Figure 1). The latent factors specified in the CFA fit the observed 

data well, as demonstrated by the Comparative Fit Index (CFI) and Tucker-Lewis Index (TLI) values, which 

are above the commonly accepted threshold of 0.95 (Xia and Yang 2019). While the Root Mean Square Error 

of Approximation (RMSEA) and the Standardized Root Mean Square Residual (SRMR) are below the 

acceptable thresholds of 0.05 for RMSEA and 0.08 for SRMR, respectively (Shi, Maydeu-Olivares, and 

Rosseel 2020). Considering the factorial loadings, most items converge well with their factor, indicating a clear 

association with the respective constructs, except for the humidity preference item, which shows a factorial 

loading below the threshold of 0.7 (Cheung et al. 2023). On the other hand, correlations between the factors 

are weak to moderate; none of the correlations exceed the critical value of 0.85 (Henseler, Ringle, and Sarstedt 

2015), confirming adequate discrimination between the factors examined.  

 

Figure 2: CFA factor loadings 

 

The CFA was conducted separately on two countries (Norway and Cyprus) by frequency of responses, 

confirming the factorial structure, although with differences in the way the items are interpreted or evaluated 

by the participants, in particular, the humidity preference item seems to be subject to different interpretations 

by the participants.  

In Norway (Figure 3(a)), where the answers come predominantly from primary school classes, the humidity 

preference item is grouped in the latent factor of temperature perception. Consequently, the humidity 

preference item is dissociated from how people judge and find humidity rather than finding its place in the 

context of temperature preferences and perceptions. Within this factor, humidity preference moves in the same 

direction as temperature preference, and both show an inverse relationship with temperature perception. In 

short, when the temperature is perceived as cold, the preference for temperature and humidity is that both are 

higher and vice versa. However, the humidity preference item has a low significance for the latent factor of 

which it is a part, an indication that it does not tie in well with the rest of the scale and that the answers given 

to this specific item could be subject to random error.  

In Cyprus (Figure 3(b)), on the other hand, where the responses come predominantly from adults in single or 

shared offices and from tertiary school classes, the humidity preference item is not related to temperature 

preference but is associated with and moves in the opposite direction from items that measure how people 

actually judge and find humidity. In short, when humidity is found and judged as excessively high, the 

preference for humidity is lower, and vice versa. It should be noted, however, that although the humidity 

preference item has a discrete significance for the latent factor of which it is a part, with a factorial loading of 

-0.65, it is still just below the commonly accepted threshold of 0.7.  
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(a)      (b) 

Figure 3 CFA factor loadings for Norway (a) and Cyprus (b) 

 

Compared to the other items of the same construct and the items of the other constructs whose factorial loadings 

exceed the reference threshold, the preference for humidity, however, seems to be subject to greater variability 

in the subjective assessment of the respondents. 

Based on these results, EFA showed that factors appear to be related to several aspects of thermal comfort 

from the temperature and humidity items, such as judgement, preference and perception, indicating that the 

questionnaire items effectively capture multiple dimensions within these constructs. CFA validated the 

suggested latent factor structure, showing, however, that some areas of the questionnaire need attention to 

improve convergent and discriminant validity. The overall reliability of the thermal comfort questionnaire was 

adequate, with potential for improvement through in-depth evaluation of individual items (in this case, the 

humidity preference items) and implementation of necessary adjustments. 

As a limitation, it is important to note that the analysis conducted did not include the temporal dimension 

despite the longitudinal nature of the data. The decision to treat the responses as independent, despite the 

possible overlap between participants on different days, is a pragmatic choice given the complex nature of the 

data. Consequently, although factor analysis provides useful initial insights, it is emphasised that an in-depth 

exploration of changes in the underlying factors, both in terms of qualitative significance and quantitative 

changes in factor levels over time and by levels of aggregation, would require analytical approaches 

specifically geared towards longitudinal data processing (Corballis and Traub 1970; Henseler, Ringle, and 

Sarstedt 2015). 

4. Concluding remarks 

The evaluation of subjective and objective data for both indoor air temperature and relative humidity on the 

dimension of occupants’ preference shows that humans can assess more clearly variations in temperature rather 

than variations in humidity.  

Although the results of the CFA analysis demonstrated a solid factorial structure for temperature-related 

preferences, the same was not found for humidity-related preferences. The CFA, conducted for the overall data 

sample and separately for the highest sample size pilots (Cyprus and Norway), showed that humidity 

preference presented high variability between those two groups compared to the remainder of the items. This 

suggested that the humidity-related preferences might be influenced by different interpretative frameworks or 

subjective biases of the participants, etc. 

In summary, the subjective evaluation of occupants on humidity preference shows indications of unreliability 

that could create issues in the design of an occupant feedback-based control system. Therefore, in the 

development of thermal comfort evaluation or control algorithms, we suggest to avoid humidity-related 

occupant feedback that is subjective. 
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Appendix: Post-Occupancy Evaluation Questionnaire 

This section provides the Post-Occupancy Evaluation (POE) questionnaire used to collect 
occupants’ feedback from the 14 pilot buildings. 
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DEEP LEARNING TECHNIQUES FOR PREDICTION OF NON-

VISUAL LUMINOUS CONTENT OF CELLULAR OFFICES 

 

Summary 

Simulation evaluation of non-image-forming (NIF) effects of daylight in the built environment necessitates 

using computationally demanding and specialised software. Therefore, this study introduces an alternative 

approach by exploring the potential of implementing Artificial Neural Networks (ANNs) to predict NIF effects 

in unilaterally daylit rectangular office spaces. The ANN models were trained on a dataset generated by 

simulating 349,445 cases of various office geometric configurations, optical material properties, location, sky 

types, and time of day in a year. The Circadian Stimulus model achieved the best ANN regression model 

performance with R2 of 0.965, while the melanopic Equivalent Daylight Illuminance model predicted 

compliance with minimum requirements with 96.7 % accuracy. The results show the practical implications of 

ANN models for fast prediction of NIF effects in the built environment, significantly reducing the time and 

effort required for such evaluations and particularly suited for early-stage design phases. 

Keywords: Non-image forming effects, Neural networks, Prediction, Parametric study, Daylight 

1. Introduction  

Over the past two decades, scientific findings have established that daylight is the primary synchroniser of the 

circadian rhythms in almost all organisms on Earth. The discovery of Intrinsically Photosensitive Retinal 

Ganglion Cells (ipRGC) introduced a new dimension to our understanding of light’s effect on humans. These 

cells contain the photopigment melanopsin, which has a maximum sensitivity to light between 460 and 480 nm 

(Bailes and Lucas, 2013). The impact of light on the circadian system is also substantially influenced by the 

intensity and temporal characteristics of light stimuli. Evaluating light from a non-image-forming (NIF) 

perspective is, therefore, much more complex than evaluating the visible effects of light. Unlike the visual 

effects of daylight, which are usually determined on a horizontal plane at a height of 0.85 m (at the level of 

desk work), the circadian aspects of daylight are evaluated on a vertical plane at 1.2 m above the ground, which 

matches the average cornea height of a seated occupant. Furthermore, the received spectral power distribution 

(SPD) may differ significantly with the orientation of the gaze despite identical positioning in the space 

(Potočnik and Košir, 2021).  

Several metrics have been established in the literature to describe light from the perspective of the circadian 

system. One key metric is the equivalent α-opic lux, which describes light based on the efficacy curves of each 

photopigment and follows a methodology comparable to the calculation of photometric lux. Equivalent 

Melanopic Lux (EML) is commonly used to quantify circadian influence among equivalent α-opic 

metrics(Lucas et al., 2014). This methodology was also adopted by the International Commission on 

Illumination – CIE(CIE S 026/E, 2018). The CIE, furthermore, proposed two additional metrics: the melanopic 

Equivalent Daylight Illuminance (mEDI), which depicts the measured source’s equivalent of non-image-

forming effect relative to the D65 illuminant, and the Equivalent Melanopic Irradiance (EMI), which represents 

a melanopically weighted irradiance. A scientific consensus was achieved in 2022 by Brown et al. (2022) that 

250 lx (mEDI) during daytime indoors is the recommended target quantity of light for optimal physical and 

mental health and performance. Rea et al. (2005, 2010), proposed an alternative method for assessing the 

circadian aspects of light the Circadian Light (CLA). CLA considers the contribution of all photoreceptors 

involved in NIF light perception. CLA of 1000 represents the effect of 1000 lx of standard CIE illuminant A 

on the NIF system. Moreover, the CLA method is directly linked to the Circadian Stimulus (CS) metric, where 

the CS represents the intensity of suppression of nocturnal melatonin. CS of 0.3 means 30 % suppression of 

nocturnal melatonin and corresponds to 275 CLA. The value of 0.3 CS has been confirmed by several studies 

(Figueiro and Rea, 2016; Figueiro, 2017; Figueiro et al., 2018) as effective in reducing fatigue and drowsiness 
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and improving attention and alertness in human subjects. 

To accurately assess the NIF daylight conditions through simulations, software capable of multi-spectral 

simulations is necessary so that the SPD of light can be calculated at a given point. However, established 

approaches and tools for visible light simulations, which calculate light in three channels (R, G, B), are 

inadequate for this task. Currently, LARK (Inanici and LLP, 2015) and ALFA (LLC Sollemma, 2020) are the 

two most used software tools for simulating NIF effects in buildings. Of these, only ALFA utilises the built-in 

libRadtran (Emde et al., 2016) solar radiative transfer library to evaluate spectral radiation data of the climate-

conditioned sky in determination of indoor SPD. Both tools, however, require significant computation time, 

suitable hardware, and high user input. 

Both daylight and circadian simulations are computationally demanding and time-consuming, making them 

less appealing to practitioners who face iterative design on a daily basis (Ayoub, 2020). However, in the last 

decade, we have witnessed the expansion of artificial intelligence (AI), which enables faster acquisition of 

results based on predictive models offered within the vast field of AI predictive techniques. In the past decade, 

machine learning and deep learning techniques, such as Artificial Neural Networks (ANN), have been 

increasingly used in daylighting and lighting applications (Ngarambe et al., 2022). Between 2006 and 2023, 

over 30 relevant studies on machine learning applications in daylighting have been published (Liu et al., 2023), 

pointing to a growing interest in the subject. Machine learning has been employed to predict light levels and 

control various machine-controlled building components such as shades (Xie and Omidfar Sawyer, 2021) or 

automatic control of luminaires (Park et al., 2019) to ensure the appropriate indoor light levels. Machine 

learning and deep learning techniques offer an alternative to traditional simulation methods. They can be used 

to develop models that replace complex simulation tools, particularly in the early design stages. However, 

these approaches rely on robust databases for training the models. Many machine learning techniques are 

currently known, and approaches such as support vector machines – (SVM) are most commonly used in the 

literature for logical control. However, the most commonly used method reported in the literature for predicting 

the luminous environment is back propagation neural network (BPNN) (Liu et al., 2023), which is a type of 

ANN. Liu et al. (2023) have identified BPNN as the most efficient method for the regression of light quantity 

in the built environment. However, these studies addressed only the visual aspects of daylight (Ahmed et al., 

2011), artificial illumination (Bellochio et al., 2011) or daylight in combination with building energy 

performance (Wu et al., 2024). Typically, annual daylight metrics such as Useful Daylight Illuminance (UDI), 

spatial Daylight Autonomy (sDA), and Annual Sunlight Exposure (ASE) are predicted. For example, Han et 

al. (2021) have developed an early-stage design framework for BIM, which, based on the data available in the 

BIM model, can predict the UDI using BPNN techniques. Tests on a single room have shown high accuracy 

of the model with mean average percentage error (MAPE) under 10 %. Similarly, using BPNN, Lin and Tsay 

(2021) have predicted the ASE and sDA of different façade designs using the novel concept of pre-processor 

and intermediary features, which enabled the expansion of the model's application scope. Li et al. recently 

demonstrated (2024) that absolute values of daylight illuminance can also be predicted using ANN. They used 

a Generative Adversarial Network to generate daylight predictions, which saved 73 % of the computational 

time compared to the time required by the simulations with a mean average percentage error of 0.135. 

Although significant advancements have been made in applying ML and ANN algorithms for daylight 

prediction, our literature review revealed that no ML or ANN models currently predict the NIF aspects of 

daylight. This study aims to address this gap by creating a spectral simulation database and developing ANN 

models based on that database. In this study, we aim to develop the following models: 

• An ANN model for predicting Equivalent Melanopic Illuminance – EML regression model. 

• An ANN model for predicting melanopic Equivalent Daylight Illuminance – mEDI regression model. 

• An ANN model for predicting Circadian Stimulus – CS regression model. 

• Classification ANN models for predicting compliance with EDI or CS requirements – CS and mEDI 

classification models.  

2. Methodology 

To achieve the research objectives of environment developing predictive models for NIF environment, the 
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study implemented the following phases (Fig. 1): 1. Simulation model definition; 2. Data generation; 3. Feature 

selection /engineering; 4. ANN development and evaluation. 

 

Fig. 1: Workflow diagram of developed prediction models. 

2.1. Simulation Model Definition 

To provide a universal model, it was first necessary to determine the appropriate input parameters and their 

range for the simulation database upon which the ANN models were trained. Simulation models were created 

upon variation of 15 simulation variables. They can be divided into five main categories (see Tab. 1). The first 

category includes geometric parameters. The prediction models were limited to rectangular floor plans with 

unilateral façade openings. Consequently, the geometry of the space can be described by four parameters: 

depth (a), width (b), and height (h) of the space, as well as Window-to-Wall-Ratio (WWR). The window was 

fixed at a parapet height of 0.85 m, while cardinal directions of east, south, west and north were considered for 

its orientation (O). The last geometric parameter was the view orientation (VO) of the considered hypothetical 

occupant at a corneal height of 1.2 m above the finished floor. The hypothetical occupant positions were placed 

on a grid with 0.5 x 0.5 m spacing and an offset of 0.25 m from the walls. The grid size depends on the variation 

of the a and b parameters (see Tab 1). The second category included optical properties of the considered 

geometric elements. The melanopic reflectivity of walls (Rw-m), ceiling (Rc-m) and floor (Rf-m) were modified. 

Similarly, the melanopic (Tw-m) transmittance of glazing was varied. The third category of temporal parameters 

included the variation of the month (m), days (d) and hours in a day (h), while only the daylit part was 

considered. The last category included climate variables of location and sky type variation. Sky was modelled 

as sunny, hazy, and overcast, and the locations considered were Göteborg (57.71° N, 11.97° E), Frankfurt 

(50.11° N, 8.68° E), Ljubljana (46.05° N, 14.51° E), and Palermo (38.12° N, 13.36° E).  
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Tab. 1: Simulation model variables. 

Group Parameter Min Max Step 

Geometric 

parameters 

Depth - a [m] 3 12 2.25 

Width - b [m] 3 12 2.25 

Height - c [m] 3 12 2.25 

WWR [%] 10 72 varies 

View orientation - VO 

[°] 

0 270 90 

Room orientation - O 

[°] 

0 270 90 

Temporal 

parameters 

Month - m  1 11 2 

Day – d 1 30 15 

Hours in a day - h [h] 7 21 varies 

Optical 

parameters 

Rw-m [%] 10 100 varies 

Rf-m [%] 10 100 varies 

Rc-m [%] 10 100 varies 

Tg-m [%] 10 100 varies 

Group Parameter Categorical input 

Climate 

parameters 

Location Frankfurt, Ljubljana, Göteborg, Palermo 

Sky type  clear sky, hazy sky, overcast sky 

 

2.2. Data Generation 

All potential simulation parameter variations would result in over 1 x 109 cases. Therefore, a random selection 

script was run on all possible parameter permutations to select 349,445 cases to be modelled, simulated and 

included in the simulation database. The required geometric models were created using a custom script in 

Grasshopper and baked into layers in Rhinoceros accordingly. The geometry from Rhinoceros was then fed to 

the multispectral simulations, which were performed using the multispectral raytracing software plugin for 

Rhinoceros ALFA (LLC Sollemma, 2020). ALFA is a well-established and reliable simulation tool for 

multispectral simulations of daylight (Diakite-Kortlever and Knoop, 2021; Potočnik and Košir, 2022). The 

mentioned software uses libradtran (Emde et al., 2016), a radiative transfer calculation software package for 

calculating the spectral sky according to the geographic location. It can calculate four different sky types: clear, 

hazy, overcast and heavy rain cloudy from the atmospheric profile for midlatitude locations. Since ALFA does 

not offer a batch function to simulate numerous study cases, a Python script with PyAutoGUI for graphical 

user interface automation was used to automate simulations by controlling the computer mouse pointer and 

keyboard input. The automation script and the simulation models were deployed to 25 individual computers 

connected to a common network, which simultaneously calculated the simulations and built a database of all 

simulation outcomes. The spectral daylight calculations were performed at the following settings for each case: 

ambient bounces – (ab) 8, limit weight (lw) 0.001 at 200 passes for each simulation. Default ALFA results 

include data such as SPD, EML, and lx. For this study’s ANN regression models, the photopic illuminance 

data was discarded, and SPD was used to calculate the mEDI and CS values. Afterwards, average values per 

case variation and occupant view orientation were calculated for each of the selected metrics. In the end, for 

the classification models, the average values mentioned before were evaluated according to the NIF 

requirement criteria for mEDI of ≥ 250 lx and ≥ 0.3 CS and output into the binary output of 0, meaning it does 

not meet the criteria, and 1, meaning the value meets the criteria.  

2.3. Feature engineering and selection 

In total, 14 properties (see Tab. 1) defined the simulation iterations performed to obtain the simulation data; 

however, for the ANN training, 16 variables were selected/derived (Fig. 2). All the input variables were coded 

as continuous. Sky was transformed from a categorical to a continuous variable where clear = 1, hazy = 0.5 
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and overcast = 0. Room orientation with window facing north equalled to 0°, the east oriented room was coded 

to 90° etc., in a clockwise direction. View orientation was coded so that the 0° view was always facing the 

window with other views coded in 90° increments clockwise accordingly. The location property was coded 

into longitude and latitude. The input combination of longitude, latitude, hour, day and month was used to 

calculate sun azimuth and elevation. Global horizontal EML (GHEML) data were gathered directly from the 

database. Other variables were input directly from the simulation model development. As can be seen in the 

correlation matrix in Fig. 2, no multicollinearity was present in the predictors. A stronger correlation of 0.81 

between sun altitude and GHEML was present, but the GHEML was not dropped since it directly affects indoor 

illuminance – higher/lower outdoor illuminances translate directly to higher/lower indoor illuminances.  

 

 

Fig. 2: Correlation matrix of input variables for ANN models. 

2.4. Neural Network Model Development 

Neural networks are computational models inspired by the human brain’s structure and functioning, designed 

to recognise patterns, learn from data and make predictions. They consist of nodes – neurons that receive input 

data – signal, process it, and produce an output. The nodes are usually connected using connections-weights, 

which are adjusted during learning and influence the signal's strength and direction to the next neuron. The 

connections between neurons are transformed using non-linear transformations. These functions introduce 

non-linearity into the network to learn complex patterns. Two different non-linear transformation functions, 

rectified linear unit function (ReLU) and hyperbolic tangent function (tanh), were explored for the regression 

of ANN models, and three different functions, ReLU, tanh and sigmoid, were explored for the classification 

ANN models.  

The neurons of an ANN model are organised into layers. First is the input layer, which matches the number of 

input variables used for the predictive model. For this study, each developed model had 16 input variables and 

one output layer. In between, an optimal number of hidden layers (hl) was determined for each developed 

model simultaneously with the number of neurons per hidden layer (n). The data input to the model follows 

 
J. Poto#nik et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

102



the principle of forward propagation, meaning that the input data is fed into the network, and the computations 

proceed layer by layer from input to output, producing a final prediction. To minimise the difference between 

the network’s prediction and actual target values, a backpropagation learning algorithm was used, where the 

principle of gradient descent is used to propagate the error backwards through the network to minimise the loss 

function (i.e. mean average error – MAE for regression tasks and binary cross-entropy for the classification 

tasks) using an optimisation algorithm that updates the model parameters. Two different optimisation 

algorithms were explored in the development of ANNs for this study Root Mean Square Propagation 

(RMSProp) and Adaptive Moment Estimation (ADAM), which are controlled by the learning rate (lr). The 

learning rate determines the step size at each iteration while moving towards the minimum of the loss function. 

Two general types of ANN models for predicting non-visual luminous environments were developed for this 

study. The first model type are regression ANN models, developed for the prediction of EML, CS and mEDI, 

expressing the absolute NIF luminous content. The second type of ANN model was the classification model, 

which predicted whether the average CS and mEDI of the space passed their respective requirements. 

ANN’s ability to learn depends on the structure and other hyperparameters. Furthermore, the optimal 

hyperparameters vary from case to case. There are three most commonly used methods to determine the 

optimal structure of an ANN: random search (James Bergstra and Yoshua Bengio, 2012), grid search (Pontes 

et al., 2016) or hyperparameter optimisation using Bayesian optimisation (Snoek et al., 2012). The first two 

methods are brute force principles, which demand the calculation of a large pool of different parameter 

combinations to find the optimal model performance. In this study, a substantial amount of training data (349 

445) was collected to build the ANN models. Consequently, a large average calculation time was expected to 

be required to train a single ANN model. Therefore, the Bayesian optimisation of hyperparameters was used 

to find the optimal models. Bayesian optimisation uses a surrogate model, a Gaussian Process, to approximate 

the objective function of hyperparameters. It utilises an acquisition function to decide which hyperparameters 

to evaluate next, balancing exploration and exploitation. This process iterates until the optimal 

hyperparameters are found or a stopping criterion is met, making it a highly efficient method for 

hyperparameter tuning in ANNs (Snoek et al., 2012). In the search for the optimal models, we have identified 

six hyperparameters, which would be optimised using Bayesian optimisation. As shown in Tab. 2, the chosen 

hyperparameters to be optimised were: number of hidden layers (hl), number of neurons per layer (n), batch 

size (bs), optimiser (opt), activation function (a_f) and learning rate (lr). The Bayesian optimisation was applied 

to TensorFlow models using the Bayesian optimisation API (Nogueira, 2014). 

Tab. 2: Results of the performed ANN regression models. 

Hyperparameter name Optimization pool 

hl 1 – 6 hidden layers 

n 16 – 128 neurons 

bs 32 – 256 samples 

opt ADAM, RMSProp,  

a_f RELU, tanh , sigmoid 

l_r 0.00001-0.001 

 

Data used for the training of models was split into training, validation and test datasets in a ratio of 70/20/10 %. 

All models were configured to train for up to 300 epochs, with the training process governed by an early-

stopping algorithm. The patience parameter was set to 10 epochs, meaning the algorithm would wait for 10 

epochs for any improvement in the model's validation metric. The training would halt if no improvement was 

observed within these ten epochs. This approach effectively prevented the potential overfitting of the models. 

The algorithm was set to select the best training weights along this process. 

2.5. Model evaluation 

Both regression and classification models were evaluated using commonly used evaluation metrics in machine 

learning. Regression models were evaluated using mean average error (MAE) presented in eq. 1 and coefficient 

of determination (R2).  

 
J. Poto#nik et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

103



𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦�̂�|

𝑛
𝑖=1     (eq. 1) 

Classification models were evaluated using Accuracy rating (eq. 2), which is the ratio of correctly predicted 

instances (TP – true positive and TN – true negative values) to the total of instances (including FP – false 

positive and FN – false negative values), the ratio of 1 presents a perfect score. Additionally, models were 

tested using the F1 score (eq. 5), which, in addition to Precision rate (accuracy of positive predictions – eq. 4), 

evaluates recall rate (false positive occurrence – eq. 3), a value of 1 presents perfect F1 score.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (eq. 2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (eq. 3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
    (eq. 4) 

𝐹1 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
   (eq. 5) 

3. Results 

3.1. Dataset results 

The dataset contains calculated values for the NIF environment simulations obtained from the ALFA 

simulations. Fig. 3, presents the simulation data distribution used to train the model. Most EML values ranged 

from 240 EML (Q1) to 1869 EML (Q3), with a median value of 707 EML and an average of 1788 lx. Similarly, 

the mEDI values ranged from 217 lx (Q1) to 1693 lx (Q3), with a median value of 640 lx and an average of 

1620 lx. The CS values are defined on a logarithmic scale between 0 and 0.7. The database yielded a median 

value of 0.48 CS, with most data falling between 0.29 CS (Q1) and 0.61 CS (Q2) and an average of 0.44 CS. 

 

Fig. 3: Data gathered for the EML, CS and mEDI prediction models. 

3.2. ANN regression model results 

Based on the dataset's calculated NIF values presented in section 3.1, three ANN regression models were 

developed using the Bayesian optimisation process. The optimal hyperparameters and resulting prediction 

accuracy are shown in Tab. 3. The Bayesian optimisation has effectively tuned the models, with the CS 

regression model emerging as the most effective in explaining variance (R2). The CS model reached the best 

performance in terms of R2 score (0.965), indicating it explains 96.5 % of the variance, which can be 

considered an excellent result. In addition, it is also worth mentioning that the CS model required the least 

complex structure among presented models, namely four hidden layers with 96 neurons each were required by 

the optimal CS regression model. In contrast, both EML and mEDI required five hidden layers with 120 and 

123 neurons for EML and mEDI regression models respectively. Despite having a more complex structure, the 

regression models performed excellently with 91.1 % and 91.2 % of variance explained for the EML and EDI 

models, respectively.  

Tab. 3: Results of the performed ANN regression models. 

ANN regression models 

M #f h-l n b_s a_f opt lr MAEtrain MAEval MAEtest R2 
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EML 14 5 120 46 RELU RMSProp 0.001 186.4 188.9 181.1 0.911 

CS 14 4 96 123 RELU ADAM 0.001 0.0117 0.0126 0.0135 0.965 

EDI 14 5 123 49 RELU ADAM 0.0009 163.32 168.13 165.5 0.912 

 

 
Fig. 4: Performance and training process of regression ANN regression models. 

Each regression model shows consistent performance and good generalisation ability, which is expressed by 

slight differences in performance between training (MAEtrain), validation (MAEval), and test (MAEtest) datasets 

(Tab. 3). The small difference in MAEtest is particularly significant, as it describes the model's performance on 

unseen data. If the model were overfit, the MAEtest would result in considerably higher errors. As shown in 

Fig. 4. all models learned well, with good convergence and stable training performance. No major deflection 

of validation loss (orange lines in Fig. 4) can be detected for either of the models, which would indicate 

overfitting. Both mEDI and EML models stopped at the 98th epoch, while the CS model’s training was stopped 

at the 287th epoch. Predicted vs. actual values plots of models in Fig. 4 show the best performance for the 

mEDI regression model in the range between 101 and 102 mel lx and approximately 104 and 105 mel lx. A 

similar is true for the EML regression model. Meanwhile, the CS model shows almost consistent performance 

throughout the entire range, with slightly higher inaccuracy between 0.6 and 0.7 CS.  
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3.3. ANN classification model results 

The optimal model architecture and hyperparameter values for the ANN classification models performed in 

this study are shown in Tab. 4. As seen from the table, these data introduced much less complexity than the 

data for regression models (see Tab. 3) and required considerably simpler model architectures. CS compliance 

classification prediction model required two hidden layers with 32 neurons using a sigmoid activation function 

with a 0.0002 learning rate and a batch size of 32 samples. The model performed excellently, as expressed by 

the 96.7 % accuracy on the training dataset (acctrain). Tests on validation data (accval) and test data (acctest) also 

expressed excellent performances with a difference in performance on validation and test dataset compared to 

the training dataset with only 0.3 percentage points (pp) for each respective dataset. When testing the model’s 

performance by evaluating false positive and false negative predictions, the F1 score showed that the model 

performed at an even higher precision rating of 97 % on the test dataset. mEDI compliance classification 

model’s structure, similar to the CS model, required lower complexity than the regression models to achive 

optimal performance. The optimal architecture of the model was found at six hidden layers with 16 neurons 

per layer at a learning rate of 0.0006 and 123 batch sample size. Similarly, to the CS classification model, 

mEDI used a sigmoid activation function and ADAM optimiser. The model resulted in even higher accuracy 

on the train data set of 97 % with accval and acctest with comparable accuracy (Tab. 4) and the difference to the 

acctrain performance of only 0.1 pp and 0.3 pp, respectively. The F1 score of 97.7 % is almost the same as for 

the CS classification model, indicating robust performance.  

Tab. 4: Results of the performed ANN classification models. 

Classification models 

M #f hl n b_s a_f opt lr acctrain accval acctest F1 

CS 14 2 32 32 sigmoid ADAM 0.0002 0.967 0.964 0.964 0.970 

mEDI 14 6 16 123 sigmoid ADAM 0.0006 0.970 0.969 0.967 0.977 

 
Fig.5 shows the training process of the presented CS and mEDI classification prediction models. Both models 

show good convergence with no possible overfitting of the models, and no notable deflection between the 

accuracy and validation loss was detected with the models. CS model’s early stopping algorithm stopped the 

learning at the 53rd epoch, while mEDI’s early stopping algorithm halted the training at the 74th epoch, thus 

prohibiting possible overfitting of the model. As mentioned before, minute differences in acctrain, accval and 

acctest express that overfitting is not present. Therefore, we can say the model generalises well. 
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Fig. 5: Performance of classification ANN models. 

4. Discussion and Conclusion 

The presented study introduced a novel framework for predicting the NIF indoor potential of unilaterally lit 

spaces. We have successfully developed an NIF simulation database, which served as a training basis for the 

development of predictive Artificial Neural Networks, using backpropagation algorithms. The Bayesian 

Optimisation methodology of hyperparameter optimisation was successfully applied to the framework, where 

model hyperparameters were optimised to develop accurate prediction models of the NIF environment. The 

best-performing model among regression models was the Circadian Stimulus (CS) model, whose predictions 

were able to explain 96.5 % of the variance. The Equivalent Melanopic Illuminance (EML) and melanopic 

Equivalent Daylight Illuminance (mEDI) models also performed well, with over 91 % of explained variance 

in the test predictions. Additionally, two classification models were trained using the ANN methodology. The 

same Bayesian Optimisation algorithm was applied to the models to find the optimal architecture of the models. 

As a result, models could discern the compliance of the average CS or mEDI requirements for healthy luminous 

environments. Both model's accuracy was exerted at over 97 %. 

The results have shown that the NIF properties of indoor environments can be predicted using the principles 

of deep learning, specifically Artificial Neural Networks. Results from the trained models can be used by the 

practitioners for early-stage building design checking in regard to the designed space NIF luminous aspects. 

They can also be used as an informative tool by property managers or occupants to assess the NIF potential of 

their properties without the need for complex and lengthy simulations. Such models, due to their fast 

performance (1 input into ANN predictive model is calculated in 850 μs), could potentially, in future studies, 

be used on annual weather data, which would enable the prediction of yearly NIF potentials of the validated 

unilaterally lit spaces.  

Nevertheless, it is essential to recognise that the study's findings are confined to average room values and do 

not account for spatial variations in the space. Moreover, the current model is restricted to rooms daylit through 

a single window on one façade and rectangular room geometries. Currently, the models were developed based 
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on data from just four locations. For more accurate predictions at other latitudes, it would be necessary to 

include data from additional locations. Future efforts should aim to develop models capable of predicting NIF 

daylight potential based on specific sensor positions within a room, enabling the evaluation of the spatial 

distribution of daylight within the considered space. In addition, further research is needed to assess prediction 

accuracy in spaces illuminated from multiple directions. 
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Abstract 

The aim of the project is to develop and evaluate measurement methods for the thermal characteristics of green roof 

and façade systems and their individual parts. These measurement methods provide a scientifically sound basis for 

the development of industrial standards for the physical characterization of such components and systems. A large 

number of measurements were carried out in the laboratory on plants, substrates and system structures to characterize 

their physical parameters, evaporation performance, effective thermal conductivity, heat capacity and heat transfer 

coefficient. In addition, various roof and façade greening systems were measured outdoors under real conditions. 

The results for green roof systems are presented in this paper. 

Keywords: green roofs, thermal behavior, heat flux, evaporation, cooling, retention 

 

1. Introduction 

Green roofs improve the quality of stay and surroundings, balance the temperature in buildings and improve air 

quality in inner-city areas. In addition to these benefits, they also help to avoid heat islands and contribute to cooling 

the building in the summer months through shading and evaporation, furthermore there is an insulating effect in 

winter time. 

The study from (Ketut Acwin Dwijendra et al., 2023) is based on simulations and compared the thermal performance 

of roof coverings in non-insulated and insulated buildings across climates in Medan, Indonesia; Najaf, Iraq; and 

Moscow, Russia. Green roofs significantly reduce cooling loads in hot humid environments, cutting energy demand 

by 31 %, and lower heating loads by up to 71 % due to increased thermal resistance. Green roofs are less effective 

in dry climates. Insulation reduces energy consumption for cooling but increases air conditioning operation at night. 

A very good overview of “The effectiveness of green roofs in reducing building energy consumptions across different 

climates” is provided by the literature study by Bevilacqua (Bevilacqua, 2021) with a summary of 121 literature 

sources. Besir (Besir and Cuce, 2018) provides a comprehensive review of roof and façade greening with 157 

literature sources. For mediterranean climates, Koroxenidis (Koroxenidis and Theodosiou, 2021) carries out a 

comprehensive energy demand analysis, the results of which are incorporated into an environmental life cycle 

analysis and an economic life cycle analysis in order to compare and evaluate two different green roofs with a 

conventional roof. In a study by Yang (Yang et al., 2021), measurements of a green roof at the Onondaga County 

Convention Center in Syracuse (USA) for both summer and winter conditions are compared with simulations which 

consider both energy and water balancing to describe the thermal dynamic behaviour of the green roof. Bevilacqua 

(Bevilacqua et al., 2020) calculates the temperatures and heat flows of an extensive green roof on a real building at 

the University of Calabria (Italy) using the transient dynamic code TRNSYS and compares these results with real 

experimental data from 2016 and 2017.The measurements of the year-round energy balance of an existing green roof 

and an ungreened reference roof in Italy are compared with simulations using a Finite Element Model (FEM) code 

for obtaining equivalent thermophysical properties (Guattari et al., 2020). In a living laboratory in Italy, lightweight 

extensive green roof for building renovation is being investigated for different roof orientations and sky orientations 

for the summer case (Salvalai et al., 2023). Schade (Schade et al., 2021) measured the performance of a green roof 

compared with a black roof on a highly insulated building in a subarctic climate in Kiruna, Sweden. Yildirim 

(Yıldırım et al., 2023) measures the temperature curves over a year for three differently planted roof structures on 

the island of Cyprus in Nicosia (TRNC). Richter and Dickhaut (Richter and Dickhaut, 2023) investigated various 

blue-green roofs in Hamburg and compared the hydrological effectiveness of retention roofs with extensive green 

roofs without rainwater retention and established the positive effect on both the vegetation and the evaporation 
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capacity. 

Previous studies of green roofs and façades have mostly been based on individual cases only. In order to move away 

from individual case studies or simulations and to be able to make a comprehensive statement about the thermal 

effect of green roofs and façades on buildings, the U-green project was launched. As part of the public-funded 

research project U-green, commercially available roof and façade greening systems are systematized into classes and 

both the individual components and the overall systems are thermally characterized. The project contributes to the 

holistic recording of all thermal effects of greening systems. In particular, the dynamic thermal behavior of façade 

and roof greening systems is to be considered. This opens up the possibility of reliably determining the thermal 

insulation effect and evaporative cooling performance of greening components and systems. The transpiration 

performance of different plants and the stationary and dynamic thermal behavior of green roofs and façades are also 

analyzed. Overall, this results in a register of measurement data that is published online without barriers and thus 

made freely accessible to the interested public. 

For this purpose, a large number of different laboratory measurements as well as measurements in the field are carried 

out. This paper presents results of various laboratory measurements on substrates for green roofs and, in addition, 

outdoor measurements on six different roof structures. 

2. Laboratory Measurements 

2.1 Plant transpiration 

In order to ensure a holistic recording of the thermal processes in the various greening systems and to establish a 

comprehensive data basis, we measured the transpiration rate of a number of different plants under defined conditions 

in a climate chamber. For this purpose, the different plants were each placed in three pots on a scale in the climate 

chamber with three lamps, whose spectrum is specially designed for plants, type DL2 from RVG LICHT. The 

substrate was covered with foil so that only the transpiration of the plants themselves was determined. The 

temperature was set to 25 °C, the humidity to 50 % and the illumination intensity to 70 kLux (center area). The 

measurements were taken under water saturation. The measurement setup is shown in Figure 1. 

 

Fig. 1: Measurement setup in the climate chamber to determine the transpiration of different plants. The plants were placed on a 

scale and illuminated with three lamps, whose spectrum is specially designed for plants, type DL2 from RVG LICHT. 
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Figure 2 shows the transpiration rates of the plants used in the green roof systems for the outdoor measurements (see 

section 3). 

 

Fig. 2: Measured transpiration rate per ground area of different plants typically used in the green roof systems. 

 

2.2 Moisture-dependent heat capacity and thermal conductivity of substrates for greening systems  

In addition, the heat capacity and thermal conductivity of different substrates were measured as a function of water 

content. 

The resulting heat capacity and effective thermal conductivity of three different roof substrates as a function of water 

content are shown in Figure 3. The measurements show the typical linear increase in heat capacity with increasing 

water content. The effective thermal conductivities show the typical S-shaped curves with a slow increase for low 

water contents, an extensive linear range, and a saturation range for high water contents. Measurement data for the 

Optigrün substrate are still pending. The substrates are used in the green roof systems for the outdoor measurements. 

 

 

 

 

Fig. 3: Thermal heat capacity and effective thermal conductivity as a function of water content for three different green roof 

substrates: Bauder substrate EM 1250; 6 fürs Grün substrate Hydrotop E; ZinCo substrate bog-rosemary. 
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3. Outdoor Measurements 

3.1 Measurement setup 

Six different roof structures were installed in the open field next to the CAE institute building in Würzburg 

(Germany). Each roof structure is located in an inner box with an area of 120 cm x 100 cm, which is surrounded by 

a thermally insulated and weatherproof outer box for thermal separation and weather protection. The inner box is 

placed on load cells to record the evapotranspiration rate. The area below the inner box is temperature-controlled and 

reproduces the conditions that would occur in a room below the roof structure. Various sensors measure the 

temperatures T and humidity Φsoil at different points in the roof structure as well as the heat flow Φq directly into the 

simulated room under the roof structure. In addition, the amount of water flowing off that cannot be completely 

absorbed by the substrate is measured. The weather data (air temperature and humidity, solar radiation, atmospheric 

longwave radiation, wind direction and speed, and amount of rain) are recorded at the weather station at CAE. The 

schematic measurement setup is shown in Figure 4. 

 

 

Fig. 4: Exploded view of the outdoor measurement setup for the roof constructions. Various sensors are placed at different points in 

the roof structure, temperature T, humidity Φsoil and the heat flow Φq. 

 

A gravel roof with a fill thickness of 6 cm is chosen as a reference field. Five green roof structures according to Table 

1 were also installed. A picture of the roof systems is shown in Figure 5. 
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Tab. 1: Planting list of green roof systems for outdoor measurements. 

Name System manufacturer Plants 

Extensive 6 cm 6 fürs Grün GmbH, Germany 

Sempervivum tectorum 

Sedum floriferum `Weihenstephaner Gold` 

Sedum hybridum `Immergrünchen` 

Sedum album `Coral Carpet` 

Extensive 10 cm 

no retention 

Paul Bauder GmbH & Co. KG, 

Germany 

Sedum floriferum `Weihenstephaner Gold` 

Sedum album `Coral Carpet` 

Dianthus carthusianorum 

Euphorbia cyparissias 

Extensive 10 cm plus 

4 cm retention 

Paul Bauder GmbH & Co. KG, 

Germany 

Sedum floriferum `Weihenstephaner Gold` 

Sedum album `Coral Carpet` 

Dianthus carthusianorum 

Euphorbia cyparissias 

Intensive 20 cm plus 

7.5 cm retention 

Optigrün international AG, 

Germany 

Summer: 

Alchemilla mollis 

Achillea tomentosa 

Nepeta racemosa `Senior` 

Hemerocallis cultorum `Stella d´oro` 

Winter: 

Alchemilla mollis 

Campanula poscharskyana 

Nepeta racemosa `Senior` 

Hemerocallis cultorum `Stella d´oro` 

Intensive 25 cm plus 

4 cm retention 
ZinCo GmbH, Germany 

Summer: 

Solanum lycopersicum 

Cucumis sativum 

Hemerocallis cultorum `Stella d`oro` 

Winter: 

Alchemilla mollis 

Campanula poscharskyana 

Nepeta racemosa `Senior` 

Hemerocallis cultorum `Stella d`oro` 

 

 

Fig. 5: External measurement setup for five different green roof structures and a reference field (6 cm gravel) on July 19, 2023. 

The area under each roof construction is kept at constant temperature by a thermostat via capillary tube mats. The 

results for the heat flow into the simulated room below the system are presented for both a summer and a winter 

period. Additionally, water inflow and outflow as well as the amount of rain and the amount of evapotranspiration 

from the superstructure were recorded. 
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3.2 Summer measurements of green roof systems 

The planting was carried out on June 21, 2023 by the project partner Bavarian State Institute for Viticulture and 

Horticulture (LWG) located in Veitshöchheim (Germany) and was individually adapted for the different structures. 

The substrate also differed for the individual structures, as each manufacturer used his own substrate (see Table 1). 

Only the two extensive setups with a substrate thickness of 10 cm use identical substrates. The superstructures exhibit 

systematic differences, but thus reflect the behavior of the manufacturers' original systems. Four of the green roof 

systems are not watered automatically, but are watered manually if necessary, e.g. during long periods of drought. 

Only for the system “Intensive 25 cm with 4 cm retention” a drip hose was inserted into the substrate and the 

automatic watering system prepared. However, the automatic watering system was off during the measurement 

period described here. 

The green roof structures are insulated at the bottom with a 10 cm thick layer of extruded polystyrene (XPS), which 

corresponds to a U-value of 0.35 W·m-²·K-1. The superstructures therefore correspond to a moderately to well 

insulated roof structure. 

The measurements were evaluated for the summer period from 2023/08/17 - 2023/09/24, with the “room” 

temperature set to 24 °C. During this period, there were two dry hot spells with daily maximum temperatures 

sometimes well above 30 °C (2023/08/17 – 2023/08/24 and 2023/09/4 – 2023/09/17) and two cooler periods with 

some precipitation (2023/08/25 – 202309/03 and 2023/09/18 – 2023/09/24). 

The heat flows on the bottom of the roof towards the "room" were measured using a heat flux plate, as these directly 

reflect the heat inputs and losses through the roof structure. In addition, the evapotranspiration performance of the 

systems was recorded by weighting. The data from the load cells was averaged hourly and the difference from 

midnight to midnight was then determined for each day. Days with rain were usually not taken into account, as 

unreasonable values often resulted despite recording the rain and runoff volume. Furthermore, the soil moisture was 

analyzed and correlated with the evapotranspiration quantities and heat inputs. For this purpose, three soil moisture 

sensors were installed at a depth of 5 cm and their values were averaged. The results are shown in the following 

figures. 

 

Fig. 6: Total heat inputs and losses of the green roof systems for the measurement period from August 17 to September 24, 2023. 

The total heat input can be drastically reduced in some cases by the green roof systems (see Figure 6). The thicker 

the substrate layer of the structure, the greater the reduction. A retention layer also has a positive effect, but this effect 

appears to be only slightly pronounced. 

In addition to heat input, green roof systems also reduce heat losses, which makes it more difficult for the roof 

structure to cool down the room below, e.g. on clear summer nights. Overall, the heat losses predominate during the 

measurement period, so that the net balance of the green roof systems is worse than that of the reference roof. Green 

roof systems thus reduce cooling load peaks, but can possibly lead to a higher base load if there is no option for night 

ventilation. However, the exact impact of this effect on the room below and its cooling balance can only be 

determined using a more precise dynamic analysis (thermal building simulation). 
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Figure 7 shows the relative daily heat input of the six roof structures for a hot and dry week without any rain in 

August 2023. The data for the reference roof are set to 100 %. When the substrate dries out during the first five days, 

the heat input reduction potential of the green roofs is strongly reduced. This occurs especially at the thinner green 

roof constructions with the 6 cm extensive green roof having even higher heat inputs than the reference roof from 

August 19. The soil moisture of this green roof construction drops to values close to 0 % (not shown in the graph), 

meaning that the substrate dries out almost completely. After the soil moisture is raised again by manual irrigation 

on August 22, the heat inputs then drop again to values that are significantly below those of the reference roof. A 

sufficient cooling effect of green roof systems can therefore only be achieved with sufficient soil moisture. 

 

Fig. 7: Daily heat input relative to the reference field with 6 cm gravel for five different green roof structures. 

 

The average soil moisture at 5 cm depth of the different green roof structures for the entire measurement period is 

shown in Figure 8. The structure with a substrate thickness of only 6 cm shows the lowest average soil moisture and 

the greatest fluctuations. A retention volume favors a higher average soil moisture and a higher minimum soil 

moisture (cf. the two structures with 10 cm substrate thickness). A thicker substrate layer also has a positive effect 

on maintaining soil moisture during dry periods, although this effect only becomes visible after longer periods. While 

the roof structure with a substrate thickness of 6 cm dries out completely during this period and the structures with a 

substrate thickness of 10 cm fall to values below 40 %, the average soil moisture in the thicker intensive structures 

remains at values of 60 - 70 %. The higher soil moisture levels are always found in the two intensive structures with 

20 cm substrate thickness and 7.5 cm retention layer. The thickness of the retention layer therefore appears to have 

a greater influence than the substrate thickness. 

The mean daily evapotranspiration of the roof constructions is shown in Figure 9. 
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Figure 8: Measured mean values of soil moisture with minimum (pink bars) and maximum (blue bars) values at a soil depth of 5 cm for 

the green roof systems for the measurement period from August 17 to September 24, 2023. 

 

 
Figure 9: Measured mean daily evapotranspiration of the green roof systems for the measurement period from August 17 to September 

24, 2023. 

 
There is a clear correlation between the amount of evapotranspiration, which significantly determines the cooling 

effect of the roof structures and is directly associated with the reduction in heat input (see Figure 7), and the substrate 

thickness. The superstructure with a substrate thickness of 6 cm evapotranspirates approx. 1.5 mm·m-²·d-1, the 

superstructures with 10 cm around 2 mm·m-²·d-1, and the superstructures with 20 cm or 25 cm 2.5 – 3 mm·m-²·d-1. 

The positive influence of the retention layer is also clearly recognizable. It is interesting to note that a certain amount 

of evaporation can also be observed on the reference roof with 6 cm of gravel. 

Thermography was used to determine how the different structures affect the surface temperatures and therefore the 

microclimate in the surrounding area. Although the surface temperature is also measured using temperature sensors, 

these were often exposed to the sun during the measurement period due to the still relatively low growth density of 

the vegetation. The thermographic images are shown in Figure 10. 
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Fig. 10: Thermographic images of the six roof structures shortly after installation. 

Although the plant growth directly after planting is still low, the green roof structures show a reduction in surface 

temperatures of 3 – 6 °C compared to the reference roof with gravel. 

 

3.3 Winter measurements of green roof systems 

Before the start of the measurements in winter, the plants in the two intensive green roof structures were partially 

replaced by the LWG so both fields now have identical plants, but still have different substrates. 

The winter measurements were analyzed for the period from October 15, 2023 to April 04, 2024, with the thermostat 

temperature set to 21 °C. This period was characterized by strong temperature fluctuations and included periods with 

very cold, but also relatively warm days for winter conditions. Until the beginning of January, the weather was very 

humid with almost daily precipitation. It was not until January 5, 2024 that a dry period began with average daily 

temperatures dropping below freezing for several days. 

Heat inputs did not play a role or were not present in the period shown. The evapotranspiration performance of the 

systems was not analysed over the winter, as the measured data often did not show meaningful values due to the 

persistent rain. The soil moisture was analysed, whereby some of the soil moisture sensors were repositioned before 

the start of the winter measurements. In the extensive roof structures with 6 cm and 10 cm, all three soil moisture 

sensors remained at a depth of 5 cm; in the roof structure with 20 cm, one sensor was relocated to a depth of 10 cm; 

in the roof structure with 25 cm, one sensor was relocated to a depth of 10 cm and another to a depth of 15 cm. In 

the two thicker intensive structures, it was thus possible to record a moisture profile over the soil depth (not part of 

this paper). The results are shown in the following figures. The relative heat losses in percent related to the reference 

roof are shown in Figure 11. 

 
Figure 11: Measured relative heat losses of the green roof systems related to the heat input of the reference roof (set to 100 %) for the 

measurement period from 2023/10/15 – 2024/04/04. 
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Due to slightly different internal temperatures of the measurement boxes, the heat flows for the evaluation of the 

winter measurements were corrected using the average temperature differences between the measurement boxes and 

the outside air. The results show that certain heat loss reductions can be achieved with the thicker green roof 

structures. These are 7 % for the two structures with 10 cm substrate thickness, 27 % for the structure with 20 cm 

substrate thickness and 7.5 cm retention, and 16 % for the structure with 25 cm substrate thickness and 4 cm 

retention. The structure with a substrate thickness of 6 cm shows a slight increase in heat losses of 3 % compared to 

the reference roof. With an appropriate structure, green roofs can therefore contribute to a significant reduction in 

heating demand in winter. In residential buildings, the proportion of heat loss via the roof is generally between 15 % 

and 30 %. With an optimised green roof, savings in heating consumption by installing a green roof of approx. 3 – 7 % 

should therefore be achievable. 

The soil moisture data show relatively high mean values, as was to be expected due to the persistent precipitation 

during the measurement period. However, the minimum values, some of which are surprisingly low, are striking. 

This is due to the start and mid times of the measurement period. At the beginning of the measurements, the ground 

was still dry from the summer, while in the mid of the measurement period the roof structures were probably partially 

affected by ground frost, so that the moisture sensors no longer showed a signal. Some moisture sensors showed 

strange signals even after the frost period, therefore the soil moisture was only evaluated from October 20, 2023 to 

January 7, 2024 (see Figure 12). The data show the expected high mean values of around 80 % for the structure with 

a substrate thickness of 6 cm and more than 90 % for all other systems. The minimum values reflect the water storage 

capacity of the superstructures and are 16 % for the thin superstructure, 54 % and 62 % for the other two extensive 

superstructures and 62 % and 68 % for the thicker intensive superstructures. 

 

 
Figure 12: Measured mean values of soil moisture with minimum (red bars) and maximum (blue bars) values at a soil depth of 5 cm for 

the green roof systems for the shortened measurement period from October 20, 2023 to January 7, 2024. 

 

4. Conclusions 

Measurements taken outdoors in the summer months in the temperate Central European climate zone (Würzburg, 

Germany) show that green roofs have a cooling effect if the substrate moisture is sufficient. Green roof structures 

with a higher substrate thickness with additional retention exhibit lower fluctuations in moisture content and therefore 

also in the cooling effect. Retention volumes in green roof structures are not only suitable for storing rainwater and 

intercepting heavy rainfall events, but are also able to bridge long periods of drought and increase the 

evapotranspiration capacity of the overall system. By reducing the maximum surface temperatures, green roofs have 

a positive effect on the microclimate in city centers. On the building level, a green roof means reduced heat input 

and therefore lower cooling load peaks during the day, but the green roof also reduces night-time cooling via the 

roof. 
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During the winter period, green roof structures with a substrate thickness of 10 cm or more reduce heat losses through 

the roof. We measured maximum reductions in heat losses of 27 % for an intensive green roof with 20 cm substrate 

plus 7.5 cm retention. Thinner green roof constructions show no energy savings potential or can even increase the 

heat losses slightly, as was measured for an extensive green roof with 6 cm substrate and an increase in heat losses 

of 3 % compared to a reference roof with 6 cm gravel. 
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Abstract 

Climate change is often cited in renewable energy research by stating motives in environmental, technical, social, 

and economic categories, which can be linked to metrics that are called key performance indicators (KPIs). 

Furthermore, these indicators can be set as a target for an optimization model and become optimization objectives. 

This paper critically reviews the motives, optimization objectives, and KPIs selected in studies of solar photovoltaic 

(PV) systems with energy storage within the built environment in Nordic countries.  A subset of 36 scientific articles, 

sorted as relevant from a selection of 349, was analyzed to make the review.  The results reveal that even when 

environmental motives are expressed by 75% of the authors, only 8% focus on optimizing with environmental 

indicators.  This imbalance suggests that the environmental problems intended to be addressed with the optimization 

model could be left unchanged or even exacerbated by the strategic choices made during the energy modeling. In 

addition to this, there is a lack of consistency in the way the different indicators are calculated, especially for 

environmental indicators where the impacts of materials and manufacturing were not included. Furthermore, in the 

economic and technical categories, the economic volatility and peak power motives do not have a matching indicator 

within the articles analyzed. Therefore, it is recommended to conduct comprehensive optimization studies that align 

with carefully considered motives.  

Keywords: photovoltaic, optimization, key performance indicators, Nordic 

1. Introduction 

The decision to invest in renewable energy technologies, including PV, has different motives behind it. According 

to Bergek and Mignon (2017) the most significant factors are environmental concerns, interest in technology, access 

to renewable resources, and economic benefits. In their study, the survey participants assessed the environmental 

benefit with the highest importance. Similarly, the individual motives and decision paths of residential energy supply 

systems have been studied by Matschegg et al. (2023). Their results show that more than 90% of survey respondents 

had technical motives. Environmental performance was also highly valued, whereas financial aspects were 

considered less important. To aim for motives, they can be related to indicators which can be set as targets for 

performance. 

A  useful way to improve the performance of an energy system is to use optimization (Lund, 2018). An optimization 

process is used to identify the best possible solution to a mathematical problem (to determine the maximum or 

minimum value achievable for a function). This can be applied to both the design and operation of an energy system 

(Xu et al., 2020). During the design phase, it can determine the optimal capacities and configurations of various 

subsystems. In the operational phase, it coordinates energy flows between subsystems, such as PV and energy storage 

systems. A review of the optimization process in planning PV and battery systems was performed by Khezri et al. 

(2022), they focused on methods including the optimization function (objectives) and constraints. These are the 

variables selected to be part of the optimization method. 

Other reviews of metrics for evaluating the performance of energy systems refer to key performance indicators 

(KPIs), a metric whose performance is evaluated regarding some objective (Costa et al., 2019). For example, a review 
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of KPIs for PV systems with storage was performed by (Kourkoumpas et al., 2018) and gives a detailed description 

of environmental and energy KPIs, grouped according to the interests of different stakeholders. One of their 

conclusions was the need for replicable and scalable environmental and energy performance indicators. Another 

review of the optimization of energy systems by Klemm and Wiese (2022) published a set of indicators for optimizing 

sustainable urban energy systems. In that study, the main conclusion is the recommendation of multi-criteria 

optimization approaches. 

This set of decisions, which includes motives, optimization objectives, and KPIs can be considered a strategy for 

optimization. First, the motives are stated. Afterward, the optimization objectives and constraints are defined taking 

indicators that match the defined motives. Finally, the performance of the optimization process is assessed using 

KPIs. Despite existing literature on optimization strategies and KPIs for solar PV systems, there is a lack of reviews 

that standardize the process of defining motives, optimization objectives, and KPIs. Therefore, investigating the 

coherence between these strategic choices could enhance the effectiveness of results and better align them with 

stakeholders’ interests. In this review, this set of choices made during the optimization process is thus termed the 

optimization strategic framework, as illustrated in Figure 1. 

 

Figure 1. The proposed strategic framework. 

The need for this framework is particularly evident in the context of solar PV systems within the built environment 

in the Nordic countries. Here, solar irradiation is low, and a building’s energy consumption is relatively high during 

winter  (Paatero and Lund, 2007). To reconcile this disparity the use of optimized energy systems equipped with 

storage capabilities is a possible solution (Lund, 2018). In consequence, this review analyzes the indicators and 

alignment between the motives, optimization objectives, and key performance indicators (KPIs) used in solar PV 

systems for the built environment within the Nordic countries by aiming to answer the following research questions: 

• What indicators are being selected to be used as part of optimization models? 

• What is the distribution of the selection of motives, optimization objectives, and KPIs among the 

environmental, technical, and economic categories? 

• Are there matching indicators for the expressed motives? 

The focus is on the coherence of the strategic framework presented previously. The analysis is divided into 

environmental, technical, and economic categories. In the first part, the distribution of choices for the different 

categories is shown. It is followed by a table with the categories found in each journal paper analyzed. Afterward, a 

general description of each of the categories of strategic framework plus the mathematic definition of a selection of 

the indicators found is shown. Finally, the paper discusses current limitations and possible future directions. 

2. Method 

The analysis uses collected and filtered peer-reviewed journal articles based on the following method. The search 

engines IEEE Xplore, Scopus, and Web of Science were used to gather scientific articles. The search string used is 

shown in Figure 2. These searches yielded a total of 349 journal articles. To filter the results, the relevance of each 

article was assessed by examining the abstract. Specifically, the articles were filtered for the following characteristics: 

optimization, PV system, built environment, energy storage, and Nordic locations studied. After the sorting process, 

  hy are we doing 
optimi ation  otives

 How are we doing 
optimi ation   hich 
variables are chosen to
be ma imi e d or 
minimi ed 

 ptimi ation 
ob ectives

 How do we 
know that we 
are achieving 
our  why  

 ey per ormance indicators

 
S. Valencia et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

123



 

36 relevant scientific articles were selected. The graphic summary of the search, filtering, and sorting method is 

presented in Figure 2. 

 

 

Figure 2. Method for the review. 

The selected articles are analyzed based on their optimization strategic framework. Each feature from the strategic 

frameworks is extracted and assigned into environmental, technical, and economic categories. For this review, the 

motives refer to the collective goals mentioned by the authors and are extracted from the introduction section of the 

articles, the optimization objective is typically found in the methodology section and the KPIs are extracted from the 

results section. In addition, to give a general overview, the percentage of articles that chose a certain category is 

quantified and compared among the categories. 

3. Results 

3.1. General distribution of strategic choices per category: environmental, technical, and economic 

Figure 3 presents the distribution of various categories across the strategic choices in the analyzed journal articles. 

Technical motives are prevalent, appearing in over 90% of the studies. Similarly, environmental motives are found 

in 75%  of the articles. In contrast, economic motives are mentioned in less than half of the studies. When it comes 

to optimization objectives, most articles focus on economic variables, while a small fraction (8%) utilizes 

environmental optimization objectives. In terms of key performance indicators (KPIs), most scientific articles feature 

KPIs from the technical and economic categories. However, only 11% of the articles present their results using 

environmental indicators. 

 

Figure 3. Percentage of articles distributed per strategic choice. 

The strategic choices in an individual article are not exclusive to a single category. Table 1 shows that most articles 

simultaneously demonstrate motives from different categories. Motives as well as objectives from the three above-

mentioned categories were studied by Kharseh and Wallbaum (2019). The same was found for the optimization 
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objectives. Environmental, technical, and economic objectives are set in multi-objective optimization models in two 

studies (Arabkoohsar et al., 2021b; Behzadi and Sadrizadeh, 2023). Similarly, multiple key performance indicators 

are commonly used in a single study. For example, the results in all environmental, technical, and economic 

indicators were shown to assess the performance of an optimization for a residential district (Yuan et al., 2022). The 

strategies used in these articles are complex and comprehensive, built up from multiple individual choices of motives 

and indicators. 

 

Table 1. The strategic choices in the analyzed articles were distributed per category. 

Reference Environmental Technical Economic 

Mot. Obj. KPI Mot. Obj. KPI Mot. Obj. KPI 

(Salpakari et al., 

2016) , (Hirvonen et al., 

2018), (Rehman et al., 

2018), (Perera et al., 

2019),(Arabkoohsar et al., 2021a) 

✓ 
  

✓ ✓ ✓ 
 

✓ ✓ 

(Salpakari and Lund, 

2016), (Hirvonen et al., 2017), 

(Hirvonen and Sirén, 

2018), (Psimopoulos et al., 2019), 

(Huang et al., 2019)  (Huang et 

al., 2019), (Mbuwir et al., 2020) 

   
✓ ✓ ✓ 

 
✓ ✓ 

(Nyholm et al., 2016) 
   

✓ ✓ ✓ 
   

(Nyholm et al., 2016),(Rehman et 

al., 2019), (Kharseh and 

Wallbaum, 2019), (Carli et al., 

2020), (Srithapon and Månsson, 

2023) 

✓ 
  

✓ ✓ ✓ ✓ ✓ ✓ 

(Kharseh and Wallbaum, 2017), 

(Huang et al., 2020), (Rikkas and 

Lahdelma, 2021), (Savolainen 

and Lahdelma, 2022), 

(Meriläinen, A. et al., 2023), 

(Meriläinen, Altti et al., 2023) 

✓ 
  

✓ 
 

✓ ✓ ✓ ✓ 

(Azaza and Wallin, 2017) ✓ 
   

✓ ✓ ✓ ✓ ✓ 

(Koskela, J. et al., 2019), 

(Hajiaghapour-Moghimi et al., 

2023) 

✓ 
  

✓ 
  

✓ ✓ ✓ 

(Andersen and Lindberg, 2021) ✓ ✓ 
 

✓ 
 

✓ 
 

✓ ✓ 

(Rabani et al., 2021), (Fachrizal et 

al., 2024) 
✓ 

  
✓ ✓ ✓ 

   

(Arabkoohsar et al., 2021b), 

(Behzadi and Sadrizadeh, 2023) 
✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

(Fachrizal et al., 2024) ✓ 
  

✓ 
 

✓ 
 

✓ ✓ 

(Goop et al., 2021) 
     

✓ ✓ ✓ ✓ 

(Huang et al., 2022) ✓ 
  

✓ ✓ ✓ 
  

✓ 

(Yuan et al., 2022) ✓ 
 

✓ ✓ ✓ ✓ 
 

✓ ✓ 

(Berg et al., 2024) 
  

✓ ✓ 
 

✓ 
 

✓ ✓ 

 

3.2. Environmental Strategic Framework in the analyzed studies 

The environmental category is mainly focused on climate change concerns. Broad expressions of motives, such as 

“Environmental issues” providing conte t  or an energy-sharing study, are found in some articles (Huang et al., 
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2022). Another instance o  environmental motives is the potential reduction o  “Greenhouse gas emissions o  

buildings by adopting renewable-based hybrid energy systems” (Savolainen and Lahdelma, 2022). A more specific 

and quantifiable motive is “Zero emission building” (Andersen and Lindberg, 2021). Moving on to the optimization 

objectives and constraints, all of them are related to climate change. All the environmental optimization objectives 

identified aim to minimize greenhouse gas emissions, such as the objective to minimize the direct emissions from a 

biomass boiler (Behzadi and Sadrizadeh, 2023).  Climate change is also the focus of environmental constraints, with 

“Zero emission building” being selected for one of the models found (Andersen and Lindberg, 2021). In the same 

way, in the articles analyzed, the environmental KPIs only quantified the global warming potential. This consistency 

around global warming led to a closer analysis of the indicators. 

A more detailed analysis of the environmental indicators in Table 2 reveals a variation regarding the scope of the 

quantified impacts. For instance, Equation 1 shows an indicator used to assess the global warming potential for a 

district hybrid energy optimization model that only includes direct emissions from a biomass boiler, even though the 

model has grid electricity. Another indicator estimates the “Carbon dio ide emission reduction rate” to compare two 

energy models, as shown in Equation 2. It accounts for the operation emissions from the grid electricity and the heat 

from the district heating network. In a solar energy system study, exported energy is considered negative emissions 

(see equation 4). Similarly, the emissions from the grid and district heating are estimated, as shown in (Yuan et al., 

2022). However, unlike the two previously shown indicators, the estimation made for the grid had a variable 

emissions index with monthly resolution, see equation 5. Lastly, the total yearly equivalent greenhouse gas emissions 

are estimated to assess the performance of an operation cost optimization model, as shown in  (Berg et al., 2024). In 

this study, the emissions from grid-imported electricity are estimated with an hourly resolution (see equation 6).  In 

conclusion, all the models aim to estimate the global warming potential Despite this, the scope and resolution are 

different. 

Table 2. The mathematical definitions for environmental indicators are shown. 

Reference Indicator 

name 

Mathematical definition 

(Behzadi and 

Sadrizadeh, 

2023) 

“CEI (C 2 

emission 

inde )” 

𝐶𝐸𝐼 =
𝐶𝑂2 𝑒𝑚𝑖𝑡𝑡𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑎𝑡𝑚𝑜𝑠𝑝ℎ𝑒𝑟𝑒

�̇�𝑆𝑜𝑙𝑎𝑟 + �̇�𝐶ℎ𝑖𝑙𝑙𝑒𝑟 + �̇�𝑆𝑝𝑎𝑐𝑒 ℎ𝑒𝑎𝑡𝑖𝑛𝑔 + �̇�𝐻𝑜𝑡 𝑤𝑎𝑡𝑒𝑟

 
(eq. 1) 

𝐶𝐸𝐼 Carbon Emission Index (kg/MWh) 

CO2 emitted 

to the 

atmosphere 

“Considering the carbon dio ide  

emitted  rom the biomass heater”( kg) 

�̇�𝑆𝑜𝑙𝑎𝑟 Electricity generated via photovoltaic thermal  

Panels (MWh) 

�̇�𝐶ℎ𝑖𝑙𝑙𝑒𝑟 Cooling generated via absorption chiller (MWh) 

�̇�𝑆𝑝𝑎𝑐𝑒 ℎ𝑒𝑎𝑡𝑖𝑛𝑔 Heating supplied for space heating (MWh) 

�̇�𝐻𝑜𝑡 𝑤𝑎𝑡𝑒𝑟 Heating for domestic hot water (MWh) 

(Arabkoohsar 

et al., 2021b) 

“Carbon 

dioxide 

emission 

reduction 

Rate” 

𝐶𝐷𝐸𝑅𝑅 =
𝐶𝐷𝐸𝑆𝑃 −𝐶𝐷𝐸𝑆𝑜𝑙𝑎𝑟

𝐶𝐷𝐸𝑆𝑃 ×  100     
(eq. 2) 

 

CDESP  =  ĖDemand × λelectricty + Q ̇ Demand × λheat      (eq. 3) 

 

CDESolar = (ĖBought − ĖSold) × λelectricty + (Q̇Bough −

Q̇Sold) × λheat    

 

(eq. 4) 

 

CDERR Carbon dioxide emission reduction rate 

CDESP Carbon dioxide emission Separation production (kg) 

CDESolar Carbon dioxide emission of the solar-based systems(kg) 

�̇� Electricity from the grid (kWh) 

�̇� Heat from district heating network (kWh) 

λ Carbon dioxide emission coefficient (kg/MWh) 
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(Yuan et al., 

2022) 

“Li e Cycle 

CO2 

emissions” 

𝐿𝐶𝐶𝑂2 = ∑ 𝐸𝑒,𝑖𝑚𝑝𝑜𝑟𝑡,𝑡 × 𝐶𝑂2𝐸𝑙 +
𝑡

∑ 𝐸𝐷𝐻,𝑖𝑚𝑝𝑜𝑟𝑡,𝑡 × 𝐶𝑂2𝐷𝐻
𝑡

 (eq. 5) 

𝐿𝐶𝐶𝑂2 Life Cycle CO2 emissions, (× 103 𝑡𝑜𝑛) 

𝐸𝑒,𝑖𝑚𝑝𝑜𝑟𝑡 Electricity imported from the grid (MWh) 

𝐶𝑂2𝐸𝑙 
Monthly emission factor for electricity production 

(MWh) 

𝐸𝐷𝐻,𝑖𝑚𝑝𝑜𝑟𝑡 Heat energy imported from DH (MWh) 

𝐶𝑂2𝐷𝐻 Constant emission factor for district heating (g/kWh) 

(Berg et al., 

2024) 

Annual “CO2 

emission 

equivalents” 

𝑇𝑜𝑡. 𝑒𝑚 𝑦𝑒𝑎𝑟 = ∑ 𝐶𝑂2𝑒𝑞(ℎ) ∙

8760

ℎ=1

𝑝𝑡
𝑖𝑚𝑝

(ℎ) 
(eq. 6) 

𝑇𝑜𝑡. 𝑒𝑚 𝑦𝑒𝑎𝑟 Annual “CO2 emissions from imported electricity”, 

(kgCO2) 

𝐶𝑂2𝑒𝑞 Hourly “CO2 

emission equivalents” (gCO2eq/kWh) 

𝑝𝑡
𝑖𝑚𝑝

 “Grid import” (kWh) 

 

3.3. Technical strategic framework found in the analyzed studies 

The technical motives and indicators found in the scientific articles can be classified into five main categories: 

production/demand imbalance, energy efficiency, energy storage, reliability/flexibility, and well-being. The main 

motive in the imbalance group is to make as much use of renewable energy onsite as possible. The equations related 

to the main technical indicators are shown in Table 3. The indicators related to the production/demand imbalance are 

self-consumption (eq. 7) and self-sufficiency (eq. 8). Moving on to the energy efficiency category, there are some 

specific examples (eq. 9). However, the definition from (Patterson, 1996) as the ratio of the useful output and the 

energy input can be used to generalize them. The concept of efficiency also applies to energy storage, equation 10 

shows an indicator to evaluate a seasonal storage system performance.  Furthermore, the temperature variation of 

thermal storage is used to assess the performance of the storage (eq. 11). Batteries are another way to store energy in 

the articles being analyzed. Some of its characteristics are affected by the degradation (Lin et al., 2023), which 

depends on the number of cycles. Therefore, the number of cycles is an indicator used when batteries are being 

integrated into the energy system, see equation 12. The reliability motive is related to minimizing the power 

interruptions (Azaza and Wallin, 2017). The indicator related to this motive is Loss of power supply probability (eq. 

13). Sharing energy within a community is addressed by the indicator shown in equation 14. The last subcategory 

that was included within the technical framework is the well-being of building occupants shown in equations 15 and 

16. 

Table 3. The mathematical definitions for technical indicators are shown. 

Reference Indicator 

name 

Mathematical definition 

(Nyholm et 

al., 2016) 

“Self-

consumption” 𝜑𝑆𝐶  =
∫ M(t)dt

𝑡2
𝑡=𝑡1

∫ P(t)dt
𝑡2

𝑡=𝑡1

     
(eq. 7) 

 

“Sel -

su  iciency” 

 

𝜑𝑆𝑆  =
∫ M(t)dt

𝑡2
𝑡=𝑡1

∫ L(t)dt
𝑡2

𝑡=𝑡1

     
(eq. 8) 

 

 M(t) Generated electricity used inhouse in every instance (kW) 

P(t) Instantaneous PV electricity generation (kW) 

𝑆(𝑡) Instantaneous household electricity load (kW) 

(Behzadi and 

Sadrizadeh, 

2023) 

“Energy 

efficiency” 𝜂 =
�̇�𝑆𝑜𝑙𝑎𝑟 + �̇�𝐶ℎ𝑖𝑙𝑙𝑒𝑟 + �̇�𝑆𝑝𝑎𝑐𝑒 ℎ𝑒𝑎𝑡𝑖𝑛𝑔 + �̇�𝐻𝑜𝑡 𝑤𝑎𝑡𝑒𝑟

�̇�𝑆𝑢𝑛 + 𝑄𝐵𝑖𝑜𝑚𝑎𝑠𝑠 + �̇�𝐶ℎ𝑖𝑙𝑙𝑒𝑟 + �̇�𝐻𝑒𝑎𝑡 𝑝𝑢𝑚𝑝 + �̇�𝑇𝑎𝑛𝑘

 
(eq. 9) 

�̇� Electricity (MWh)  

�̇� Heat (MWh) 

 
S. Valencia et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

127



 

�̇� Cooling (MWh) 

(�̇�𝑆𝑜𝑙𝑎𝑟 + �̇�𝐶ℎ𝑖𝑙𝑙𝑒𝑟 + �̇�
𝑆𝑝𝑎𝑐𝑒 ℎ𝑒𝑎𝑡𝑖𝑛𝑔

+

�̇�
𝐻𝑜𝑡 𝑤𝑎𝑡𝑒𝑟

) 

Useful output (MWh) 

(�̇�𝑆𝑢𝑛 + 𝑄𝐵𝑖𝑜𝑚𝑎𝑠𝑠 + �̇�𝐶ℎ𝑖𝑙𝑙𝑒𝑟 + �̇�𝐻𝑒𝑎𝑡 𝑝𝑢𝑚𝑝 +

�̇�𝑇𝑎𝑛𝑘) 

Energy input (MWh) 

(Hirvonen et 

al., 2018) 

“Efficiency of 

a seasonal 

energy storage 

system” 

𝜂𝐵𝑇𝐸𝑆  =
𝐸𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

𝐸𝑐ℎ𝑎𝑟𝑔𝑒
 

 (eq. 10) 

𝐸𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 
Annual energy taken out of the borehole thermal  

energy storage (BTES) (MWh) 

𝐸𝑐ℎ𝑎𝑟𝑔𝑒 Energy injected into the storage (MWh) 

(Yuan et al., 

2022) 

“Annual 

temperature 

variation 

BTES” 

Δ𝑇𝐵𝑇𝐸𝑆 = 𝑇year n+1 − 𝑇year n  (eq. 11) 

𝑇year n Temperature of the BTES on a given year (°C) 

𝑇year n+1 Temperature of the BTES on the immediately next year (°C) 

(Meriläinen, 

Altti et al., 

2023) 

“Battery 

energy system 

(BESS) 

cycles” 

N = ∑ 𝐶t

T

t=1

 

 (eq. 12) 

N Total number of cycles 

Ct Number of cycles in a given time 

T Time period 

(Azaza and 

Wallin, 2017) 

“Loss o  

power supply 

probability 

(LPSP)” 

LPSP =
∑ 𝑃𝐿 − 𝑃𝑃𝑉 − 𝑃𝑊𝑇 + 𝑃𝑆𝑂𝐶,𝑚𝑖𝑛 + 𝑃𝐷

∑ 𝑃𝐿
 

 (eq. 13) 

𝑃𝐿 Power load (kW) 

𝑃𝑃𝑉  Power from photovoltaic panels (kW) 

𝑃𝑊𝑇 Power from wind turbines (kW) 

𝑃𝑆𝑂𝐶,𝑚𝑖𝑛 Minimum state of charge of the battery storage (kW) 

𝑃𝐷 Power from diesel generator (kW) 

(Huang et al., 

2022) 

“Energy 

Sharing Ratio 

(ESR)” 

𝑟𝑠ℎ𝑎𝑟𝑒 
=

∑ P𝑖
𝑠ℎ𝑎𝑟𝑒8760

i=1

∑ ∑ max (𝑃𝑗,𝑖
𝑑 , 𝑃𝑗,𝑖

𝑠 , )8760
i=1

N
j=1

 
 (eq. 14) 

P𝑖
𝑠ℎ𝑎𝑟𝑒 Power shared in the ith hour (kWh) 

𝑃𝑗,𝑖
𝑑

 Power demand of the jth building in the ith hour (kWh) 

𝑃𝑗,𝑖
𝑠  Power supply of the jth building in the ith hour (kWh) 

(Rabani et al., 

2021) 

“ eighted 

Discomfort 

Hours” 
W_DH 26

=
∑ 𝐴k ∙ 𝐷𝐻26𝑘

N
k=1

∑ 𝐴k
N
k=1

 

 (eq. 15) 

“Weighted 

Predicted 

Percentage 

Dissatisfied”  

W_PPD =
∑ 𝐴k ∙ 𝑃𝑃𝐷𝑎𝑣𝑔𝑘

N
k=1

∑ 𝐴k
N
k=1

 

 (eq. 16) 

 N Total number of zones in the building 

𝑘 Index to denote a specific zone 

𝐴k Area of the kth zone (m2) 

𝐷𝐻26𝑘 
Discomfort hours in the kth zone where the indoor operative 

temperature exceeds 26°C during occupancy. (h) 

𝑃𝑃𝐷𝑎𝑣𝑔𝑘 
Average Predicted Percentage Dissatisfied in the kth zone 

(%) 

 

3.4. Economic strategic framework in the analyzed studies 

The motives found in the literature are mainly related to cost, feasibility, volatility and some general economic 
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concerns. Continuing with the indicators for optimization and for assessing the economic performance of the energy 

systems (shown in Table 4), they can be grouped depending on the analyzed life cycle stage. In some studies, like in 

(Rehman et al., 2018) only the investment cost was estimated, see equation 17. On the other hand, other studies 

analyzed the operation cost. For example, in (Salpakari and Lund, 2016) the yearly electricity cost was optimized 

and analyzed for a single-family building. Another example of an operational cost indicator is found in Equation 20. 

In this case, it is used to analyze community-level optimization. Furthermore, other studies take a more 

comprehensive approach from the lifecycle perspective and integrate different stages of the energy system lifespan. 

In (Campana et al., 2017) a scope from initial investment to salvage value is taken to analyze the lifecycle cost and 

levelized cost of electricity of a community energy system optimization. Another example that involves investment 

and operation costs can be seen in equations 23 to 26. In this study, the cumulative cash flow is used to analyze the 

payback performance of an energy system in a residential building.  

Table 4. The mathematical definitions for economic indicators are shown. 

Reference Indicator 

name 

Mathematical definition 

 (Rehman et 

al., 2018) 

“Overall 

investment 

cost” 

IC = 𝐶𝑆𝑇 + 𝐶𝑃𝑉 +   𝐶𝐵𝑇𝐸𝑆 +   𝐶𝑊𝑇 +   𝐶𝐻𝑇 +    𝐶𝐵   (eq. 17) 

 

“Building 

investment 

costs” 

 

C𝐵  = 𝐶𝑊𝑖𝑛𝑠 + 𝐶𝑅𝑖𝑛𝑠 +   𝐶𝐹𝑖𝑛𝑠 +   𝐶𝑊𝐼𝑁𝐷 +   𝐶𝐻𝑅 (eq. 18) 

 

 𝐶𝑆𝑇 Investment cost of Solar collectors  

𝐶𝑃𝑉 Investment cost of Photovoltaic 

𝐶𝐵𝑇𝐸𝑆 Investment cost of borehole 

𝐶𝑊𝑇 Investment cost of warm tank 

𝐶𝐻𝑇 Investment cost of hot tank 

𝐶𝑊𝑖𝑛𝑠 Investment cost insulation material, wall 

𝐶𝑅𝑖𝑛𝑠 Investment cost insulation material, roof 

𝐶𝐹𝑖𝑛𝑠 Investment cost insulation material, floor 

𝐶𝑊𝐼𝑁𝐷 Investment cost of windows 

𝐶𝐻𝑅 Investment cost, building heat recovery 

(Salpakari and 

Lund, 2016) 

“Yearly 

electricity 

bill” 

J𝑦𝑒𝑎𝑟 = ∑ 𝑔k
N
k=1 (𝑥k + 𝑢k + 𝑤k) (eq. 19) 

𝑁 End of optimization horizon 

𝑔 Time-step cost 

x State vector 

𝑢 Control vector 

𝑤 External data vector 

(Huang et al., 

2022) 

“Electricity 

costs” 𝐶𝑜𝑠𝑡 = ∑ 𝑃𝑒𝑥
𝑐𝑚,𝑖 × 𝜏 × 𝑋i

8760

i=1

, {
𝑋𝑖 = 𝑋𝑏𝑢𝑦, 𝑖𝑓𝑃𝑚𝑖𝑠

𝑐,𝑖  > 0

𝑋𝑖 = 𝑋𝑠𝑒𝑙𝑙 , 𝑖𝑓𝑃𝑚𝑖𝑠
𝑐,𝑖  ≤ 0

 

(eq. 20) 

𝑃𝑒𝑥
𝑐𝑚,𝑖

 
Community hourly power  

exchanges with the grid 

𝜏 Charging duration in hours 

𝑋𝑏𝑢𝑦 Energy injected into the storage 

𝑋𝑠𝑒𝑙𝑙 Feed-in-tariff 

𝑋𝑖  

𝑃𝑚𝑖𝑠
𝑐,𝑖

 Aggregation of the community power mismatches 
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(Campana et 

al., 2017) 

“Li ecycle 

Cost of the 

renewable 

based 

hybrid power 

system” 

LCC𝑟𝑒𝑛 = 𝐼𝐶𝐶𝑟𝑒𝑛 − ∑
𝑑𝑡

(1 + 𝑖)𝑛

𝑁

𝑛=1

𝑡𝑟 + ∑
𝑎𝑡

(1 + 𝑖)𝑛

𝑁

𝑡=1

(1 − 𝑡𝑟)

−
𝑠

(1 + 𝑖)𝑛
 

(eq. 21) 

 𝐼𝐶𝐶𝑟𝑒𝑛 Initial capital cost of the renewables based system 

𝑁 The lifetime of the project (years) 

𝑑𝑡 Annual depreciation 

𝑖 Interest rate 

𝑡𝑟 Tax rate 

𝑎𝑡 Annual costs 

𝑠 Salvage value 

Levelized cost 

of electricity 
𝐿𝐶𝑂𝐸 =

𝐿𝐶𝐶𝑝𝑣 + 𝐿𝐶𝐶𝑏𝑎𝑝𝑣+𝐿𝐶𝐶𝑤𝑡 + 𝐿𝐶𝐶𝑏𝑎𝑡𝑡

𝐸𝑃 ∑
𝑟𝑡

(1 + 𝑖)𝑛
𝑁
𝑛=1

 (eq. 22) 

 𝐿𝐶𝐶𝑝𝑣 Lifecycle cost of the ground-based PV systems 

𝐿𝐶𝐶𝑏𝑎𝑝𝑣 Lifecycle cost of the building attached PV systems 

𝐿𝐶𝐶𝑤𝑡 Lifecycle cost of the Wind turbine 

𝐿𝐶𝐶𝑏𝑎𝑡𝑡 Lifecycle cost of the Battery 

𝑟𝑡 Degradation rate 

(Kharseh and 

Wallbaum, 

2019) 

“Cumulative 

cash flow 

(CCF)” 

CCF𝑗 
=

𝐶𝑛𝑒𝑡

(1 + 𝑑)𝑗
− 𝐶𝑖𝑛𝑣 

(eq. 23) 

“Discount 

rate” 
𝑑 = (1 + 𝑔) ∙ (1 + 𝑖𝑟) − 1 

(eq. 24) 

“Up-front 

cost” 
𝐶𝑖𝑛𝑣 = (0.340 ∙ 𝑃𝑛𝑜𝑚𝑖𝑛𝑎𝑙 + 𝐶𝑝𝑎𝑛𝑒𝑙) ∙ 𝑁 

(eq. 25) 

“Net income 

o  year ´ ´” 
𝐶𝑛𝑒𝑡,𝑗  =  (𝜎 · 𝑃𝑒 · 𝐸𝑑 − 𝑃𝑒 − 𝑃𝑒,𝑓𝑒𝑑) · 𝐸𝑓𝑒𝑑) · (1 +  𝑒𝑟)𝑗 

− 𝐶𝑂&𝑀,𝑗 

(eq. 26) 

 𝑔 Inflation rate 

𝑖𝑟 Interest rate 

0.340 Labor costs factor 

𝑃𝑛𝑜𝑚𝑖𝑛𝑎𝑙 Nominal capacity of a PV panel 

𝐶𝑝𝑎𝑛𝑒𝑙 Cost of a PV panel 

𝑁 Number of PV panels 

𝜎 Annual saving target (%) 

𝑃𝑒 Current electricity price 

𝐸𝑑 Required annual electricity 

𝑃𝑒,𝑓𝑒𝑑 Feed-in tariff 

𝐸𝑓𝑒𝑑 Generated electricity that is fed into the utility grid 

𝑒𝑟 Annual escalation rate of electricity price 

𝐶𝑂&𝑀,𝑗 Operation and maintenance cost 

4. Discussion 

The quantification of the indicators in different categories across the strategic choices revealed that while most 

indicators in the analyzed articles focus on technical and economic aspects, environmental objectives and KPIs are 

considered less frequently. This presents a drawback for the environmental motives expressed in most of the articles, 

as they will not directly optimize and quantitatively express how much the environmental impact is reduced by the 
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proposed optimization. On the other hand, as seen in several of the equations, the environmental and economic 

variables are dependent on technical performance. This means technical indicators can indirectly pass information 

about the performance in the other two categories. Furthermore, environmental and economic performances depend 

on the social and economic conditions of a location and the timeframe for the study. Therefore, if technical indicators 

are not used, the comparability of the different studies will be sacrificed.  In consequence, multi-objective 

optimization can provide solutions that minimize the risk of deteriorating other variables related to the initial motives 

as it is also addressed in (Klemm and Wiese, 2022). They recommend multi-criteria approaches to enable more 

holistic optimization and planning of sustainable urban energy systems. 

Another aspect of the optimization process for sustainability is the lack of a comprehensive approach in the lifecycle 

scope. According to (Nugent and Sovacool, 2014), there are four basic lifecycle assessment stages for PV and wind 

energy systems: material cultivation and fabrication, construction, operation, and decommissioning. From these 

stages, only the operation is considered to account for the greenhouse gas emission within the studies reviewed. This 

implies not considering the material extraction and manufacturing, despite having PV area or power installed as a 

decision variable. This could cause an underestimation of the environmental impact given that this lifecycle stage 

represents around 70% of the greenhouse gas emissions of a PV system (Nugent and Sovacool, 2014). This contrasts 

with some of the economic indicators that include the initial stage as investment costs. 

A deeper analysis of the economic and technical indicators suggests that some motives shown in these two categories 

could not be assessed. For example, energy price volatility is mentioned in (Hajiaghapour-Moghimi et al., 2023) to 

set the context for an optimization study about demand response and energy storage for a PV system in Finland. 

However, an indicator that aims to quantify this motive is not found within this or in the other articles analyzed. 

Similarly, the importance of decreasing the peak power is mentioned in (Koskela, Juha et al., 2019). Despite this, 

there are no indicators that evaluate the intensity and/or frequency of the power peaks in the results. This situation 

opens the opportunity to propose indicators that cover the motives that are currently not covered by indicators for 

this field. Furthermore, the social strategic choices are not covered in the present review. However, the well-being 

indicators displayed in the results under the technical category can be viewed as a group of social indicators. Despite 

this, there is a significant potential for future studies around social motives and indicators. 

The present review has other limitations. To start with, the analyzed indicators are limited to the subset of studies 

mentioned in the method. There could be additional motives and indicators in literature outside the scope of study 

that can be useful to fill the gaps found. Another limitation is that the motives of the optimizations are assumed to be 

in the introduction, stated as the societal context. It is likely that in some of the studies, the motives are more specific, 

such as comparing two different methods therefore they do not need comprehensive optimization. Nevertheless, the 

strategic framework proposed can be a useful way to define the indicators to be used in an optimization energy model. 

From the previous discussion, it can be concluded that possible future research could be: (1) an analysis of the impact 

on environmental indicators if an optimization model only focuses on technical or economic objectives; (2) replicable 

indicators that quantify and help to compare the risk that economic volatility poses on energy systems investment; 

(3) a replicable indicator that quantifies the frequency and intensity of peaks in the power of energy systems; (4) An 

analysis of the consequences of considering or not material extraction and manufacturing when optimizing the design 

of an energy system with environmental objectives; (5) A review of indicators can be useful to match collective 

social sustainability motives for energy systems; (6) A review of the coherence of strategies to optimize energy 

systems in other regions. 

5. Conclusions 

The review process revealed the coherence of a group of strategic frameworks applicable to optimizing energy 

systems. This overview facilitates strategic decision-making, ensuring alignment between the optimization process 

and stakeholders’ motives. Furthermore, it showed that even when environmental motives are expressed by most of 

the authors, a relatively low portion of the scientific articles focused on optimizing environmental objectives and 

quantifying environmental performance. Furthermore, the renewable energy systems' raw material extraction and 

manufacturing stage is not being considered in the optimization studies reviewed. This could cause an 

underestimation of the environmental impact of the energy system in the model, which can lead to a suboptimal 

design solution. These inconsistencies show the need for more comprehensive studies into the optimization of energy 

systems in the Nordic built environment, aiming to contribute to the solutions for environmental issues related to the 

solar PV energy systems in the built environment. 

Another key finding is that certain objectives highlighted in the literature are not currently addressed by any existing 
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indicators. To bridge this gap, it would be beneficial to introduce new indicators. These could monitor periods of 

peak energy production and demand, and measure the instability of energy prices. These indicators could provide a 

more comprehensive understanding of the technical risks and energy market dynamics and help stakeholders make 

informed decisions. They could also contribute to the development of strategies for managing the risks associated 

with power peaks and energy price volatility. 
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Abstract 

The energetic impact of several Living Wall Systems (LWS) was measured in the laboratory and in an outdoor 

test facility in Würzburg, Germany. It was found, that the usual rear ventilation of the systems reduces their 

thermal benefits in winter. When estimating the energy savings potential of LWS, the solar absorptance of the 

façade has to be taken into account. When installed on facades with medium to high solar absorptance values, 

LWS can even increase the heat losses in winter. In summer, the cooling potential of LWS is higher on facades 

with high solar absorptance values while it is strongly reduced on façades with low solar absorptance. 

However, when considering solar absorptance on walls to regulate heat losses in winter and heat gains in 

summer, this needs opposite measures, while LWS show their advantages equally in both seasons. 

Keywords: façade greening, Living Wall System, thermal performance, energy savings, U-value 

 

1. Introduction 

Façade greening has a number of positive effects such as improving the air quality, decreasing the heat island 

effect, enhancing biodiversity, decreasing the noise level, and improving thermal behavior of buildings (Ogut 

et al. 2022). While the first points are good for the environment, the last point in particular is important for 

building operators and users, as any savings in cooling or heating energy pay off directly for them. While 

façade greening incorporates different kinds of systems, like Green Walls where the plants are planted in the 

ground, according to Mann et al. (2023), an increasing market for façade greening is Living Wall Systems 

(LWS) that use modular structures with substrate layers in a curtain wall construction. 

While the effects of LWS regarding their temperature reduction potential have been widely studied, much less 

publications investigate their energetic effects. Susca et al. (2022) reviewed the number of articles dealing with 

specific topics: they found 5 articles dealing with heating energy, 13 articles for cooling energy, and 30 articles 

investigating surface temperature effects. Since several of the articles use simulations only, the numbers show 

a need for experimental work in this field. The following passages discuss some of the relevant results already 

published. 

Bianco et al. (2017) investigated a newly developed LWS in a test cell in Turin, Italy, with a south facing wall 

with a U-value of 0.4 W m-² K-1. They found a reduction in heat losses during winter conditions of 56 % to 

58 % for the LWS compared to the reference wall. During summer conditions, the LWS performed worse than 

the reference wall. According to the authors, the heat fluxes during summer were very small and in the range 

of error of the heat flux meter. The paper does not mention the solar absorptance of the reference wall, however, 

according to the pictures, the reference wall looks bright white. 

The same LWS was measured in a real-scale demonstration mock-up (Serra et al. 2017). The reference wall 

had an additional insulation layer of 3 cm extruded polystyrene foam (XPS) to give both constructions an 

effective U-value of 0.3 W m-² K-1. An equivalent thermal transmittance of 0.29 W m-² K-1 was measured for 

the wall with LWS while 0.25 W m-² K-1 was measured for the reference wall. 

Djedjig et al. (2017) investigated the thermal performance of a west façade with LWS in La Rochelle, France. 

The setup used empty concrete tanks as scaled-down buildings. A block without LWS with a façade solar 

reflectance of 0.64 was used as reference. The 5 cm concrete walls had no insulation. The LWS reduced heat 
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gains by 97 % and heat losses by about 30 % in summer. In winter, heat gains were reduced by 40 % whereas 

heat losses were reduced by about 80 %. This study differs from the others listed here in that the indoor 

temperatures in winter were free floating. 

Tudiwer and Korjenic (2017) measured two different LWS at two buildings in Vienna, Austria, during winter. 

They compared the measured heat fluxes of the greened façade with a non-greened part of the façade as 

reference. The two wall constructions without LWS had U-values of 0.75 to 0.79 W m-² K-1 and 0.35 to 0.37 W 

m-² K-1, respectively. With LWS, the authors found an overall reduction in U-value of 20 % to 22 % for the 

first wall construction and of 17 % to 22 % for the second. 

Fox et al. (2022) measured the energetic effect of a LWS on a non-insulated building during winter in 

Plymouth, UK. They found an improvement in insulation by the LWS of 31.4 % compared to the reference 

wall with a U-value of 1.12 W m-² K-1. 

All these publications provide indications of the positive effect of LWS for improving the energy efficiency of 

buildings, which could lead to the following assumptions: 

• LWS generally reduce heat gains of walls in summer (Bianco et al. 2017 got different results, 

however, they attributed this to the measurement uncertainty due to the small heat flows), 

• LWS generally reduce heat losses of walls in winter, 

• the higher the U-value of the wall, the greater the effect of the LWS. 

While the last conclusion is in accordance to building physics, the first two conclusions seem to miss one 

important aspect of the energy balance of walls: the shading effect of the LWS. Since LWS cover the wall 

completely due to the opaque back layer – even if the plants shed their leaves in winter – the solar absorptance 

of the wall should play an important role in the energy balance. In this sense, the LWS must be understood not 

only as a thermal insulation system but also as a solar shading system even in winter. None of the above listed 

articles, apart from Djedjig et al. (2017), however, do mention the solar absorptance or at least the brightness 

of the reference wall. 

In order to clarify this, the thermal performance of façade greening is being systematically investigated and 

quantified in the project U-green. This includes laboratory measurements in a Hot-Box system to determine 

the stationary U-value, as well as dynamic outdoor measurements on test façades. The long-term goal of the 

project is to determine calculation methods for the energy assessment of façade greening in standards and 

building energy laws. 

2. Laboratory Measurements 

Several Living Wall Systems (LWS) were measured in a computer-controlled Hot-Box system (see Figure 1) 

in accordance with ASTM C236-89 (1989) to determine their heat transmission coefficient in steady state. In 

the Hot-Box system a sample is installed between two compartments with different temperatures and the heat 

flow density is determined via the energy supply in the heated compartment needed to maintain the steady 

state. The thermal coefficients are calculated with the environmental conditions selected using the heat flow 

density and the temperature difference. 

The LWS were mounted onto a reference wall construction that was measured separately. The LWS sample 

size ranged from 0.9 m-2 for the gabion system and modular system 2 up to 1.7 m-2 for the tray system and 

modular system 1. The results were corrected for the different sample sizes. By comparing the U-values of the 

reference wall with LWS ULWS with the U-value of the reference wall without LWS Uref, the thermal resistance 

of the LWS RLWS was calculated according to eq. 1: 

𝑅𝐿𝑊𝑆 =
1

𝑈𝐿𝑊𝑆
−

1

𝑈𝑟𝑒𝑓
   (eq. 1) 

Living Wall Systems usually have an air gap for rear ventilation. The measurements in the Hot-Box were 

therefore also carried out with an air gap. The wind speed in the cold chamber was 1.6 m s-1 for the reference 

wall, while some LWS reduced the wind speed to values as low as 0.3 m s-1. Additional measurements with a 

closed air gap show the influence of this rear ventilation on the thermal performance. The results are shown in 

Table 1. 
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Fig. 1: Hot-Box system (top left), reference wall (top mid), and LWS samples: gabion system (top right), tray system (bottom 

left), modular system 1 (bottom mid), and modular system 2 (bottom right). 

Tab. 1: U-values of different kinds of LWS measured in a Hot-Box system. 

System U-value 

[W m-² K-1] 
U 

[%] 

RLWS 
[m² K W-1] 

Reference wall 0.83 ± 0.02 0 - 

LWS (gabion system) rear ventilated 0.75 ± 0.02 10 0.13 ± 0.02 

LWS (tray system) rear ventilated 0.74 ± 0.02 11 0.15 ± 0.02 

LWS (modular system 1) rear ventilated 0.74 ± 0.02 11 0.15 ± 0.02 

LWS (modular system 2) rear ventilated 0.72 ± 0.02 13 0.18 ± 0.02 

LWS (gabion system) air gap closed 0.58 ± 0.02 30 0.52 ± 0.02 

LWS (tray system) air gap closed 0.68 ± 0.02 18 0.27 ± 0.02 

LWS (modular system 1) air gap closed 0.69 ± 0.02 17 0.24 ± 0.02 

LWS (modular system 2) air gap closed 0.64 ± 0.02 23 0.36 ± 0.02 
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With rear ventilation, the measured R-values of the Living Wall Systems are equivalent to 4 to 7 mm  expanded 

polystyrene foam (EPS) insulation, ranging from 0.13 to 0.18 m² K W-1, and almost identical, regardless of the 

system structure. With suppressed rear ventilation, the values are much higher – 0.24 to 0.52 m² K W-1 or 

equivalent to 8 to 18 mm EPS – and there are bigger differences between the systems. Some manufacturers 

use very thick substrate layers, e.g. gabion system, or thin insulation layers in their systems, e.g. modular 

system 2. However, their thermal advantages can only be utilized if the LWS will be installed without rear 

ventilation. 

These values provide an initial indication that LWS can have a certain energy savings effect on poorly insulated 

walls, but their thermal impact on better insulated walls or new buildings is limited. 

3. Outdoor Measurements 

Since the Hot-Box measurements in the laboratory exclude important solar thermal effects of LWS like 

shading, we used an outdoor test facility for additional measurements. The test facility is a container with a 

floor area of 6 m x 3 m and a height of 3 m. The 10 cm concrete walls are insulated with 18 cm mineral wool, 

which gives a U-value of 0.2 W m-2 K-1. The inside is temperature-controlled by an air conditioning unit. We 

used the south and west façade to investigate the thermal effect of different kinds of LWS. A sketch of the 

setup is depicted in Figure 2. The two façades were divided into separate wall sections, four on the south and 

six on the west façade (see Figure 2 right). Each wall section can accommodate a LWS or serve as a reference 

field without greening. Due to some problems with the setup on the west façade, we focus in this paper on the 

results for the south façade only. 

    

Fig. 2: Sketch of the measurement setup for LWS on our outdoor test facility (left) and southwest view of the test facility with 

frames for the LWS and designations for the wall sections (right). 

As can be seen in Figure 2 right, sections S3 and S4 have a brighter plaster than the other sections. A solar 

reflectance measurement of the two plaster samples yielded a solar absorptance S of 0.6 for the medium and 

0.24 for the bright plaster. The medium plaster therefore is a good reference, because a solar absorptance of 

0.6 is a typical value for building façades according to the German standard DIN V 18599-2 (2018), which 

gives a range of 0.4 to 0.8 for bright and dark façade surfaces, respectively, and it uses a standard value of 0.6 

if more precise values are not known. 

The energetic impact of the LWS was measured via heat flux sensors positioned on the inside wall surface of 

every wall section. The heat flux therefore directly gives the heat gains and losses of the room through the 

respective wall section. 

3.1 Summer Measurements 

In a first measurement period from July 11 to September 5, 2023 we investigated the summer performance of 
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two LWS on the south façade (S3, S4) while the two wall sections S1 and S2 had no LWS and were used as 

reference wall. The room temperature was set to 24°C. Pictures of the façade at the beginning and after the 

measurement period are shown in Figure 3 and a list of the installed LWS is given in Table 2. All LWS use 

the same substrate (DG EXT Dachgartensub.extensiv, Patzer Erden, Germany) and the same plant mix (see 

Table 3). An automatic irrigation system with individual parameters for each wall section ensures a consistently 

high level of humidity in all systems. The LWS are mounted on holders and stand in front of the façade without 

any direct contact. The distance between LWS and facade is about 5 cm and the sides are all open to wind and 

rain. 

    

Fig. 3: South façade with two different LWS at the beginning of the measurement period on July 20, 2023 (left) and after the 

measurement period on September 20, 2023 (right). In the right picture, there’s already a new system installed on S2 for the 

winter measurements; this was not measured during summer. 

Tab. 2: Description of the LWS used in the summer measurements. 

Wall 

Section 

System Company Façade area 

S1, S2 Reference without LWS - 1.84 m² / 2.57 m² 

S3 greencityWALL floor-design Wand GmbH, Germany 2.57 m² 

S4 Tray system Tech Metall Erzeugungs Handel und 

Montage GmbH, Austria 

1.84 m² 

Tab. 3: Plant mix used in the LWS. 

Description Botanical Name 

Mix sunny Stachys monnieri `Hummelo` 

Campanula poscharskyana 

Heuchera villosa var. macrorrhiza 

Bergenia cordifolia `Rosi Klose` 

Fragaria vesca semperflorens `Alexandria` 

Thymus praecox `Minor` 

Potentilla thurberi `Monarch`s Velvet` 

Origanum vulgare `Compactum` 

 

The heat flux sensors are HFP01 from the company Hukseflux, Netherlands, with a relative uncertainty of 

± 3 %. The measurement data are recorded by Agilent data loggers at one-minute intervals and stored in a SQL 

database. The weather data is recorded at a weather station about 50 meters away and also exported into the 

SQL database. All raw data is then exported with the Monisoft1 evaluation software in precisely timed 5-

minute steps for further analysis in Excel. 

Figure 4 left shows the weather data and Figure 4 right depicts the summarized heat gains and losses through 

 
1 https://fbta.ieb.kit.edu/monisoft.php 
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the wall sections for the summer measurement period. The weather was mixed with several cold periods with 

maximum daily temperatures below 20°C but also with some hot periods with maximum daily temperatures 

of more than 30°C. 

  

Fig. 4: Measured daily mean air temperature (red dots), minimum and maximum daily air temperature (grey area), and 

horizontal solar global irradiation (left); summarized heat gains and losses through the wall sections S1 and S2 without and S3 

and S4 with LWS (right). 

The measured data show some slight differences between the two reference walls S1 and S2 with S2 having 

14 % higher heat gains and 12 % higher heat losses than S1. For the reference walls, the heat gains are higher 

than the heat losses. The walls with LWS have significantly lower heat gains than the reference walls, the 

reduction is 38 % to 40 % if compared to S1 and 46 % to 48 % if compared to S2. The heat losses of the walls 

with LWS on the other hand are much higher than that of the reference walls. This indicates, that LWS on the 

south façade reduce heat gains through walls with a solar absorptance of 0.6 while they do not prevent the 

room from cooling down through the wall. On the south façade, such walls without LWS show a negative 

energy balance with regard to heat input (more gains than losses), while the balance is clearly shifted into 

positive region (more losses than gains) with a LWS. 

3.2 Influence of solar absorptance in summer 

To estimate the influence the solar absorptance of the wall has on this effect, we determined the heat gains and 

losses of the walls with LWS compared to a reference wall with bright plaster with a solar absorptance S of 

0.24. To do this, we measured all four wall sections without LWS. This was done between May 23 and June 

11, 2023, before the LWS were installed. Since we wanted to focus on the effect S has on the heat gains, we 

set the room temperature to 21°C. Figure 5 shows the weather data as well as the heat gains and losses. The 

heat losses are just for information and are not used further. 

The data show a clear reduction in heat gains for the wall sections S3 and S4 with lower S. The heat gains 

seem to be systematically lower in the top sections S1 and S3 while the heat losses are higher, which indicates 

temperature stratification in the room. 

  

Fig. 5: Measured daily mean air temperature (red dots), minimum and maximum daily air temperature (grey area), and 

horizontal solar global irradiation (left); summarized heat gains and losses through the wall sections without LWS (right). 

With these data we determined the heat gains for the wall sections S1 and S2 with hypothetical bright plaster 
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according to equations 2 and 3: 

𝑄𝑆1,𝑏𝑟𝑖𝑔ℎ𝑡 =
𝑄𝑆3

𝑄𝑆1
∙ 𝑄𝑆1,𝑚𝑒𝑑𝑖𝑢𝑚   (eq. 2) 

𝑄𝑆2,𝑏𝑟𝑖𝑔ℎ𝑡 =
𝑄𝑆4

𝑄𝑆2
∙ 𝑄𝑆2,𝑚𝑒𝑑𝑖𝑢𝑚   (eq. 3) 

QSi are the heat gains from the measurements of S1 to S4 in this section (red bars in Figure 5 right), QSi,medium 

are the heat gains of S1 and S2 from the measurements in section 3.1, and QSi,bright are the hypothetical heat 

gains of S1 and S2 for the summer measurements in section 3.1 if the wall sections had a bright plaster. This 

estimate can be made under the assumption that the weather boundary conditions during both measurement 

periods are similar. The mean outside air temperature for the measurement period in section 3.1 is 20.1°C 

while that for section 3.2 is 18.1°C. However, the room air temperature in section 3.1 is 24°C while that in 

section 3.2 is 21°C, which should equalize the differences somewhat. The mean daily solar irradiance on the 

south façade for section 3.1 is 8.922  0,446 MJ m-2 d-1 while that for section 3.2 is 11.748  0,587 MJ m-2 d-

1. These values show that there are some differences especially regarding the solar irradiation, which is higher 

in section 3.2. This could lead to relatively more heat gains for the wall sections with medium plaster compared 

to those with bright plaster in section 3.2, which in turn would underestimate the heat gains QSi,bright. 

Nevertheless, this estimation should give a feeling for the effects of the solar absorptance. 

Table 4 gives an overview of the data used and the results. Figure 6 shows a comparison of the heat gains. 

Tab. 4: Measured heat gains for the wall sections S1 and S2 with medium plaster as well as S3 and S4 with bright plaster and 

estimated heat gains for S1 and S2 with bright plaster. All wall sections are without LWS. 

Wall 

section 

Heat gain 

[MJ m-2] 

Description and measurement period 

QS1 2.658  0,080 Medium plaster, section 3.2, measured 

QS2 2.956  0,089 Medium plaster, section 3.2, measured 

QS3 1.728  0,052 Bright plaster, section 3.2, measured 

QS4 1.859  0,056 Bright plaster, section 3.2, measured 

QS1.medium 4.335  0,130 Medium plaster, section 3.1, measured 

QS2.medium 4.942  0,148 Medium plaster, section 3.1, measured 

QS1.bright 2.818  0,085 Bright plaster, section 3.1, estimated 

QS2.bright 3.107  0,093 Bright plaster, section 3.1, estimated 

 

 

Fig. 6: Comparison of the summarized heat gains through the wall sections: S1 and S2 are measured values without LWS and 

with medium plaster (S = 0.6), S1b and S2b are estimated values without LWS and with bright plaster (S = 0.24), S3 and S4 

are measured values with LWS. 
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The data in Figure 6 show that the bright plaster in wall sections S1b and S2b reduces the heat gains to almost 

the same level as the LWS (S3 and S4). While the LWS reduce the heat gains compared to a medium plastered 

wall with S = 0.6 by 38 % to 48 %, they show a much slighter reduction of 5 % to 17 % compared to a bright 

plastered wall with S = 0.24. 

3.3 Winter Measurements 

In a second measurement period from November 22, 2023, to April 5, 2024, we investigated the winter 

performance of three LWS on the south façade. Pictures of the façades are shown in Figure 7 and a list of the 

installed LWS is given in Table 5. 

  

Fig. 7: South façade with three different LWS before the measurement period on September 20 2023 (left) and near the end of 

the measurement period on February 2 2024 (right). 

Tab. 5: Description of the LWS used in the winter measurements. 

Wall 

Section 

System Company Façade area 

S1 Reference without LWS - 1.84 m² 

S2 fytotextile Verticalgreendesign GmbH, Germany 2.57 m² 

S3 greencityWALL floor-design Wand GmbH, Germany 2.57 m² 

S4 Tray system Tech Metall Erzeugungs Handel und 

Montage GmbH, Austria 

1.84 m² 

 

As in the summer measurements, all LWS use the same substrate and the same plant mix. During winter the 

LWS were not irrigated. The holders have no direct contact to the façade with a distance of about 5 cm and the 

sides are all open to wind and rain. 

As there were signs of temperature stratification in the room, additional temperature sensors were installed to 

measure the inside air temperature directly in front of each wall section. With the mean temperature of the 

inside air �̅�𝑖, the mean temperature of the outside air �̅�𝑜, the summarized heat losses Qloss, and the duration t of 

the measuring period, an effective U-value Ueff was determined for each wall section according to equation 4: 

𝑈𝑒𝑓𝑓 =
𝑄𝑙𝑜𝑠𝑠

(�̅�𝑖−�̅�𝑜)∙𝑡
   (eq. 4) 

This evaluation via Ueff corrects for differences in the internal air temperature Ti between the individual wall 

sections. The heat gains measured in winter are so small that they are not considered further. Figure 8 left 

shows the weather data and Figure 8 right depicts the calculated Ueff values of the wall sections for the winter 

measurement period. The weather was mostly moderate with daily mean temperatures between 5 to 10°C and 

one longer frost period in January. It was rainy with very little sunshine until the beginning of March. 
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Fig. 8: Measured daily mean air temperature (red dots), minimum and maximum daily air temperature (grey area), and 

horizontal solar global irradiation (left); Ueff values for the wall section S1 without and the wall sections S2 to S4 with LWS 

(right). *Due to problems with the inside air temperature sensor of S4 only data for the following periods are considered: 

November 22-29, 2023; December 5-6, 2023; December 9 2023 – February 12 2024; March 12-26, 2024. 

On the south façade, the LWS do not improve Ueff very much compared to a reference wall with a solar 

absorptance of 0.6. While LWS S2 and S4 show a slight reduction of 4 % and 1 %, respectively, the Ueff of 

LWS S4 is even 16 % higher compared to the reference wall S1. This is a first indication that LWS can lead 

to greater heat losses, especially when compared to walls with medium to high solar absorptance. Of course, 

facades with medium to high solar absorptances instead have disadvantages in summer. 

3.4 Influence of solar absorptance in winter 

To estimate the influence of the solar absorptance, we estimated the heat losses and Ueff of the reference wall 

S1 for a bright plaster with a solar absorptance S of 0.24 as described in section 3.2. A measurement of S1 

and S3 without LWS between March 17 and May 3 2023 was used as reference. The room temperature was 

set to 21°C. Figure 9 shows the weather data as well as the heat gains and losses. The heat gains are just for 

information and are not used further. 

  

Fig. 9: Measured daily mean air temperature (red dots), minimum and maximum daily air temperature (grey area), and 

horizontal solar global irradiation (left); summarized heat gains and losses through the wall sections without LWS (right). 

QS1.bright was calculated according to equation 2. Table 6 gives an overview of the data used and the results. 

Figure 10 shows the Ueff values of the south wall sections S2 to S4 of Figure 8 compared to the Ueff value for 

S1 with a bright plaster. 

Due to the bright plaster, the Ueff value of S1b is about 19 % higher than that of S1. Consequently, the effect 

of the LWS changes accordingly when compared to S1b instead of S1. While S3 now shows a slight reduction 

in Ueff value of 2 %, the Ueff values of S2 and S4 are lower by 19 % and 17 %, respectively. 
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Tab. 6: Measured heat losses for wall section S1 with medium plaster and S3 with bright plaster and estimated heat losses for 

S1 with bright plaster. All wall sections are without LWS. 

Wall 

section 

Heat loss 

[MJ m-2] 

Description and measurement period 

QS1 7.513  0.225 Medium plaster, section 3.4, measured 

QS3 8.936  0.280 Bright plaster, section 3.4, measured 

QS1.medium 46.17  1.39 Medium plaster, section 3.3, measured 

QS1.bright 54.91  1.65 Bright plaster, section 3.3, estimated 

 

 

Fig. 10: Comparison of the Ueff values of the wall sections: S1 is measured without LWS and with medium plaster (S = 0.6), 

S1b is estimated without LWS and with bright plaster (S = 0.24), S2 to S4 are measured values with LWS. *Due to problems 

with the inside air temperature sensor of S4 only data for the following periods are considered: November 22-29, 2023; 

December 5-6, 2023; December 9 2023 – February 12 2024; March 12-26, 2024. 

4. Conclusions and Outlook 

Measurements on different kinds of LWS were performed in the laboratory as well as on a test façade. The 

laboratory measurements in a Hot-Box system show reduced U-values for all investigated LWS. When rear 

ventilated, the different kinds of LWS perform almost identical with reductions in U-value of 10 % to 13 %. 

Without rear ventilation, the U-value reduction is much bigger ranging from 17 % to 30 % and the LWS 

perform differently, dependent on their design.  

The results on the test façade are considerably more varied. With solar radiation effects included, the 

performance of the LWS on the thermally well-insulated test façade depend strongly on the solar absorptance 

of the reference wall. Compared to a south wall with a medium plaster with S = 0.6, the three investigated 

LWS show only small reductions of a few percent or in one case even lead to 16 % higher heat losses in winter. 

Compared to a reference wall with a bright plaster with S = 0.24, all three LWS show reductions of 2 % up 

to 19 %. 

In summer, the LWS reduce the heat gains through the wall. The effect of the solar absorptance of the reference 

wall is reversed here. While a high solar absorptance helps reduce heat losses in winter it generates high heat 

gains in summer. On the south façade, the two investigated LWS reduced the heat gains by 38 % to 48 % 

compared to a reference wall with medium plaster but only by 5 % to 17 % for a bright plastered reference. 

The positive effects of LWS, lower heat losses in winter and lower heat gains in summer, can also be achieved 

by adjusting the solar absorption of the wall. However, a high solar absorption value in summer leads to 

undesirably high heat gains, while a low value in winter increases heat losses. An LWS shows its advantages 

in both seasons. 

The results also show significant differences between the LWS with some performing better than others. 

Favorable design criteria here appear to be the use of very thick substrate layers, as in the gabion system, and 

 
H. Weinläder et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

143



carrier materials with low thermal conductivity, such as foams as in the Fytotextile system. 

An important fact to mention is that the LWS are elevated in front of the façade, so that no thermal bridge 

effects due to retaining structures or screws are included in the measurement data. These thermal bridges have 

to be taken into account for they can reduce or even overcompensate any savings effects (Tudiwer et al. 2019), 

especially on well insulated façades. 

In a next step, a simulation model shall be validated by the measurements to calculate the energetic effect of 

LWS on different kinds of buildings. 
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Summary 

This study assesses the performance of a PVT+GSHP system using four different PVT collectors, each with 

unique design features, for a multi-family building in Stockholm. Thermal performance coefficients are 

obtained through outdoor testing of each collector under low-temperature conditions, and incorporated into a 

comprehensive dynamic system model in TRNSYS. The study varies the design and array size of the PVT 

collectors and evaluates their impact on the techno-economic performance of the system, considering 

traditional and undersized borehole fields. Technical performance metrics include annual thermal energy 

output, seasonal performance factor and back-up heater utilization, and economic performance is assessed with 

total life cycle cost (TLCC). The results show that when integrating PVTs with GSHP systems, lower collector 

costs should be prioritized over enhanced thermal performance. Despite the finned designs exhibiting a higher 

thermal yield (up to 10%) this only improves the seasonal performance factor by 0.6% compared to non-finned 

designs, but can increase TLCC by up to 5.2%. 

Keywords: Solar heat pumps, techno-economic analysis, PVT plus GSHP, borehole regeneration 

 Introduction 

The integration of photovoltaic-thermal (PVT) collectors with ground source heat pumps (GSHP) has been 

shown to reduce borehole length and spacing, significantly decreasing the land area required for the ground 

heat exchanger (Chhugani et al., 2023; Sommerfeldt & Madani, 2019). One of the key advantages of PVT 

collectors in this context is the low temperature of the working fluid. This characteristic not only facilitates the 

simultaneous cooling of the PV cells, thereby enhancing their electrical efficiency, but also improves the 

thermal performance of the system through increased heat transfer with ambient air (Giovannetti et al., 2019). 

This has led to the investigation and market development of PVT collectors aimed at improving heat transfer 

with ambient air, such as by expanding the heat transfer area with the addition of fins. Additionally, the lower 

temperatures within a GSHP circuit enable the utilization of polymeric materials. However, despite these 

advancements, there remains a gap in the literature regarding the techno-economic comparison of PVT 

collectors with different design features for integration with GSHP systems. Existing studies have 

predominantly focused on performance metrics in isolation, without a comprehensive assessment of the trade-

offs between enhanced thermal output, overall system efficiency, and total life cycle cost. Addressing this gap 

is crucial for informing the design and development of PVT collectors that are optimally suited for GSHP 

applications. The results of this study are anticipated to enhance the understanding of how PVT collectors 

should be designed for this particular application, with a focus on technical and economic metrics.  

 Objectives 

The objective of this study is to identify the techno-economic optimal PVT collector design for integration into 

GSHP systems in the Nordic region. This is achieved by answering the following research questions:  

• How does PVT design impact thermal energy generation in a PVT+GSHP system?  

• How is the technical system performance impacted by the various PVT designs?  

• Is there an economically preferred design approach for PVT as applied to GSHP?  
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 Methods 

This study employs a comprehensive dynamic system modeling approach to evaluate the integration of 

different PVT absorber designs with a ground source heat pump (GSHP) system. The methodology begins 

with outdoor testing to obtain empirical thermal performance coefficients for the studied PVT designs. These 

coefficients are then incorporated into a TRNSYS simulation model tailored to represent a multi-family 

building in Stockholm. By simulating various configurations of PVT arrays and borehole fields, the model 

assesses both the technical and economic performance of the system. This ensures that the analysis captures 

the nuanced trade-offs between thermal energy output, system efficiency, and total life cycle costs across 

different design scenarios. 

The case study for the dynamic modelling is based on the PVT + GSHP TRNSYS model developed by 

Sommerfeldt & Madani, (2019), as shown in Fig. 1. It represents a typical multi-family house in Stockholm 

built between the years 1985 and 2005 with 2,000 m2 of heated floor area. The building's energy needs are 

125 kWh/m2-yr for space heating, 38 kWh/m2-yr for domestic hot water, and 30 kWh/m2-yr for electricity. 

The system includes a variable-speed ground source heat pump with a capacity of 52 kW (B0/W35) at 

3600 RPM. The baseline ground heat exchanger consists of 12 parallel U-tube boreholes, each 300 meters long 

and spaced 15 meters apart. The PVT array features 48, 96, and 144 (maximum array size assumed to fit on 

the roof) connected in a series/regenerative configuration with the GSHP. The PVT collectors are modeled 

using Type 203 (Chhugani et al., 2021), which relies on the empirical thermal performance coefficients of the 

collectors. 

 

Fig. 1. PVT + GSHP simulation model in TRNSYS 

The studied collectors are a sheet and tube (S&T), box-channel polypropylene (BC-PP), finned-tube (FT), and 

box-channel aluminum with 20 mm fins (BC-AL-20), which are described in detail in (Beltrán et al., 2024). A 

representation of the different PVT designs can be seen in Fig. 2. The collectors are evaluated based on four 

key metrics: specific annual thermal energy output (in kWh/m2-yr), seasonal performance factor (SPF4+), 

utilization rate of direct electric backup heater (in percentage of total thermal energy delivered), and total life 

cycle cost (TLCC) in Euros. These results are benchmarked against a baseline GSHP system with a borehole 

field comprising 12 boreholes, each 300 m deep, spaced 15 meters apart and without PVTs. Additionally, the 

same PVT systems are coupled with an undersized borehole field of 6x300 m boreholes and 5 m spacing to 

evaluate if the cost-benefit balance changes.  

The seasonal performance factor is calculated according to eq.1, following the methodology established by 

Sommerfeldt and Madani (Sommerfeldt & Madani, 2019). The SPF4+ metric used in this study is a hybrid of 
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SPF4, as defined by Nordman et al. (Nordman et al., 2012), and SHP+, as presented by the IEA’s T44A38 

program (Hadorn, 2015).  

𝑆𝑃𝐹4+ =
𝑄𝑠ℎ+𝑄𝑑ℎ𝑤

𝐸ℎ𝑝+𝐸𝑝,𝑠𝑟𝑐+𝐸𝑝,𝑠𝑛𝑘+𝐸𝑏𝑏+𝐸𝑏,𝑑ℎ𝑤+𝐸𝑝,𝑝𝑣𝑡
     (eq. 1) 

The total life cycle cost is used to compare the economic performance of the PVT+GSHP systems and is 

described by eq. 2. The main components of the TLCC are investments (Ix), operations and maintenance (OMx), 

and residual value (RVx). The nomenclature for both equations can be found in Tab. 1, whereas the economic 

boundary conditions are presented in Tab. 2.  

𝑇𝐿𝐶𝐶𝑃𝑉𝑇+𝐺𝑆𝐻𝑃 = 𝐼𝐻𝑃 + 𝐼𝐵𝐻 + 𝐼𝑃𝑉𝑇 + 𝑂𝑀𝐸𝐿 + 𝑂𝑀𝐸𝑄 − 𝑅𝑉𝑃𝑉𝑇 − 𝑅𝑉𝐵𝐻  (eq. 2)  

 
Tab. 1: Nomenclature for equations 1 and 2 

Parameter Symbol Unit 

Thermal energy for space heating 𝑄𝑠ℎ  kWhth 

Thermal energy for domestic hot water 𝑄𝑑ℎ𝑤 kWhth 

Electric energy for heat pump compressor 𝐸ℎ𝑝 kWhel 

Electric energy for borehole circuit pump (source) 𝐸𝑝,𝑠𝑟𝑐  kWhel 

Electric energy for heat delivery pump (sink) 𝐸𝑝,𝑠𝑛𝑘  kWhel 

Electric energy for backup heat pump heater 𝐸𝑏𝑏  kWhel 

Electric energy for backup tank heater 𝐸𝑏,𝑑ℎ𝑤  kWhel 

Electric energy for PVT circulation pump 𝐸𝑝,𝑝𝑣𝑡   kWhel 

Investment costs – heat pump 𝐼𝐻𝑃 € 

Investment costs – boreholes 𝐼𝐵𝐻 € 

Investment costs - PVT 𝐼𝑃𝑉𝑇 € 

Operation and maintenance – electricity purchases 𝑂𝑀𝐸𝐿 € 

Operation and maintenance – system equipment 𝑂𝑀𝐸𝑄 € 

Residual value - PVT 𝑅𝑉𝑃𝑉𝑇 € 

Residual value - boreholes 𝑅𝑉𝐵𝐻 € 

 
Tab. 2: Economic boundary conditions 

Parameter Unit Value 

Purchase electricity price €/kWh 0.14 

Wholesale electricity price €/kWh 0.052 

Heat pump cost (w/VAT) € 32,586 

S&T PVT cost €/m2 312.3 

BC-PP PVT cost €/m2 393.0 

FT PVT cost €/m2 524.1 

BC-AL-20 cost €/m2 356.4 

PVT fixed cost € 11,300 

PVT variable cost  €/collector 260.8 
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a) b) c) d) 

 
 

 
 

 
Fig. 2. Representation of a) S&T b) BC-PP c) FT d) BC-AL-20 (Beltrán et al., 2024) 

The thermal performance coefficients of the studied PVT collectors are derived at an outdoor testing facility 

in Stockholm, as described in Beltrán et al., (2024). The thermal output of the PVT collectors is measured 

under a wide range of operating and weather conditions, and a linear multivariable regression analysis is used 

to derive the empirical thermal performance coefficients of each collector according to eq. 3, a simplified form 

of the ISO 9806:2017 standard equation for liquid heating collectors (ISO, 2017). The zero-loss efficiency 

(η0), first-order thermal loss coefficient (c1), the wind dependence of the heat loss coefficient (c3), and the wind 

dependence of the zero-loss efficiency (c6) for each PVT collector design are presented in Tab. 3. Ta is the 

ambient temperature, Tm the mean fluid temperature, G the global irradiance on the plane of the array and u 

the wind velocity. 

 

�̇�𝑡ℎ = 𝜂0𝐺 − 𝑐1(𝑇𝑚 − 𝑇𝑎) − 𝑐3𝑢(𝑇𝑚 − 𝑇𝑎) − 𝑐6𝑢𝐺    (eq. 3) 

 
Tab. 3: Thermal performance characteristics of the different PVT collectors 

Coefficients S&T BC-PP F&T BC-AL-20 

Area [m2] 1.67 1.88 1.99 1.95 

η0 0.410 0.490 0.428 0.566 

c1 [W/(m2.K)] 13.345 13.925 34.502 27.105 

c3 [J/(m3.K)] 4.012 4.026 6.066 5.637 

c6 [s/m] 0.027 0.021 0.027 0.017 

 

 Results 

Fig. 3A shows the average specific annual thermal energy output of the different collector designs throughout 

the 20-year time span, for varying PVT array sizes. As expected, the finned designs provide a higher thermal 

energy output than the non-finned designs due to the enhanced heat capture from ambient air. When compared 

with the S&T, the FT and BC-AL-20 absorbers generate 7.4% and 10.0% higher specific annual thermal energy 

output respectively, for the 48 PVT array size. The thermal output of the BC-PP is higher than the S&T thanks 

to a higher contact area between the fluid and rear side of the PV panel, but lower than the finned designs due 

to a lower heat exchange area with ambient air. As the array size increases, there are diminishing returns on 
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the thermal output due to the increased borehole temperature, and with 144 collectors the specific annual output 

is similar across designs. 

Fig. 3B shows that the addition of 48 PVT of the S&T design can improve the seasonal performance factor by 

1.9% compared to the case with no PVTs, while the finned designs can improve SPF by 2.5%. This shows that 

the effect of the different PVTs on SPF is similar, regardless of the absorber design. Increasing the PVT array 

size to 96 or 144 collectors shows additional improvements in SPF but with diminishing returns (improvement 

of 1.5% and 0.9% respectively for the S&T design). A similar effect is seen in the back up heater use, as shown 

in Fig. 3C. By adding 48 of the S&T PVTs, the back-up heater use is negligibly reduced from 2.21% to 2.01% 

of the total space heating demand. By changing to FT or BC-AL-20, a minimum value of 1.96% is achieved. 

Due to the low impact that PVT collectors have on the overall system efficiency with the baseline borehole 

field, the TLCC of a PVT+GSHP system is higher than that of a GSHP-only system for all the considered PVT 

designs (Fig. 3D). 

 

Fig. 3. A) Annual thermal energy output B) SPF C) Back up heater use and D) TLCC of the different PVT collector 

designs for varying array sizes and the baseline borehole field. *(note that y-axis does not start at zero for SPF and TLCC) 

Since one of the main benefits of PVTs on GSHP systems is the potential to reduce borehole field size and/or 

regenerate degraded borehole fields, an undersized borehole field of 6x300 m boreholes with 5 m spacing is 

also simulated. The results in Fig. 4A show that the specific thermal energy output of the PVT collectors 

connected to an undersized borehole field is 40-45% higher than for the baseline borehole field. This can be 

explained by the fact that in an undersized borehole field, the temperatures in the ground are lower, and 

therefore the heat capture potential of the collector is considerably higher, as seen in Fig. 5. In terms of PVT 

yields for the 48 PVT case, the S&T produces 1,030 kWh/m2-yr, with the FT and BC-AL-20 producing 1,068 

kWh/m2-yr and 1,078 kWh/m2-yr respectively. The specific thermal production is almost equal among the 

different designs since the less efficient PVT collectors result in lower ground temperatures, increased 

temperature differences between ambient and fluid, and therefore comparable thermal generation. It is also 
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worth noting how the thermal production drops as array sizes increase. The specific thermal yield of 144 PVTs 

with an undersized borehole field is lower than that of the baseline borehole field with 48 PVTs 

The impact on SPF and back up heater use is higher in the case of an undersized borehole field, as can be 

observed in Fig. 4B and Fig. 4C. The addition of 48 PVTs of the S&T collectors can improve the seasonal 

performance factor by 7.7% and reduce back up heat from 6.0% to 4.7% of the total space heating supply. As 

observed for the case of the baseline borehole field, there is a negligible difference in system efficiency 

between the different designs, with all SPFs between 2.83 and 2.88, and back up heat supply between 4.7% 

and 4.4%. Increasing the array size to 96 and 144 PVT collectors has diminishing returns, with the SPF of a 

system with 96 of the BC-AL-20 (187 m2) being almost equal to that of a system with 144 of the S&T or BC-

PP collectors (240-244 m2). 

 
Fig. 4. A) Annual thermal energy output B) SPF C) Back up heater use and D) TLCC of the different PVT collector 

designs for varying array sizes and an undersized borehole field. *(note that y-axis does not start at zero for SPF and TLCC) 

There is a clear shift in the economic balance when adding PVT collectors to a GSHP system with an 

undersized borehole field. Fig. 4D shows that the TLCC of a system without PVT is the same as for a system 

with 48 of the BC-PP PVT collectors. If we consider adding 48 of the S&T or BC-AL-20 collectors, TLCC 

can be reduced by 1.2% and 2.0%, making it economically more attractive than the case without PVT. 

However, the more expensive manufacturing process of the FT design is not cancelled out by the higher 

thermal energy output and SPF improvement, which results in a TLCC 5.2% higher than for the case without 

PVT. Lower costs are achieved for the S&T and BC-AL-20 designs when considering 96 PVTs, but in all other 

cases the PVT + GSHP system ends up being more expensive than the GSHP-only. The lowest cost system 

overall is the traditionally sized GSHP without PVT. 
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Fig. 5. 20-year average fluid temperature in the PVT collectors for baseline and undersized borehole fields across 

different PVT array sizes (48, 96, and 144 PVTs). 

 Conclusions 

The results of this work show that when integrating PVT collectors with ground source heat pump systems it 

is necessary to prioritize lower capital costs over enhanced thermal performance. Although the finned designs 

yield a higher annual thermal energy output, it does not translate to an equivalent improvement in system 

efficiency. Fins are a positive feature for this application, only if they can be added at a low cost, as is the case 

of the BC-AL-20. 

It has also been shown that there is no need for large PVT arrays since the best economic results were achieved 

with the lowest array size due to the higher specific heat output. Besides, considering only technical 

performance, increasing the array size has diminishing returns on SPF improvement and back up heat 

reduction.  

Another important aspect to consider is material selection. The only plastic absorber considered in the study is 

the BC-PP, and the annual thermal energy output is higher than for the non-finned metallic counterparts, but 

it comes at a higher manufacturing cost. However, it is still a cheaper option than the finned designs. 

Finally, it is confirmed that there is a greater potential for PVT to be integrated into systems with undersized 

borehole fields than there is in new systems with a well-dimensioned ground heat exchanger. Adding PVT 

collectors can yield positive economic results in those cases. 
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Abstract 

In most cases, the heat and power supply of buildings is still planned and realized separately, including the use 

of renewable energies like photovoltaic and solar thermal. By means of a simulation study, this approach is to 

be changed and holistic solar-based supply concepts for residential buildings are targeted and developed. As 

single family houses, multi-family houses offer potentials for the implementation of solar-based energy supply 

concepts, however they have to be evaluated in terms of the space requirements and the number of stories. 

Based on various solar energy systems and the boundary conditions from building and construction, energy 

supply concepts and design specifications for multi-family houses are derived. The results of a simulation 

study show, that for the building and the measures under investigation a total solar fraction of up to 70 % can 

be achieved. The most suitable area-ratio of solar thermal to photovoltaic is 20/80 to 50/50. 

Keywords: multi-family houses, high solar fraction, simulation, photovoltaic, solar thermal, energy concepts 

1. Introduction 

More than half of the final-energy demand in Germany is related to heating, cooling and air conditioning of 

buildings. On the other hand, there is high potential of solar energy that can be gained directly at the buildings, 

usable to cover major parts of their energy demand. Commonly solar energy concepts for buildings are set-up 

separately for heat and electricity by different designers, planners and installers. Therefore, the market has 

developed to concepts focusing either the thermal aspects or the electrical part of the buildings. On the one 

hand, large solar thermal collector areas and large hot water stores with high thermal capacities are 

implemented to cover high thermal solar fractions of the heat demand. On the other side, for high electricity 

gains large PV-systems are integrated aiming to generate as much electricity as possible and/or to realize a 

surplus in the annual balance of the building demand and production of electricity. Electricity-based concepts 

increasingly often use PV produced electricity to provide heat. In Germany, depending on the remuneration 

for feeding PV produced electricity into the public grid and energy costs, a few years ago, PV systems on 

buildings almost exclusively feed electricity into the grid. By changing in the boundary conditions, gradually 

PV electricity has been used to cover household and operating electricity requirements of the buildings. 

Nowadays the use of PV electricity to provide heat - usually in combination with heat pumps - is a growing 

trend. 

Generally, in most cases at best there is a slight interaction of both concepts – although there is high need to 

achieve cost-effective high solar fractions with acceptance of the investor in both, heat and electricity, to reduce 

costs for non-renewable energy supply. Solar thermal energy and photovoltaics are by no means mutually 

contradictory technologies. In order to counteract this widespread opinion and to provide necessary 

background and recommendations for holistic system solutions aiming for ecologically and economically 

reasonable solar-based heat and power supplies for residential buildings, as a part of the presented simulation 

study, corresponding concepts have been developed. 

2. Solar Energy Buildings and Key Performance Indicators 

A significant reduction of the fossil energy use of buildings can be achieved by utilizing solar thermal (ST) 

and photovoltaic (PV) energy for their operation. IEA SHC Task 66 focus on the development of economic 

energy supply concepts with high solar fractions for single-family houses, multi-story residential buildings and 
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building blocks or distinguished parts of cities (communities) for both, new buildings and existing buildings 

after comprehensive refurbishment. The central component to achieve real Solar Energy Buildings (SEB) is 

the active and passive use of solar energy. 

The feasible solar thermal and solar electrical fractions depend significantly on the clime in that the building 

is located. For central European climate conditions and for households employing e-mobility, according to 

Task 66 the following solar fractions should be achieved: 

• at least 85 % of the heat demand, 

• 100 % of the cooling demand and 

• at least 60 % of the electricity requirements. 

Ahead of achieving these solar fractions by intensive use of solar thermal and solar electric (photovoltaic) 

energy, the focus must be on reducing the energy demand of the buildings. 

To describe, evaluate and/or to compare buildings, so-called Key Performance Indicators (KPIs) are used. 

They can be applied to 

• evaluate and compare different buildings/blocks/communities, 

• evaluate and compare different concepts in one building/block/community, 

• optimize components of the buildings in terms of energy use/flows, economics, ecology etc. 

Note: The aim is to optimize the overall performance of a building. Therefore, all numbers and fractions are 

evaluated from the view of production and not from consumption. Doing so, also heat losses of stores and 

other hidden consumer are considered. By this, in some cases, lower rates as expected might result. 

With respect to the different solar fraction used by Task 66, the following Key Performance Indicators (KPIs) 

are most relevant (nomenclature see chapter 8): 

Total solar fraction fsol,tot  

Fraction of self-generated and self-used PV electricity and useful solar thermal heat referred to the total energy 

used for household and technical purposes in the form of electricity and heat.  

In other words: Energy supplied by the solar part (PV and ST) of a system divided by the total load (electrical 

and thermal). 

𝑓𝑠𝑜𝑙,𝑡𝑜𝑡 =
𝐸𝑃𝑉,𝑡𝑜𝑡−𝐸𝑃𝑉,𝑔𝑟𝑖𝑑+𝑄𝑆𝑇,𝑡𝑜𝑡−𝑄𝑆𝑇,𝑔𝑟𝑖𝑑

𝐸𝑃𝑉,𝑡𝑜𝑡−𝐸𝑃𝑉,𝑔𝑟𝑖𝑑+𝐸𝑔𝑟𝑖𝑑+𝑄𝑆𝑇,𝑡𝑜𝑡−𝑄𝑆𝑇,𝑔𝑟𝑖𝑑+𝑄𝑔𝑟𝑖𝑑+𝑄ℎ−𝑄ℎ,𝑒𝑙
 [%]   (eq. 1) 

 

Thermal solar fraction fsol,th  

Fraction of solar-generated useful heat referred to the total heat consumption. Solar thermal as well as solar 

electric heat generation (heat pumps based on photovoltaic power) are considered.  

In other words: Thermal energy supplied by the solar thermal part of the system and heat supplied by heat 

pumps using PV produced electricity divided by the total thermal load. 

𝑓𝑠𝑜𝑙,𝑡ℎ =
𝑄𝑆𝑇,𝑡𝑜𝑡−𝑄𝑆𝑇,𝑔𝑟𝑖𝑑+ 𝑄𝑠𝑜𝑙,𝑃𝑉𝐻𝐺

𝑄𝑆𝑇,𝑡𝑜𝑡−𝑄𝑆𝑇,𝑔𝑟𝑖𝑑+𝑄𝑔𝑟𝑖𝑑+𝑄ℎ
 [%]       (eq. 2) 

 

Electrical solar fraction fsol,el  

Fraction of electricity generated by a photovoltaic system referred to the total electricity consumption.  

In other words: Energy supplied by the solar electrical part of a system divided by the total electrical load. 

Note that also electricity from PV that is used for heat generation, e. g. by heat pumps or resistance heaters, 

is included. 

𝑓𝑠𝑜𝑙,𝑒𝑙 =
𝐸𝑃𝑉,𝑡𝑜𝑡−𝐸𝑃𝑉,𝑔𝑟𝑖𝑑

𝐸𝑃𝑉,𝑡𝑜𝑡−𝐸𝑃𝑉,𝑔𝑟𝑖𝑑+𝐸𝑔𝑟𝑖𝑑
  [%]       (eq. 3) 
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3. Numerical system simulation - boundary conditions and variants 

In front of the simulation study, the building and construction, building physics and boundary conditions for 

the technical system of the multi-family house and the variants chosen to be examined, are defined. In the case 

on hand a building, which has been monitored by the corresponding author, is used as reference. For this 

building with regard to the KPIs variants and changes have been developed and implemented in numerical 

simulations. The analysis and evaluation of the results focus on the solar fractions and the CO2 emissions. 

Representing the major focus and objectives of Task 66, in this paper only solar fractions and energy values 

are discussed. 

In addition to technical aspects, in order to determine a holistic picture of solar-based buildings, also the 

building requirements will be considered. For heat generation only heat pumps are used. Compared to heat 

pumps, gas boilers or other heat sources that base on combustion hardly require any electric energy and 

therefore does not draw notable renewable electricity from a PV system and/or an electrical storage. Thus, for 

the combustion of fuels, for operation virtually no (renewable) electricity is required - and by this the 

achievable solar fraction will be low. 

3.1. Boundary conditions 

In the simulations, only the technologies for producing heat and electricity are varied. The way distributing 

and transferring the energy for space heating and domestic hot water preparation within the building remain 

unchanged. 

As the reference building has not and German regulations do not provide for cooling in the planning and design 

of residential building, cooling is not implemented. Furthermore, e-mobility is not taken into account. Self-

evident this additional load would significantly reduce the solar fraction related to the building. 

Building data (Bockelmann, 2019): 

• Multi-family house consisting of two buildings with three floors each, in total 12 apartments. The entire 

net floor area of both buildings amount to 1,140 m². 

• The thermal standard of the entire block is 46.3 kWh/(m²a) (see Figure 2). The buildings have flat roofs 

and are orientated 24.3° south-east (orientation of the long building side). 

• Technology: From the architectural point of view, the PV system and the solar thermal collectors should 

have the same tilt angle; considering the performance of the solar thermal collector to serve for space 

heating, the angle is set at 65°. The orientation equals to that of the buildings (24.3° south-east). 

• The building is located in Potsdam (Germany), see weather data in Figure 3 (Meteonorm, 2018). 

Note: In the following the singular term building always mean and refer to the building data given above. 

 

Fig. 1: Energy concept for multi-family house 
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Fig. 2: Electricity demand and demand of thermal energy of the building 

 

Fig. 3: Weather data Potsdam (Germany), average ambient temperature and solar radiation on horizontal 

3.2. Simulation variants 

With regard to the regenerative cover factor of the entire energy demand (solar thermal and solar electric), the 

simulation study determines the variant for which, by a complementary distribution of the shares of solar 

thermal and photovoltaics on the available roof area, the renewable energy used in the building is maximized. 

In addition to the varying proportions of solar thermal collectors and PV area, the influences of the different 

ratios combined with unlike thermal and/or electrical storage have been investigated. Since the influence of 

selected building physics is also to be evaluated, the thermal insulation of the building, in addition to the 

technical variants, is altered. (see Table 1) 

The key data for the variants examined are summarized in the following table. 
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Tab. 1: Simulation variants 

Variation Starting point Changes/ adaptions 

thermal building 

standard 

as build, no changes apart 

from insulation and heat 

recovery of air change for 

the passive house 

“average“– 46.3 kWh/(m²a) = as build (GEG) 

"good“ – 30 kWh/(m²a) 

"very good” = passive house – 15 kWh/(m²a) 

orientation of 

the building 

orientation of PV and ST 

similar to building 
rotation: 0°, 30°, 60° and 90° 

varying storage 

size 
as build 

50, 100 and 150 l/m² referred to aperture area of 

the thermal collector 

0, 0.5, 1.0 and 2.0 kWh/kWp  

(usable capacity of electrical energy storage) 

expansion of the 

area available / 

solar active area 

initial area 108 m² (as build) 
add 50 % (new area 162 m²) 

correspond to approx. 80 % of the roof area 

varying the area 

shares of PV 

and ST 

PV and ST 

(entire area as build) 

0 %/100 % to 100 %/0 % (10 % steps) 

as shown by the first simulations with the system 

as build, a high total solar fraction is reached in a 

range between 20/80 and 80/20 

-> used for further simulations  

orientation of 

PV and ST 

building orientation south 

PV and ST tilt angle 65° 
orientation PV east / west and ST south 

varying the tilt 

angel of PV 

building orientation south  ST – unchanged, tilt angle 65°, orientation south 

PV –tilt angle 30°, orientation south 

PV – tilt angle 10°, orientation east/west 

(tilt angle according to pre-study) 

varying 

efficiency  

(better 

components) 

initial situation (as build) 

PV - 16,1 %  

ST – conventional plate 

collector 

PV – 24 % (very good)  

(source: technology radar Subtask D, (Task 66, 

2024)) 

ST – high performance CPC-collector 

4. Results of the parameter study 

The parameter study shows that not one single concept is best. Rather more, depending on the respective 

evaluation parameter, different variants have advantages and disadvantages. 

However, as a goal of the Task 66 the evaluation of the simulations focuses on solar fractions and also on the 

energy demand, following the question: “How far can fossil energy consumption be reduced?”. It should be 

noted that the results and conclusions given subsequently refer to the building investigated in this study. 

However, most results have general character and will apply to other multi-family buildings too. 

4.1. Influence of electrical and thermal storage sizes (pre-study) 

When considering the capacity of an electrical energy storage, it was found, that the in practice widely used 

capacity of 0.5 to 1.0 kWh/kWp has a noticeable influence on the overall system performance and increases 

the solar-electric fraction. The capacity of 2.0 kWh/kWp has a significantly higher influence but also the 

financial outlay increases significantly as well. 

As the design value for the simulations on hand a value of 1.0 kWh/kWp was implemented. 

With regard to the specific volume of the hot water store, for the multi-family house under investigation a 
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sensitivity analysis including a flat plate collector results in a reasonable value of 100 l/m², referred to the 

aperture area of the thermal collector. In that case a specific storage volume of more than 100 l/m² does not 

lead to a significant increase in the performance of the solar thermal system. On the other hand, a specific 

volume of 50 l/m² decreases the solar fraction of the system by around 5 percentage points, compared to that 

with 100 l/m². 

4.2. Influence of thermal insulation and orientation of the building 

Of course, the better the thermal building standard, the less energy for space heating and by this less electricity 

for the heat pump is needed. Furthermore, it is clear that the further the house is turned from south orientation 

to west (or east), due to decreasing passive solar gains, the more energy for space heating is required. 

With better thermal insulation of the building (lower energy demand for space heating), the orientation to south 

results in higher solar fractions. Moreover, the ratio between produced energy and energy demand increases. 

By enhancing the thermal insulation of the building and turning the building to the south, a total solar fraction 

of up to 45 % can be achieved (Figure 4). In this case the maximum thermal solar fraction amount to 45 % 

(interpolated) and the electrical solar fraction (PV) to 40 % (interpolated) (Figure 5). 

Outcome of the variants for reaching SEB: A low energy building (15 kWh/(m²a)) with orientation south is 

advantageous. 

 

Fig. 4: Total solar fraction – thermal insulation and orientation of building 

   

Fig. 5: Electrical solar fraction (left) and thermal solar fraction (right) – thermal insulation and orientation of building 

4.3. Influence of orientation und tilt angle on the system performance (PV and ST)  

An orientation to south provides the highest solar irradiation and therefore, at first glance, the highest yield. If 

the tilt angle of a south oriented PV module and a thermal solar collector is adapted to archive the highest 

yield, of course the highest solar fraction will be reached.  
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By orienting the systems to south and modify the tilt angle (starting point see Table 1), a total solar fraction of 

up to 45 % can be achieved (Figure 6). The maximum thermal solar fraction amount to 45 % (interpolated) 

and the electrical solar fraction to 42 % (interpolated) (Figure 7). 

Outcome of the variants for reaching SEB: PV modules and solar thermal collectors should be oriented to 

south. PV should have a tilt angle of 30°, while the tilt angle of solar thermal collectors should be 65°. 

 

Fig. 6: Total solar fraction – orientation and tilt angle of solar appliances 

   

Fig. 7: Electrical solar fraction (left) and thermal solar fraction (right)– orientation and tilt angle of solar appliances 

4.4. Influence of efficiency and area of solar applications (PV and ST) 

Self-evident the higher the efficiency and the area of solar applications, the more energy can be generated and 

the higher the solar fraction will be. 

By altering the efficiency and the area of solar applications in a range that is feasible for the given building 

(starting point see Table 1), a total solar fraction of up to 70 % can be achieved (Figure 8). The maximum 

thermal solar fraction amount to 70 % and the electrical solar fraction to 72 % (Figure 9). 

Outcome of the variants for reaching SEB: The efficiency and area of PV and ST should be as high as possible. 

To approach and reach the goals stated in Task 66 for the given building (see Figure 8 and 9), the ratio of the 

net floor area to the area of solar applications (PV and ST) for the 15 kWh/(m²a) building must not be larger 

than 7. The 30 kWh/(m²a) building is approaching the Task 66 target, while the 46.3 kWh/(m²a) building needs 

much more solar area. 
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Fig. 8: Total solar fraction – efficiency and area of solar appliances 

   

Fig. 9: Electrical solar fraction (left) and thermal solar fraction (right) – efficiency and area of solar appliances 

4.5. Energy production, feed-in and electricity purchase from the local grid 

The adaptations of the supply concept and system components mostly result in different energy productions in 

terms of electricity and heat. By improving the system, the yields generally increase (Figure 10). If the concepts 

are adapted according to the mentioned outcomes, the electricity production increases by 144 % that of heat 

by 48 %. 

Since the reduction of the use of fossil fuels was a goal underlying the strive to reach high solar fractions, the 

results show that some adjustments in parallel lead to reduced electricity purchase from the grid. Electricity 

purchase from grid can be reduced by up to 30 %, depending on the measures implemented. At the same time, 

the feed-in of surplus electricity into the public grid increases by 267 %. This can support increasing the share 

of renewable energy in the grid and might in addition have network-friendly effects. (Figure 11) 

   

Fig. 10: Electricity production (PV) (left) and heat production (ST) (right) 
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Fig. 11: Electricity feed in the grid (left) and grid supply (right) 

5. Conclusions 

Using an existing example of a multi-family house in Germany, by means of system simulation solar energy 

supply concepts have been investigated systematically. With focus on technical and energy efficiency, various 

building designs and technical systems have been analyzed and compared with each other. The aim was to 

show which concepts and approaches for integrating solar thermal and photovoltaic systems can be used to 

achieve high solar fractions and thus most climate-neutral energy concepts.  

The study was based on the definitions and objectives of IEA SHC Task 66. The aims defined in Task 66 

announce thermal solar fraction larger than 85 % and electric solar fraction above 65 %. 

The evaluation of the results of the simulations show that there is not one best concept. Depending on the 

respective parameter different system designs and variants have advantages and disadvantages. 

The results documented in this paper are valid for the specified building including the defined insulation 

standards and a thermal store of 100 l per square meter aperture area of a thermal collector. With respect to the 

photovoltaic system an electrical storage with a useful capacity of 1 kWh/kWp has been implemented. 

The following findings have been derived: 

• For the building under investigation and the mentioned measures, the goal for renewable electricity 

production, given by Task 66, can be achieved - for thermal energy it cannot. 

• Measures to achieve a high solar fraction in a multi-family house are 

o Building insulation standard and orientation: Reduce the energy demand as much as possible 

-> very good thermal building standard -> 15 kWh/(m²a) is needed. 

o Orientation and tilt angle of solar applications: All systems should be orientated south. PV 

should have a tilt angle of 30°, solar thermal collectors should have a tilt angle of 65°. 

o Efficiency of the systems: Very good component and system efficiency are needed.  

o Area of system: Ratio between net floor area and area of solar applications (PV and ST) for 

the 15 kWh/(m²a) building should not be greater than 7. The 30 kWh/(m²a) building is 

approaching the Task 66 target, while the 46.3 kWh/(m²a) building needs much more solar 

area. 

• The feed-in of surplus PV electricity into the public grid decreases with an increase in the size of the 

solar thermal system because less PV electricity is produced.  

• Enhancing the system might lead to a reduction of electricity supply from the grid. The electricity 

supply for the building can be reduced by up to 30 %. 

• At the same time the feed-in of surplus electricity into the public grid increases by more than 250 %. 

This can support increasing the share of renewable energy in the grid and might in addition have 

network-friendly effects. 
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With regard to the solar fractions (with all measures included) the following results can be presented: 

• Total solar fraction: → up to 70 % 

Variants with high total solar fraction range from a ratio between ST and PV of around 20/80 to 50/50. 

The total solar fraction increases with the size of the solar thermal collector, but in order to be able to 

cover household electricity, a minimum proportion of photovoltaics should be available.  

• Thermal solar fraction: → up to 70 % 

It is evident that electricity-oriented heat generation benefits from PV systems. As the PV system 

becomes smaller, this fact of an electricity-oriented concepts is reduced. On the other hand, due to its 

greater area efficiency, a solar thermal application may overcompensate this effect. Of course, the 

maximum thermal solar fraction is generated by a ratio of ST to PV of 100/0. 

• Electrical solar fraction: → up to 65 % 

The smaller the PV area, the lower the share of solar electricity coverage. Self-evident the maximum 

electrical solar fraction is generated by a ratio of ST to PV of 0/100. To reach the target for the 

15 kWh/(m²a) building the ratio between net floor area and PV area should around 7. For building with 

higher energy demand ratio lower than 7 are mandatory. 
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8. Nomenclature 

Symbol Definition Unit 

Egrid energy (electric), electricity from grid kWh 

EPV,grid energy (electric), generated by photovoltaics, feed into grid kWh 

EPV,tot energy (electric), generated by photovoltaics on site, total (AC) kWh 

GEG Gebäudeenergiegesetz 

Act on Energy Conservation and the Use of Renewable Energies for 

Heating and Cooling in Buildings (Germany) 

 

KPI Key Performance Indicator  

PV Photovoltaic  

Qgrid energy (thermal), delivered from a thermal grid, e.g. a district heating 

system 

kWh 

Qh/c energy (thermal), generated from a heating/cooling system; space heating 

as well as domestic hot water 

kWh 
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Symbol Definition Unit 

Qh,el energy (thermal), generated through electrical energy 

e.g. heat from a heat pump or a heating element 

kWh 

Qsol,PVHG energy (thermal) based on solar-electric heat generation powered by 

photovoltaics in combination with e.g. electrical heating elements or heat 

pumps 

kWh 

QST,grid energy (thermal), generated by a solar thermal collector, feed into a 

thermal grid / District Heating System 

kWh 

QST,tot energy (thermal), generated by solar thermal collector/systems in total kWh 

SEB Solar Energy Building  

ST Solar thermal   
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Abstract 

Heat pumps achieve higher efficiency (COP) if the water temperature at which they reject heat is lower. A 

method to lower this temperature is by increasing the capacity of the hydronic heating system. A larger heating 

system can deliver the same amount of heat at a lower water temperature compared to a smaller system. 

However, the relationship between heating capacity and COP varies depending on the system. To quantify this 

for a hybrid air-to-water heat pump, a hardware-in-the-loop method was employed. The heat pump was tested 

in a climate chamber, connected to a virtual house and hydronic radiator heating system. Tests were repeated 

with upgraded radiators (from Type 22 to Type 33) and finally with a revised weather compensation curve. 

The case study demonstrated that the increased radiator capacity and adjusted weather compensation curve 

resulted in a COP increase of approx. 0.4 (approx. 10%). 

Keywords: (hybrid) heat pump, hardware-in-the-loop (HIL), COP, hydronic radiator,  weather compensation 

curve, emulator 

1. Introduction 

The relationship between heat pump supply water temperature and radiator capacity is a fundamental aspect 

of heating systems. Understanding the complexity between these two parameters is essential for optimising 

heating system performance, achieving thermal comfort, and minimising energy consumption. It is generally 

known that with larger radiators, the heat pump can operate at a lower water temperature while maintaining 

the desired indoor temperature. This increases the heat pump's efficiency, potentially leading to lower energy 

consumption and reduced operating costs. 

The hybrid air-to-water heat pump, a system that combines a conventional heat pump with an (existing) gas 

boiler, offers an effective retrofit solution for homes in the Netherlands, where most households are already 

equipped with gas boilers. This study therefore focuses on hybrid air-to-water heat pumps and examines the 

impact of radiator capacity on their performance. Testing was conducted at TNO’s Heat Pump Application 

Centre (HPAC) in the Netherlands, where actual water-based hardware, such as air-to-water heat pumps, can 

be tested in a simulated outdoor environment, paired with a fully dynamic house model, including a heating 

system. This approach combines the modeled load with actual hardware, providing better insights into how a 

hybrid heat pump performs under real-world conditions compared to static testing methods or purely model-

based approaches - especially when interactions are complex to model. 

In addition to providing more realistic system dynamics, the setup is well-suited for parametric measurements 

which enable the investigation of the radiator capacity effect under the same conditions - this is normally very 

challenging with standard field measurements in practice. Consequently, this paper explains how this setup, 

called hardware-in-the-loop (HIL), uses these parametric studies to quantify the impact of radiator capacity on 

hybrid heat pump performance. 

2. Method 

As part of a government-funded research program in the Netherlands, the performance of hybrid heat pumps 

is measured in a hardware-in-the-loop (HIL) setup. The general idea of the HIL is that the tested (hybrid) heat 

pump does not ‘know’ that it is in a test environment. This is achieved by bilaterally coupling the (hybrid) heat 

pump to a house model with a heating system running in real-time. The general structure of the HIL is shown 

schematically in Figure 1. The interaction between the hardware and software is represented by dashed lines. 
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Fig. 1: Description of test setup. Left: hardware environment with climate chamber, heat rejection rig and thermostat. Right: 

software environment with house, radiators and weather scenario. Dashed lines are data connections. 

 

The typical operation of the HIL setup is as follows: The climate chamber provides time-dependent ambient 

conditions, i.e. temperature and humidity, based on a predefined reference weather profile. The heat pump 

operates according to its internal control logic. The generated heat is then transferred to the heat emitter model 

(e.g. radiator or underfloor heating) in the house model. The room thermostat and heating system water 

temperatures are calculated based on the dynamic heat balance equation in the models. The calculated return 

water temperature is sent to the heat rejection rig as a setpoint so the heat pump. Finally, the heat rejection rig 

conditions the water and sends it to the heat pump back. 

 

2.1. House model 

A dynamic multi-zone house model was developed using the Type 56 within TRNSYS 18 (Klein, 2017), 

representing a terraced Dutch housing typology of the late 1980s to early 1990s. These houses typically have 

three floors. The ground floor includes the living room, kitchen, and entrance. The first floor comprises the 

bathroom, hallway, and all three bedrooms. The top floor is attic space, assumed to be unheated. The useful 

area, excluding the attic, is 109 m² (SenterNovem, 2007). Each space in the house was defined as a thermal 

zone, leading to a total of 9 zones. 

Typical thermal resistance properties (Rc/U values) of this housing typology were obtained from (Agentschap 

NL, 2011). To accurately model the thermal mass, specific attention was paid to determine the typical 

construction details of the building envelope, interior walls and floors, but also the presence of furniture. 

Additionally, an advanced ventilation model was integrated into the house model using TRNFlow in TRNSYS 

18 (Transsolar Energietechniek GmbH, 2009). TRNFlow allows modelling air exchange through the building 

envelope and between thermal zones, considering driving forces such as wind pressure and buoyancy. Only 

natural ventilation is present in the house model. Therefore, air is primarily supplied via ventilation grilles and 

extracted by passive exhaust ducts in the kitchen, bathroom, and toilet, according to the requirements from the 

Dutch Building Code (Nederlands Normalisatie Instituut, 1975; 2001). Infiltration was also implemented into 

TRNFlow based on a qv;10 value (the infiltration flow at a pressure differential between inside and outside of 

10 Pa) of 222 dm3/s based on NTA 8800 (Nederlands Normalisatie Instituut, 2019) and it was distributed over 

the building envelope based on (Vereniging Leveranciers Luchttechnische Apparaten, 2019). 

The main sources of internal heat gain are occupancy, appliances, and lighting. For occupancy, a two-person 

household with one child was assumed. Occupancy profiles per person per room were obtained from 

(Vereniging Leveranciers Luchttechnische Apparaten, 2019) and the same daily profile was iterated in the 
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simulation. In order to incorporate the heat gain released by the appliance and lighting, the yearly electricity 

consumption of approx. 3300 kWh was assumed. The daily appliance and lighting schedules were created 

based on the defined occupancy profile and the monitored cases of multi-occupancy houses with a child 

(Zimmermann et al., 2012). Not all electrical use was assumed to result in room heating, for example, a washing 

machine and dishwasher use a significant amount of electricity, rejecting most of the heat via the sink. 

The nominal heat load (peak load) of 6 kW was calculated under design conditions (an ambient temperature 

of -10°C, a wind speed of 5 m/s, and no solar or internal gains) for this house. The annual heat demand for 

space heating was estimated to be between 7.3 and 7.9 MWh, which is equivalent to Label B, based on the 

CBS gas consumption data (Centraal Bureau voor de Statistiek, 2021). 

 

2.2. Radiator model 

The modelled house is heated using only radiators as heat emitters. Since the radiators are coupled to the 

(hybrid) heat pump, their behaviour is crucial for the system's performance. Each radiator in the house is 

modelled separately and coupled to the house model. The model follows the EN442 standard (Nederlands 

Normalisatie Instituut, 2014) for characterizing radiator thermal performance, with added thermal inertia to 

capture dynamic responses. Validation of the model was carried out against extensive measurements conducted 

on panel radiators.  

 

Thermal output and heat pump defrosting 

If an air source heat pump defrosts via a reverse cycle, heat is removed from the radiator circuit. In practice, 

this means that the water inlet temperature of the radiator drops below the water outlet temperature. Radiators 

do not work optimally if the hot water inlet is connected to the bottom and the cold water outlet is connected 

to the top. The buo yancy of the water normally stratifies the internal volume with the hot water at the top. 

Temporarily reversing the connections thus short-cuts the radiator. This results in only a small fraction of the 

thermal inertia of the water being used and the temperature at the water outlet of the radiator drops much faster 

than is expected based on the full radiator volume. The effect of this shortcutting can be seen in Figure 2, by a 

drop in temperature of the radiator body on the connection side during the defrost. After the defrost the 

temperature recovers again and the stratification resumes. This phenomenon was integrated into the radiator 

model and validated through extensive testing. 

 

 
 

Fig. 2: Left: Thermal image of a panel radiator during a heat pump defrost (reverse) cycle. The hydronic connections are on the 

right side. The purplish (colder) area on the right side indicates shortcutting of water flow. The black veins’ are thermocouple 

wires. Right: The graph displays the results of the radiator model with and without defrost logic. The red line shows the 

measured mean inlet and outlet temperatures of the radiator, compared with the model results: with defrost logic (blue) and 

without defrost logic (green). 
 

Thermostatic radiator valves 

Thermostatic radiator valves (TRVs) are a common means of controlling room temperatures outside the zone 

containing the main heating system thermostat. Therefore, it was assumed in the modelled house that each 

room radiator (except for the living room) is equipped with a TRV. In the model, TRV setpoints of 20°C for 

the kitchen, 22°C for the bathroom, and 18°C for the bedrooms, hallway, and entrance were used. These values 

are based on ISSO 51 (ISSO Kennisinstituut voor de Installatiesector, 2009). 
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The TRV model was created based on EN215 (Nederlands Normalisatie Instituut, 2014) including the physics 

of the measuring body’s time constant, valve hysteresis and the effect of water temperature on the sensed 

temperature of the body. It senses the room air temperature and adjusts the valve with proportional control. 

The model then calculates water flow resistance for the heating system circulation pump and allocates flow 

distribution between radiators. In the tested heat pump this effect is achieved by adjusting a calibrated flow 

control valve in the heat rejection rig, ensuring the connected hybrid heat pump experiences the same flow 

resistance as the modelled heating system. 

 

2.3. Heat rejection rig 

The heat generated in the form of warm water is typically delivered to a heating circuit in the house, such as 

radiators or underfloor heating. To emulate this connection, a purpose-built rig is used. This rig adjusts the 

temperature of the return water to the heat generator by means of cooling or heating. This way the entering 

water temperature of the physical heat pump is equal to the temperature calculated by the computer model of 

the heating circuit. Additionally, the hydraulic resistance of the heat rejection rig is controlled using a 

motorized valve to mimic the variation caused by thermostatic radiator valves in the model.  

 

2.4. Hybrid heat pump 

The HIL tests were conducted using a commercially available hybrid heat pump, selected by the manufacturer 

as a suitable match for the modelled house described in Section 2.1. The thermal specifications of the unit 

based on the manufacturer’s catalogue are presented in Table 1. 

 

Tab. 1: Thermal specifications of the unit based on the manufacturer’s catalogue 

HP thermal capacity [kW] 5.5  at 2 °C ambient and 35°C leaving water 

HP thermal capacity [kW] 4.8  at -10 °C ambient and 35°C leaving water 

HP SCOP [-] 3.3  with 55 °C leaving water temperature for an average climate  

Boiler thermal capacity [kW] 25  at 80 °C leaving and 60 °C return water temperatures 

 

The unit was hydraulically connected in accordance with the manufacturer's recommendations for the modelled 

house type. As shown in Figure 3, the air-to-water heat pump is located in the laboratory’s climate chamber 

and all indoor parts of the hybrid (gas boiler, indoor unit, etc.) are located in the general lab area. The indoor 

unit contains a header, mixing valve, and circulation pump, enabling controlled mixing of the gas boiler and 

heat pump circuits (note that the header and mixing valve are not drawn in Figure 3). 

The tested unit offers several configuration settings to tune system performance, such as the weather 

compensation curve1, the switch-over point2 between the heat pump and boiler, and room thermostat 

compensation3. For these settings, the manufacturer's recommendations for the selected house type were 

followed to mimic the unit's performance in a real-world application. Additionally, the living room thermostat 

was set at 20 °C without a night setback.  

 
1 It is the process of adjusting the heating water temperature with the outdoor temperature. It is typically set via selection 

of pre-set curves, or by manual definition of the line. In the Netherlands, the maximum heating water temperature of the 

curve is set at -10°C ambient temperature (design condition).  
2 It is a function for blocking the boiler and heat pump operation with respect to outdoor temperatures and/or COP threshold 

(e.g., the boiler does not operate above x°C and the heat pump does not operate below y°C, or heat pump does not operate 

below certain COP).  
3 It is about how the room thermostat temperature influences the target water temperature. Some units include functions 

that adjusts the target water temperature based on room temperature. However, it was not always clear what the function 

is doing. Some of these settings include numerical input values, others include an option to switch on/off a feature or to 

select a correction method via a choice of correction type.   
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Fig. 3: Hydraulic configuration of the test setup 
 

It should be emphasized that there was no additional information regarding the systems’ control other than that 

available from the product manual because there was no interaction with the product design engineers or 

software programmers during the project, therefore, the control logic of the unit was essentially black box. In 

the following sections, some commentary is therefore made regarding notable operational characteristics of 

the unit. 

 

2.5. Interface with the room thermostat 

The heat pump controller usually uses the room thermostat temperature as a control feedback. To ensure proper 

operation of the system, the thermostat should read the correct room temperature. In the HIL setup, the real 

reference sensor is removed and replaced by a virtual sensor, which emulates a temperature coming from the 

house model at the assumed thermostat location. 

 

2.6. Data acquisition 

The setup was extensively instrumented with calibrated instruments, as illustrated in Figure 3. Data acquisition 

was performed using in-house data acquisition software and hardware, with a sampling interval of 10 seconds. 

On the hydraulic side, water temperatures at the inlet and outlet of each heating system component were 

measured, along with all water flow rates. On the air side of the heat pump, sensors for air temperature (in and 

out) and relative humidity were installed. Additionally, electrical power is measured individually for each 

component of the hybrid (heat pump, gas boiler and indoor unit) as well as boiler gas consumption. The flow 

measurement combined with calculated density and the temperature difference across different components is 

used to calculate generated or absorbed heat. These instruments combined provide full information on the 

energy balance of each component. 

 

2.7. Reference weather days 

As the HIL tests are conducted in real-time, it is impractical and undesirable to extend the testing period 

excessively. Therefore, six reference days (-5, -1, 2, 4, 7, and 12-degree days) were derived from NEN5060 

(Nederlands Normalisatie Instituut, 2008). These days are selected to cover a range of average daily 

temperatures throughout the heating season, ensuring that the conclusions are applicable across the entire 

period.  

The reference year was sorted into days with the same daily average dry bulb temperature when rounded as an 

integer (referred to as temperature bins in various sources). Taking the average hourly temperatures of the days 

within the integer bins results in a somewhat flattened temperature profile so the difference between the hourly 

values and the daily average was scaled (increased) to match the median standard deviation of the days within 

the bin. The relative humidity (RH) of all hours in the year was correlated with the dry bulb temperature. Using 
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this correlation, hourly values of RH were assigned according to dry bulb temperature in the weather files of 

the 6 reference days. A solar radiation profile per average temperature day was needed, so using the same bin 

method as for dry bulb temperature the average solar radiation per hour was used for each reference test day. 

 

2.8. Preconditioning and an actual test day 

Since the test days are analogous to “snapshot” days in a heating season, it is important to precondition the 

house model with similar weather days. This ensures that the various construction elements reach appropriate 

temperatures at the start of the actual HIL test, thereby minimising the thermal buffering effect. This was 

achieved by running a preconditioning period of house and heating system simulation for 4 simulation days1 

with a looped reference weather day before the actual HIL became operational, as illustrated in Figure 4. For 

this period, a fictitious and simplified heat generator and a control were included. 

 

24 hour real time test period
Actual Test

2 hours in real time, whole-system 
preconditioning period 

94 hour simulation-only 
preconditioning period. 
Approx. 1 hr in real time

00:00 24:00 94:00 96:00

Simulation time

120:00

 
Figure 4: Arrangement of preconditioning and actual test day 

 

This period was followed by the actual HIL for a simulated time from 94:00 to 96:00, allowing for some 

preconditioning time for the hardware (e.g., heat pump, boiler, heat pump controller, and heat rejection rig) as 

well. Finally, the actual test ran for a 24-hour period, beginning at 96:00 simulation time, which corresponds 

to 00:00 clock time at the start of the test day, as illustrated in Figure 4. 

3. Parametric study: Radiator capacity 

The HIL setup is not only useful for obtaining more realistic system dynamics but also quite suitable for 

parametric measurements in which the radiator capacity effect can be investigated purely while other factors 

remain the same. However, this is very challenging with standard field measurements in practice. In the HIL 

setup, there is full control over the model and the parameters can be adjusted easily. Simply said, the setup 

allows us to install larger radiators in the modelled house without any plumbing work. 

Using this advantage of the setup, three test cases were defined, as shown in Table 1. While the hybrid heat 

pump and the house model remained the same, the radiator capacity and the weather compensation curve were 

varied. The initial case (Case 0) was conducted as a baseline scenario with the original radiator capacity of 9 

kW at 75/65/20°C2 and a maximum water temperature of 55°C3 on the weather compensation curve at an 

outdoor temperature of -10°C. All radiators were assumed Type 22 which is with 2 plates and 2 convectors. 

Then, in Case 1, while keeping the dimensions (length and height) the same, the radiators were upgraded from 

Type 22 to Type 33 (3 plates and 3 convectors) which brings approximately a 50% capacity increase (Radson, 

2020).  During this case, the weather compensation curve was kept the same as the base case. Upgrading the 

 
1 The number of days depends on house type (heavy/lightweight) and other conditions such as night setback, 

heated/unheated attic, etc. Therefore, each house model used in the HIL setup needs to be analysed carefully before starting 

the test. 
2  It is the typical Dutch radiator design condition, representing the radiator inlet, outlet and room temperatures respectively. 
3 The weather compensation curve was set by the installer according to standard practices for the similar type of houses. 
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radiators could be done with underfloor heating, low-temperature convector, radiator booster fan, etc. 

However, the purpose of the article is not to do a techno-economic analysis on retrofitting the heating emitters, 

but rather to show the impact of the radiator capacity on the (hybrid) heat pump performance. Finally, the 

maximum water temperature of the weather compensation curve was reduced to 50°C in Case 2 while keeping 

the radiator capacity the same as in Case 1.  

 

Tab. 1: Cases for the parametric study 

Parameters Case 0 Case 1 Case 2 

Radiator 

Type 22  

9 kW nominal capacity 

at 75/65/20°C 

Type 33 

13.6 kW nominal 

capacity at 75/65/20°C 

Type 33 

13.6 kW nominal 

capacity at 75/65/20°C 

Weather 

compensation curve 

Maximum water 

temperature of 55°C at 

an outdoor temperature 

of -10°C 

Maximum water 

temperature of 55°C at 

an outdoor temperature 

of -10°C 

Maximum water 

temperature of 50°C at 

an outdoor temperature 

of -10°C 

 

An important factor in this study is the original design capacity of the radiator: non-representative estimations 

may lead to misleading conclusions. Defining a realistic installed radiator capacity, however, is challenging 

due to a lack of availability of past building regulations1 for existing Dutch buildings. There are reasons to 

expect radiators to be oversized, for example, related to design safety margins, allowances for intermittency 

and risk aversion with respect to underheating. Therefore, to estimate the radiator capacity in the modelled 

house, a sizing factor of 1.5 was applied to the nominal heat load (6 kW) of the house under design conditions 

(an ambient temperature of -10°C, a wind speed of 5 m/s, and no solar or internal gains). This is equivalent to 

a nominal capacity of 9 kW at 75/65/20°C. 

A recent field measurement done with a representative dwelling sample2 concludes that 80% of existing 

radiator systems can provide the required heating at the nominal condition with a supply temperature of 60°C 

and is largely independent of building type, construction period or specific annual heat demand (Pothof et al, 

2022; 2023). Note that the study presumably includes some houses that have been renovated with heat loss 

reduction measures. This will also make the radiators “oversized”, but doesn’t mean the original system was, 

or at least not by as much as the analysis might suggest. Nevertheless, the sizing factor is considered to be a 

reasonable sizing estimate but is still subject to some uncertainty. 

4. Test results 

All cases defined in the previous section were tested in the HIL setup over 3 reference weather days with 

average ambient temperatures of -1, 2 and 4°C. These days account for a significant part of the heating season 

in the Dutch climate (Nederlands Normalisatie Instituut, 2008). This section will present some observed results 

of the parametric study as well as the control characteristics of the unit. 

 

4.1. Control characteristics of the unit 

The setup allows for highly detailed monitoring of the performance of the tested unit. Figure 5 illustrates the 

measurements of temperature (thermostat, supply, and return temperatures), flowrate (main circuit and boiler 

circuit), and power (thermal and electrical) for Case 0 on a reference weather day of 4°C. Also, the weather 

compensation curve is shown in the figure and it was calculated based on a linear correlation, which slightly 

differs from the unit's set curve but still serves as a good indicator. 

When the unit switches on, it controls in such a way that the heat pump leaving water temperature targets the 

temperature calculated from the weather compensation curve (Figure 5, plot 2). Initially, it requires a high 

 
1 The first known regulation on this topic was ISSO51 (ISSO Kennisinstituut voor de Installatiesector, 2009). 
2 A sample of 187 dwellings distributed over building typology (detached, corner, terraced, apartment, etc.) and 

construction period (before 1974, 1974-1992 and after 1992). 
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output to achieve this, since the heating water was cold from the heat pump being off before. Note that some 

heat pumps have a start-up sequence for returning oil to the compressor resulting in medium to high heat 

output.  

During the period from 12:00 to 24:00 hours, the unit is periodically switching on and off. Since the required 

heat output of the unit is lower than the capacity at minimum modulation it runs in a type of pulse width 

modulation. During a colder period from 00:00 to 12:00 hours, the unit operates at minimum capacity for an 

extended period, even though the supply temperature and thermostat are consistently under. Various settings 

on how the room temperature affects the working of the heat pump are provided by the manufacturer. These 

were all set to default as it was commissioned by an installer appointed by the manufacturer and not reviewed 

in this work. 

 

 
Fig. 5: The typical operation of the unit. The measurements of Case 0 on a reference weather day of 4°C.  

 

It is important to note that there is no boiler operation during this test. The unit utilizes the boiler primarily 

during defrost periods, which is evident on reference weather days with temperatures of -1°C and 2°C. During 

defrost, the boiler reaches a maximum capacity of around 20-25 kW, causing a sudden increase in the supply 

temperature, followed by an overshoot in the room thermostat temperature. 

 

4.2. The results of the parametric study 

Figure 6 illustrates the daily average water temperature, COP, and thermostat temperature for each test day. 

Initially, radiator capacity was increased by replacing the radiators from T22 with T33 while keeping the 

weather compensation curve the same (from Case 0 to Case 1). As expected, increasing the radiator capacity 

increases the heat output of the radiators at lower supply temperatures. This heat output is actually higher than 

needed, as the room thermostat temperature averaged over the 3 days is above 20°C, and approximately 0.6°C 

higher than in Case 0. With this change, only a limited increase in COP was achieved as most of the benefit of 

increased radiator capacity was in improving comfort (room temperature closer to the setpoint) which was at 

times a bit low for case 0. 

Therefore, the maximum water temperature of the weather compensation curve was adjusted from 55°C to 

50°C at -10°C outdoor temperature in order to optimise the system performance (from Case1 to Case2). After 
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lowering the weather compensation curve, the thermostat temperature remained around 20°C with a lower 

supply water temperature. Consequently, the COP of the system increased by approx. 0.4 (approx. 10 %) on 

average due to increasing radiator capacity and adjusting the weather compensation curve. In fact, the heat 

emitted to the house was still greater (as shown by the daily average thermostat temperature) than in the base 

case. 

 

 
 

Fig. 6: Result of the parametric study; top left: daily average heat pump water temperature, top right: Heat pump daily COP, 

bottom: daily average thermostat temperature. 

 

This indicates that lowering the maximum water temperature of the weather compensation curve from 55°C to 

50°C (from Case1 to Case2) was not sufficient to compensate for the increase in radiator size (from Case0 to 

Case1). Based on these numbers it can be estimated that lowering the maximum water temperature of the 

weather compensation curve by another 2-3°C will increase the COP difference between Case 0 and Case 2 

and will show the isolated effect of upgrading the radiator system to be higher than the found 10%. 

It is worth emphasising here that these parametric measurements were carried out for -1, 2, and 4°C reference 

weather days only. These represent a significant part of the heating season in the Dutch climate (Nederlands 

Normalisatie Instituut, 2008). Therefore, it provides valuable insights into what is the impact of radiator 

capacity on heat pump performance. However, it is not enough to draw a conclusion about the seasonal 

performances. Besides, the control mechanism of this particular (hybrid) heat pump primarily relied on the 

weather compensation curve. The influence of the room thermostat compensation was not noticeable. 

Consequently, the unit conditioned the house at different room temperatures for the same reference weather 

day, depending on the specified weather compensation curve temperature and the defined radiator capacity. 

For instance, in Case 2, the thermostat temperature is higher than in Case 0. This led to more heat being 

transferred to the house however with better performance (COP). Therefore, directly comparing energy 

consumption between these cases can be misleading. With a better room thermostat compensation, the unit can 

maintain approximately the same thermostat temperature across all cases, allowing for a more accurate 

comparison of energy consumption. 

Additionally, the impact of an incorrectly set weather compensation curve can be inferred indirectly from the 

results. In Case 0, a low weather compensation curve causes a reduction of the room thermostat temperature, 

which could lead to thermal comfort issues. Also, the most significant increase in the coefficient of 

performance (COP) occurs between Case 1 and Case 2 (approx. 7 %). This indicates that simply upgrading the 

heat emitter is insufficient; the weather compensation curve must be adjusted as well. This demonstrates the 

substantial influence of the installer on the unit's performance, especially for units without or with weak room 

thermostat compensation. 
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5. Discussion and Conclusion 

The work presented in this paper demonstrates the successful creation of a HIL setup that can be used not only 

for obtaining more realistic system dynamics but also for facilitating comprehensive parametric studies. The 

repeatable nature of the setup allows for parametric studies to be performed, which is normally very 

challenging with standard field measurements in practice. In the HIL setup, there is complete control over the 

systems, meaning that the parameters can be adjusted, and the test can be run under the same conditions.  

Through parametric studies, the HIL setup quantifies the impact of radiator capacity on hybrid heat pump 

performance. The results show that for a house with a 6 kW design heating load and a 9 kW radiator capacity 

at 75/65/20°C, upgrading the radiators from Type 22 to Type 33 (approximately a 50% increase in capacity) 

results in an increase in the performance of the hybrid heat pump by more than 10%, based on the average of 

three reference weather days (-1, 2, and 4°C). 

An increase in the COP can indirectly influence the gas consumption in the hybrid heat pump. Typically, 

hybrid heat pumps switch from the heat pump to a gas-fired boiler based on the available heat pump capacity 

and a switchover COP, which is determined by economic or ecological considerations. Increasing the COP by 

lowering the water temperature thus reduces the use of gas-fired boilers and can also reduce the overall gas 

consumption in hybrid heat pumps. 

Although this study shows that the HIL setup is quite useful in providing valuable insights into the influence 

of radiator capacity on heat pump performance, the test cases represent an example of a specific situation with 

limited weather conditions. For that reason, it is not sufficient to establish a more general conclusion between 

radiator capacity and the (hybrid) heat pump performance. Future work will therefore focus on extending the 

current study to include different construction years and insulation levels of the house, as well as varying 

radiator sizes (undersized, perfectly sized, and oversized) and different heat pump capacities. Additionally, the 

work will involve designing usable tools for assisting with techno-economic choices such as upgrading 

radiators.  

Ultimately, more insight into this relationship can help homeowners and installers to make well-founded 

decisions related to selecting the (hybrid) heat pump system and changing/upgrading the heat emitter system 

in an existing dwelling. A financial trade-off can then be made between the costs of upgrading heat emitters 

and potential energy savings due to higher system efficiency. 
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Abstract 

This work is focused on sizing electrical storage based on Li-ion batteries in combination with a 

thermochemical (TCM) storage for a system, driven by photovoltaic thermal (PVT) collectors coupled to a 

vapor compression heat pump, that provides heating, cooling, domestic hot water (DHW) and electricity in 

residential buildigs. 

A sensitivity analysis of the electrical storage system is performed considering two sizes for the TCM storage 

to minimize the electrical requirement from the grid. The analysis is conducted through a simplified model 

implemented in the dynamic simulation software TRNSYS. This model uses as input the base electrical load 

profiles for the building and the TCM subsystem.  

The electrical profiles linked to the TCM components are obtained from a more detailed model developed in 

Aspen and MATLAB, which considers the thermal loads in the building, and the internal TCM system 

configuration. 

Keywords: Photovoltaic-Thermal collectors, PVT system, thermochemical storage, electrical storage 

1. Introduction 

Energy efficiency and the decarbonization of the building sector are the main objectives of energy policy 

worldwide. Currently, final energy consumption in buildings is mainly due to thermal uses, including space 

heating, water heating and cooking which represent 33%, 13% and 8%, respectively, followed by electrical 

appliances with a 16% share. Cooling is also a thermal use that currently represents 6% of overall final 

consumption, but this figure is expected to grow considerably by 2050, especially in developed countries (IEA, 

2023a). 

To achieve the energy policy objectives at European level, it is necessary to combine different strategies, such 

as the integration of renewable energies in buildings, the electrification of the thermal demand through efficient 

technologies such as heat pumps and the use of effective energy storage systems.  

Among the renewable technology options, solar technology stands as one of the most promising for application 

at the building level, due to the ease of installation and integration. Particularly, the use of solar photovoltaic-

thermal (PVT) technology has been growing in recent years (IEA, 2022), as it produces thermal and 

photovoltaic energy in a single device, with better overall efficiency than individual photovoltaic technology 

(Tiwari et al., 2023; Zondag, 2008). 

The use of energy storage is also a key point to be included in the building energy systems’ design. Within 

thermal storage technologies, the most common option used in buildings is sensible heat storage through water 

tanks (Fan and Luo, 2018; Koçak et al., 2020), followed by latent heat storage based on phase change materials 

(PCM) (Dincer and Rosen, 2011; Jouhara et al., 2020). Another thermal storage option with a higher energy 

density is the thermochemical (TCM) storage (Jarimi et al., 2019; Salgado-Pizarro et al., 2022), which is 

currently implemented in buildings mainly at the demonstration level. Electrical storage with electrochemical 

technology based on Li-ion batteries is another option that has been growing in the building sector in recent 
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years linked to the increment of self-consumption PV installations. The Li-ion battery price is still high, 

although it is expected that costs will decrease, thereby gaining a more competitive position (Kebede et al., 

2022; MI (Mordor Intelligence), 2022; Xu et al., 2022). 

This paper focuses on the sizing of an electrical storage system (ESS) based on Li-ion batteries for two sizes 

of TCM storage (17.5 and 30 kWh). These energy storage technologies are integrated into a building energy 

system, driven by a PVT-solar system in combination with an air-to-water vapor compression heat pump (HP). 

This energy system will provide thermal and electrical energy to an 80 m2 building located in Santiago de 

Compostela (Spain). The objective is to define suitable ESS sizes that minimize the electrical dependency on 

the grid. 

2. Methodology 

2.1 Overall system description  

The energy system analyzed consists of three main systems: i) the PVT-HP energy generation system, in charge 

of producing electricity and thermal energy through a hybrid PVT solar field and an air source HP, including 

an ESS based on Li-ion batteries; ii) the MiniStor system, where the thermal energy is stored through a 

thermochemical (TCM) storage in combination with a small heat pump and phase change materials (PCM) 

vessels; iii) the building’s demand, which is met using the existing energy generation system, as well as the 

energy supply from the MiniStor system. Figure 1 shows the overall energy system scheme. 

 

Fig. 1: Overall energy system scheme 

The PVT-HP generation system includes a 39.2 m2 solar field with unglazed liquid-based PVT collectors 

(nominal electrical power 7.80 kWp), which are hydraulically integrated, using a parallel configuration through 

an inertia tank (Lazzarin, 2020), with an air-to-water vapor compression HP (nominal capacity 11 kW in 

heating). The PVT electrical production is dedicated firstly to run the air-to water HP, with any excess being 

used to cover the building electrical demand or stored in the ESS. The PVT thermal production is used to pre-

heat the inertia tank, which the air-to-water HP uses to provide thermal energy for the MiniStor system. 

The MiniStor system included several subsystems: i) a TCM reactor containing ammoniated CaCl2 salts, ii) an 

ammonia refrigeration cycle with a liquid ammonia storage tank, iii) a complementary small ammonia-to-

water HP and iv) PCM units, through which the connection of MiniStor with the building is realized. 

(Tsimpoukis et al., 2024). 

During the winter, in the TCM reactor operates by performing a solid-gas sorption process, that stores heat 

energy efficiently and at a high density. During the charging phase, it is used heat (44 to 70 °C)  to produce a 

gaseous ammonia stream (NH3) which is compressed, condensed and stored in a tank. Next, the condensation 

heat is used by the internal small heat pump, to charge a hot PCM vessel or cover the heating needs in the 
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building. During the discharging phase, the NH3 stored as liquid in the tank is used. If the reactor equilibrium 

pressure is lower than the evaporation pressure, the material flows into the evaporator and evaporates at a 

temperature set by the surrounding environment. Τhe gaseous ammonia is adsorbed in the reactor and since 

this is an exothermic reaction, the excess heat is used to cover the thermal demand.  

During summer, the previous procedure is slightly modified. Because the heating thermal demand is negligible, 

the operation of the water-to-water HP during the charging phase is not necessary. The heat produced by the 

PVT-HP system is sufficient for covering the DHW loads, and thus the ammonia condensation heat is rejected 

to the ambient. The MiniStor system also provides cooling by exploiting the NH3 evaporation, during the 

discharging mode; however, this effect is not required in the case of the analyzed building. 

2.2 Energy demand estimation 

The energy demand at the building includes the thermal loads (heating and DHW), as well as the electrical 

loads linked to the different lights and equipment used inside the building.  

For the heating demand, a load profile is estimated following the EN 12831:2017 Standard (CEN and 

CENELEC, 2017) . The DHW demand is estimated following the Spanish Technical Building Code (Ministry 

of Development of Spain, 2019), which indicates that the average daily DHW demand in a residential building 

can be estimated at 28 liters per person produced at 60 °C. Considering the two previous reference norms and 

four people in the building, the overall thermal load profiles were defined for a typical day according to the 

season: extreme winter, average winter, autumn-spring and summer season.  

The electrical demand considers three different load profiles: i) the electrical loads in the building, ii) the 

electrical loads of the air-to-water HP and iii) the electrical demand linked to the MiniStor system. The 

electrical load profile in the building was defined by studying the building inhabitant’s behavior and monthly 

consumption data. The electrical load of the HP is obtained from a TRNSYS simulation model, by activating 

the equipment on a limited schedule during the day taking into consideration the average monthly PVT-

electrical production. Finally, the load electrical profiles for the MiniStor system are obtained for defined 

typical days using a MATLAB/Simulink - ASPEN model, where the MiniStor system is modelled in detail 

(Zisopoulos et al., 2021). 

2.3 Simulation model  

The energy system that supplies thermal and electrical energy to the building is simulated using a simplified 

model implemented in the dynamic simulation software TRNSYS (SEL (Solar Energy Laboratory), 2018). 

This model has three main purposes, to simulate the PVT electrical and thermal production, to simulate the 

air-to-water HP thermal production as well as the corresponding electrical consumption, and finally to size the 

ESS. Internally the TRNSYS model included four main subsystems: (i) the PVT-HP generation subsystem, 

(ii) the electrical subsystem, (iii) the simplified thermal demand subsystem and (iv) the weather data 

subsystem. The implemented model is shown in Figure 2.  

The PVT-HP generation sub-system includes the PVT solar field with the solar loop as well as the air-source 

HP with the corresponding hydraulic circuit. the PVT solar field is arranged in two groups of of 10 PVT 

collectors; within each group, the PVT collectors are hydraulically connected in parallel, and both groups are 

connected, to each other, in series. To simulate the PVT collectors type 50 b is used, the HP is simulated using 

type 541, which is activated using a pre-defined schedule. Finally, the inertia tank, that integrates the PVT and 

HP, is simulated with type 534. The corresponding performance curves provided by the HP manufacturer 

(Hitachi) were included in type 534’s configuration. Other components in the solar and HP hydraulic circuits 

are the circulation pumps, the air cooler, the hydraulic pipes and valves.  

The electrical production from the PVT solar field is sent to the electrical subsystem. The main components in 

this subsystem are a hybrid inverter (Fronius Gen 24 Plus, 8kW) and the Li-ion batteries (BYD, LVS models). 

The hybrid inverter manages the electrical production to use it directly to meet the electrical demand, or to 

store the excess in the batteries for later use. The battery models use LFP (Li-Iron-Phosphate) chemestry, which 

offers better power density, safety performance and higher lifetime compared to other chemistries available on 

the market; their round-trip efficiency is 96% and they support a maximum Depth of Discharge (DOD) of 

90%. 
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Fig. 2: Model layout implemented in TRNSYS software 

To simulate the inverter and batteries types 48b and 47a are used. Additionally, the inverter uses a dynamic 

efficiency. Considering the previously mentioned battery models, specific commercial sizes (10.24, 12.8, 16.56 

and 20.48 kWh) were used to perform a sensitivity analysis to select the optimal battery size.  

The electrical subsystem requires as inputs the electrical load profiles for the MiniStor system and the building, 

which were obtained for typical days as section 2.2 described. Particularly, the electrical load profiles for the 

MiniStor system were estimated using a detailed ASPEN - MATLAB/Simulink model previously developed 

(Zisopoulos et al., 2021). These electrical loads were defined for two TCM reactor sizes (30 and 17.5 kWh). 

The thermal production from the PVT-HP subsystem is sent to the MiniStor system, represented as a simplified 

thermal demand subsystem, which includes a hydraulic circuit between the inertia tank and the TCM reactor, 

a circulation pump to discharge the inertia tank, the inertia volume in the TCM reactor (type 534). The thermal 

demand of the TCM is simulated in a simplified way using an auxiliary calculation element, assuming a ΔT of 

5 °C when the PVT-HP generation system sends thermal energy to the reactor. Table1 summarizes the different 

types used in the TRNSYS simulation model.  

Tab. 1 : Summary of components used in the implemented TRNSYS Model 

Subsystem Component Type /Library 

PVT-HP subsystem Unglazed PVT Collectors Type 50b / Standard 

Air-to water HP Type 941 / TESS 

Inertia tank, Air-cooler  Type 91 / Standard 

Inertia tank Type 534 /TESS 

Electrical subsystem Hybrid inverter Type 48b / Standard 

Li-ion batteries Type 47a / Standard 

Dynamic efficiency hybrid inverter Type 581 / TESS 

Simplified thermal 

subsystem 

Inertia TCM volume Type 534 Standard 

Circulation pump TCM loop Type 110 / Standard 

Complementary calculations Equa 

Weather data subsystem Reading weather and external data Type 15-3, 9 /Standard 
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Psychrometric calculations Type 33 /TESS 

Sky temperature calculations Type 69 / Standard 

2.4 PVT solar hybrid collector characterization 

As stated was stated in the previous section, the simulation model uses a liquid-based unglazed PVT collector. 

This PVT collector corresponds to a prototype which was characterized in a test rig in accordance with the 

European Norm EN ISO- 9806 (CEN and CENELEC, 2014) and following the procedure applied in other 

studies where PVT collectors are also characterized and analysed (Simón-Allué et al., 2022).  

𝜂𝑡ℎ = 𝜂0(1 − 𝑏𝑢𝑢) − (𝑏1 + 𝑏2𝑢) (
𝑇𝑚−𝑇𝑎

𝐺" )  (eq. 1) 

This standard indicates that the thermal efficiency (𝜂𝑡ℎ) for this PVT collector type has a linear behavior, 

dependent on incident solar radiation, fluid temperature, ambient temperature and wind speed, as Equation 1 

indicates, where 𝑢 corresponds to the wind velocitythe, 𝜂0 represents the optical efficiency of the collector, 𝑏𝑢 

is a coefficient dependent on wind speed that affects the optical efficiency of the PVT collector; 𝑏1 is the first 

thermal loss coefficient, and 𝑏2 is the second thermal loss coefficient, also dependent on wind velocity; 𝑇𝑚 

corresponds to the mean fluid temperature in the PVT collector, 𝑇𝑎 is the ambient temperature, 𝐺" is the net 

irradiance.  

Tab. 2: Technical characteristics of the PVT solar collector 

Description Unit Value 

General 

characteristics 

Dimensions: Length x Width x Height [mm] 1719x1140x35  

Gross area [m2] 1.96 

Weight [kg] 22 

Main 

electrical 

characteristics 

STC 

 

Cell type [-] Si-monocrystalline, PERC 

Efficiency STC (1) [%] 19.9 

Power at maxim power point (PMPP)  [W] 390 

Temperature NOTC (2) [°C]  42.3±2  

Power temperature coefficient  [% . K-1]  -0.34%  

Main thermal 

characteristics 

Absorber type [-] Sheet & tubs 

Absorber materials [-] Aluminum and cooper 

Optical efficiency η0 [-] 0.405 

Coefficient: bu  [s/m] 0.0175 

First thermal loss coefficient: b1 [W. m-2. K-1] 8.52 

Second thermal loss coefficient: b2 [W. s. m-3. K-1] 0.275 

(1) STC: Standard Testing Conditions; (2) Normal Operation Temperature Cell 

2.5 Performance indicators 

A set of performance indicators was defined to assess the effect of battery size on the solar fraction and grid 

system dependency (Alanne, 2023; IEA, 2023b). The corresponding applied formulation is presented below. 

The Solar thermal fraction (𝑆𝐹𝑡ℎ) corresponds to the monthly thermal energy produced by the PVT solar field 

(𝑄𝑃𝑉𝑇), sent to the inertia tank, divided by the total thermal energy produced by the PVT-HP system 

(Zenhäusern et al., 2020)., as Equation 2 shows, where 𝑄𝐻𝑃 represents the air-source HP thermal production  

𝑆𝐹𝑡ℎ =  
𝑄𝑃𝑉𝑇

𝑄𝑃𝑉𝑇+ 𝑄𝐻𝑃
  (eq. 2) 

Similarly, the solar electrical fraction (𝑆𝐹𝑒𝑙) is calculated as the relation between the monthly electricity 

produced by the PVT solar field (𝐸𝑃𝑉𝑇) divided by the electrical loads (𝐸𝐿), according to Equation 3. In this 

case, the electrical loads considered are due to the air-source HP (𝐸 𝐿,𝐻𝑝) and the MiniStor system (𝐸𝐿,𝑀𝑠).This 

solar fraction is assumed to range 0 to 1; therfore, values above 1 were normalized to 1 . Values above 1 means 

that there is an electricity excess, which can be either stored in the batteries for later use or fed into the grid. 

 
A. Coca-Ortegón et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

180



𝑆𝐹𝑒𝑙 =  
𝐸𝑃𝑉𝑇

𝐸 𝐿,𝐻𝑝+ 𝐸𝑙,𝑀𝑠 
  (eq. 3) 

To evaluate the influence of the battery size on the electrical grid dependency, the grid fraction (GF) is used, 

which is calculated as the ratio between the electricity taken from the grid (𝐸𝑔𝑟𝑖𝑑) and the electrical loads (𝐸𝐿), 

using Equation 4. For this indicator, three different scenarios are considered: i) loads due to the air-source HP; 

ii) loads due to the air-source HP and the MiniStor system; iii) loads due to the air-source HP, the MiniStor 

system and the building. 

GF =  
𝐸𝑔𝑟𝑖𝑑

𝐸𝐿 
   (eq. 4) 

3. Results and Discussion 

3.1 Annual energy demand 

The annual thermal demand in the building is 7940 kWh, with 72% attributable to the heating and the 

remaining 28%, to DHW. Figure 3 (a) shows the monthly evolution for the thermal demand. During the winter 

period the demand is higher with monthly values between 793 and 1750 kWh, while during the summer and 

intermediate seasons the demand decreases drastically with monthly values from 169 to 189 kWh, which are 

linked exclusively to the DHW.  

 

   

Fig. 3: Monthly thermal and electrical demand by type of use 

Regarding the electrical demand, Figure 3(b) shows the electrical loads by use when the TCM storage has a 

capacity of 30 kWh. The annual electrical consumption is 6588 kWh, with 48.0% due to the building, 34.8% 

to the HP and 17.2% to the internal components of the MiniStor system. When the TCM capacity is 17.5 kWh 

the annual electrical consumption is slight higher (0.35%) with a similar share values by use (47.8% due to the 

building, 32.2% to the HP and 20% to the MiniStor system). These values indicate that the use of MiniStor 

system represents a high increment in the electrical demand. Therefore, the system control strategy for the HP 

and MiniStor system activation is based on a limited schedule, defined according to the electrical production 
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from the PVT solar field, in order to drive the MiniStor system using mainly renewable energy resources. 

3.2 Sensitivity analysis of the battery size on the grid dependency 

The sensitivity analysis of battery size on the grid dependency was performed for the two defined TCM storage 

capacities (30 and 17.5 kWh) and considered four commercial sizes for the ESS (10.24, 12.8, 16.56 and 20.48 

kWh). The first TCM capacity (30 kWh) is closer to the daily building heating demand, therefore the Li-ion 

batteries provide a complementary energy storage capacity to cover the overall building energy demand 

(electrical and thermal). The second TCM capacity (17.5 kWh) is lower than the daily heating demand, so in 

this case the Li-ion batteries are focused on also covering the thermal building demand.  

To size the electrical batteries as maximum value for the Grid Factor of 0.3 was assumed to limit the system 

grid dependency, besides 𝑆𝐹𝑒𝑙 above 0.80 on monthly basis were verified once the batteries were sized  . Figure 

4 shows the results for the three scenarios describe in section 2.5, considering different electrical load profiles 

during the winter months. 

  

  

  

Fig. 4: Electricity taken from the grid for different energy storage sizes. 

The first scenario includes the electrical loads due to the air-source HP (Figures 4.a and 4.b). In this scenario, 

for all battery sizes, the GF is below the target value. When the electrical battery size has the minimal simulated 

capacity (10.24 kWh), the maximum monthly value for the GF is 0.21 for the TCM capacity of 30 kWh and 

0.28 if the TCM capacity is reduced to 17.5 kWh . Therefore, in this scenario, the grid dependency improves 
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when the TCM capacity is higher, that indicates a better interaction between the HP electrical load profile and 

the battery storage. 

The second scenario considers the electrical loads due to the HP as well as the MiniStor system (Figures 4.c 

and 4.d). In this scenario, the GF is close to the target value, when an electrical battery size of 16.56 kWh is 

considered. Specifically, the GF is 0.32 and 0.33 for the TCM capacities of 30 and 17.5 kWh respectively; 

therefore, in this scenario, there is not a significant impact on the grid dependency, due to the additional 

capacity in the TCM. 

Finally, the third scenario includes the electrical loads due to the HP, the MiniStor system and the building 

(Figure 4.e and 4.f). In this scenario, the GF target value is not achieved for any simulated battery size, because 

the electrical loads due to the building are bigger than loads linked to the HP and MiniStor system. For the 

maximum simulated battery size (20.48 kWh), the maximum GF values are 0.50 and 0.51 for the TCM 

capacities of 30 and 17.5 kWh. 

Considering the above, when the HP and the MiniStor loads are included (second scenario),, the suitable 

capacities for the TCM and the electrical storage are 17.5 kWh and 16.56 kWh respectively, since the GF 

factor associate to these values is close to the target value of 0.30. There is no significant reduction in the GF 

factor when a higher TCM size is used. The final energy storage sizes must also consider other relevant 

variables such as the system and electricity costs.  

3.3 Solar fractions 

This subsection presents the PVT energy production with the solar fractions for the second scenario, using 

17.5 and 16.56 kWh sizes for the TCM storage and Li-ion batteries respectively. Regarding the PVT electrical 

performance (Figure 5.a), the system achieves an annual production of 8732 kWh  , which exceeds the overall 

annual electrical demand by 30%, including the air-source HP, the MiniStor system as well as the building.  

 
 

 

Fig. 5: Monthly thermal and electrical demand by type of use. 

Considering the HP and the MiniStor loads, the 𝑆𝐹𝑒𝑙 is high throughout the year with a minimal value of 0.84 
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in December and 0.91 in January; for the rest of the months, this fraction reaches values of 1.0. These high 

fractions suggest that the GF factor obtained (0.33) could be improved by implementing additional actions 

based on demand response strategies. 

In relation to the PVT thermal performance (Figure 5.b), the annual production is 1434 kWh. The 

corresponding 𝑆𝐹𝑡ℎ gets values between 0.06 and 0.11 in winter, so the effective solar thermal contribution to 

the thermal demand is relatively low in winter. On the contrary, during summer the 𝑆𝐹𝑡ℎ achieves values 

between 0.42 and 0.64 indicating a high contribution to the DHW deman . Despite the low 𝑆𝐹𝑡ℎin winter, the 

𝑆𝐹𝑒𝑙 and the GF show good performance, which guarantees that the MiniStor system will contribute to the 

thermal building demand using mainly solar energy. 

4. Conclusions 

The previous analysis revised the grid dependency of the considered energy system, including two types of 

energy storages (ESS based on Li-ion batteries and thermochemical (TCM)). The results lead to the following 

main conclusions: 

The grid factor, as an indicator, helps to optimally define the sized combination of these two energy storage 

technologies. For the analyzed system, there is a similar grid factor (0.32 and 0.33) when an ESS of 16.5 kWh 

is used together with either TCM sizes (30 and 17.5 kWh). To complete the optimization a complementary 

analysis must be carried out, considering different cost factors such as investment, maintenance, and useful 

life, as well as other factors such as the availability of materials to manufacture these technologies at local and 

global levels. 

Regarding the solar thermal fraction, the PVT technology achieves higher values in summer than in winter in 

winter. This performance is mainly due to the high temperature required by the TCM in the MiniStor system 

and the system's demand in winter. To achieve better performance, other technologies can be evaluated in the 

overall energy system such glazed PVT as well as solar thermal technology. 

The thermal energy produced by the PVT-HP system primarily comes from renewable sources, as the 

activation of the HP uses a limited schedule linked to the PVT electrical production. Thanks to this control 

strategy, the system achieves higher solar electrical fractions and lower grid factors to cover the electrical loads 

for the HP and the MiniStor system. 

These grid factors can potentially be improved considering that the solar electrical fraction reaches values 

above 0.84 on a monthly basis, when the electrical loads include the air-source HP and the MiniStor system. 

To achieve this improvement the HP activation should be optimized by obtaining a more accurate forecast for 

the expected PVT electrical production and implementing complementary demand response strategies. 
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Abstract 

Ice storage systems are important applications for heating and cooling due to its ability to efficiently store thermal 

energy for later use, reducing reliance on conventional energy sources during peak demand periods. In combination 

with heat pumps and solar collectors, ice storages present a large advantage in comparison with other conventional 

heating and cooling systems. In this work, the mathematical modelling of an innovative ice storage system will be 

presented. The energy storage in this system, happens in innovative spiral flat registers created by the company 

ECOTHERM, where internal and external melting can be used as required. The mathematical model will then be 

further integrated in an overall system and a yearly simulation of its performance will be carried out. In the scope of 

this study, just the heating performance of the ice storage system were analyzed, while the combined use of the ice 

storage for heating and cooling will be carried out in the subsequent phases of the project. The results focus on the 

State of Charge (SOC) and the temperature of the ice storage during the simulated year as well as the energy 

accumulated in the same period. Moreover, the seasonal performance factor (SPF) of the whole system is also 

presented. The results obtained with the simulations, were later compared to literature data and present a fair 

equivalence. 

Keywords: ice storage, heat storage, mathematical modelling, state of charge 

 

1. Introduction 

Substantial progress has been achieved in the last decade in the application of renewable energies, from different 

sources, to improve energy-storage technologies with the objective of balancing energy supply and demand (Gan et 

al. 2020). Phase change thermal storage systems, play an important role in this scenario due to its high thermal storage 

capacity and small volume variation. Phase change materials (PCM) are substances which absorb or release a 

significant amount of energy during its phase transition, in a process at nearly constant temperature. Even though the 

large amount of PCM types available, ice is a favored choice in view of its low-cost, high-energy density and its 

melting temperature (Dincer, I., Rosen, M. 2011).  

Ice storage, when integrated with heat pumps and solar collectors, represents a significant advancement in efficient 

energy management and sustainability within the realm of heating, ventilation, and air conditioning (HVAC) systems. 

This innovative combination offers several key advantages over conventional heating and cooling systems. For 

instance, in places where boreholes cannot be drilled, the ice storages can be used instead of ground source systems. 

Also, the ice storage systems can be a replacement of air source-based concepts, in cases when noise problems or 

efficiency are to be considered (Carbonell et al., 2015). A few examples of ice thermal storage systems being used 

in different types of industries, including air conditioning, food processing and building energy conservation can be 

found in (Zhao et al. 2020), (Sidik et al. 2018), (Bayrak et al. 2017) and (Sheikholeslami et al. 2021).  

Mathematical modeling plays a crucial role in understanding and optimizing ice storage systems, offering insights 

into their thermodynamic behavior, performance characteristics, and operational efficiency. These models typically 

incorporate equations derived from principles of heat transfer, fluid dynamics, and thermodynamics to simulate the 

complex interactions within the system. One key aspect of mathematical modeling involves predicting the thermal 

behavior of ice storage mediums, such as water or phase change materials, during charging and discharging cycles 

(Buchner, Sebastian 2005). This includes analyzing heat transfer mechanisms, phase change phenomena, and energy 

storage capacity under varying operating conditions. 

In the scope of this study, a mathematical model for an ice storage system will be presented and later, further 

integrated in an overall system containing, a single-family house, a heat pump and a solar thermal collector field. 

The simulations will be performed using MATLAB/Simulink (The MathWorks, Inc. 2024). The mathematical model 
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used in the simulations presents some simplifications to enable a faster simulation time, without losing the accuracy. 

In the further sections the overall system as well as the mathematical model for the ice storage will be presented and 

detailed. Also, the results achieved using the ice storage in the overall system, as the State of Charge (SOC) and the 

temperature of the ice storage will be calculated and discussed. Finally, the conclusions and the outlook for the 

project will be presented.  

2. Methods and methodology  

2.1 System overview 

Figure 1 presents an overview of the entire system used in this work. It consists of an ice storage device, a buffer 

storage tank, a solar collector (i.a. PVT collector) and a heat pump. The evaporator of the heat pump is connected to 

the ice storage tank via a hydraulic circuit. The energy required for vaporization is therefore provided by the ice 

storage. The heat generated from the heat pump is transferred to a buffer storage, from which energy is supplied for 

domestic heating and domestic hot water (DHW) needed in a single-family house. Regeneration of the ice storage is 

done via the solar circuit. However, if there is sufficient solar radiation, the buffer storage can also be charged directly 

via the solar circuit. In summer, the ice storage can also be used for cooling applications. For this purpose, the energy 

in form of ice is used directly from the ice storage, without the use of a conventional cooling unit. Therefore, the ice 

storage is connected to the building’s cooling distribution system via another hydraulic circuit, including an 

additional heat exchanger. In this work the focus is on the mathematical modelling of the ice storage system 

(highlighted in the blue dotted square), which will be further described in the next section. 

 

Figure 1: Overview diagram of heat pump system with ice storage and solar regeneration 

2.2 Mathematical model of ice storage system 

In order to develop a mathematical model for an ice storage system, it is important to understand the dynamics of it. 

The relationship between the media temperatures and the speed of ice formation affects the cost-effectiveness of the 

ice storage. Hence, although the ice formation will happen in a faster pace at low temperatures, low coefficients of 

performance (COP) are to be expected for the heat pumps in this condition. Another important factor is that the ice 

formation is a transient process, representing a heat conduction problem in which a phase change of the fluid occurs. 

This problem is usually referred to in the literature as Stefan-Problem, which is characterized by the fact that the heat 

flows occur as a result of transient heat conduction and also are directly linked to the phase change enthalpies 

(Dohmann 2016). 

The formation of an ice layer in the system considered in this paper, happens in a thin-walled layer of stainless steel, 

which separates two media from each other, in this case, water and glycol. A cold flow of glycol (cooling medium) 

is separated from the wall of water, which is already at a solidification temperature. The growth of the ice layer is 

one-dimensional and occurs along the spatial coordinate x, as it can be observed in Figure 2. The layer of ice 
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represents a transport resistance for the heat flow between the water and the glycol. 

Glycol

Stainless steel

Ice Water

x1 x2 x3 x  

Figure 2: Example of ice formation in a heat exchanger of an ice storage system 

It is also important to observe that the temperature of the ice storage depends on the heat flows to the wall and the 

heat flows due to the heat exchangers. For the first phase of the project, the mathematical modelling using a simpler 

model will be implemented in MATLAB/Simulink. In this model, the formation of ice on the heat exchangers will 

be calculated through the enthalpy H. This is a lumped capacitance model, meaning that the temperature inside the 

ice storage is assumed to be homogeneous (Winteler C. et al. 2014).  

𝐻𝑖𝑐𝑒 = ∫
1

𝑚𝑖𝑐𝑒
(∑ (�̇�2𝑖𝑐𝑒)

𝑖
𝑖

+ 𝑈𝐴𝑡𝑎𝑛𝑘(𝑇𝑤𝑎𝑙𝑙 − 𝑇𝑖𝑐𝑒)) 
(1)  

Where, 𝑚𝑖𝑐𝑒 (kg) represents the mass of liquid in the ice storage, (�̇�2𝑖𝑐𝑒)
𝑖
 (W/m²) describes the heat flows through 

heat exchangers,  𝐴𝑡𝑎𝑛𝑘 (m²) is the area of the storage tank and 𝑇𝑤𝑎𝑙𝑙 𝑎𝑛𝑑 𝑇𝑖𝑐𝑒 (°C) are the temperatures of the storage 

wall and the ice, respectively. 

The ice storage temperature 𝑇𝑖𝑐𝑒 is calculated by means of a linear interpolation from the values in Table 1, which 

depends on the enthalpy (H). In the table, 𝑐𝑝𝑖𝑐𝑒 and 𝑐𝑝𝑤 (J/kg K) represent the specific heat capacity of the ice and 

water, respectively, while 𝑞𝑓𝑖𝑐𝑒 is the specific heat of freezing water-ice. 

𝑇𝑖𝑐𝑒 = 𝑇𝑡𝑎𝑏𝑒𝑙𝑙𝑒(𝐻𝑖𝑐𝑒)  (2) 

 

Table 1: Interpolation values for temperature calculation 

Temperature [°C] Enthalpy [J/kg] 

-10 -10 * 𝑐𝑝𝑖𝑐𝑒 

-3 -3 * 𝑐𝑝𝑖𝑐𝑒 

0 𝑞𝑓𝑖𝑐𝑒 

10 10 ∗ 𝑐𝑝𝑤 + 𝑞𝑓𝑖𝑐𝑒 

 

Using the enthalpy, the thermal energy stored during the melting phase transition and the thermal energy released in 

the solidification phase transition, can be taken into consideration.  

In order to solve the Equation (1), the initial enthalpy value has to be calculated according to Equation (3): 

𝐻𝑖𝑛𝑖𝑡 = (1 − 𝑓𝑖𝑐𝑒) ∗ 3.35 ∗ 10−5 +  Θ(−𝑓𝑖𝑐𝑒) ∗ 4182 ∗ 𝑇𝑖𝑛𝑖𝑡 (3) 

Where, 𝑓𝑖𝑐𝑒 (-) represents the initial fraction of ice inside the storage tank and 𝑇𝑖𝑛𝑖𝑡 (°C) is the initial storage 

temperature, both values are user-defined initial parameters. Here, the Θ(𝑧) is the Heaviside function, a step function 

which has the value of zero for a negative z and assumes a value of one for z ≥ 0. 
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Further steps 

In a subsequent second phase of this project, a more detailed mathematical approach will be used to describe the ice 

storage system. The mathematical model for the ice storage will be derived from the solution of the energy 

conservation law applied to the water of the storage integrated over several control volumes, as can be observed in 

Equation (4) (Carbonell et al. 2014), (Carbonell et al, 2015). In order to simplify the calculations, the following 

assumptions will be considered: 

• The forced convection heat transfer between control volumes is neglected.  

• Physical properties are constant in the control volumes. 

• The solid phase will remain always at the same temperature. 

• The viscous dissipation, radial fluid flow, compressibility, external forces and axial heat conduction are 

neglected.  
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+ (𝜌𝑐𝑝)

𝑖𝑐𝑒

𝜕𝑇𝑖𝑐𝑒

𝜕𝑡
=  

𝜕

𝜕𝑦
(𝜆

𝜕𝑇

𝜕𝑦
) + 

ℎ𝑓

𝑉
 
𝜕 𝑚𝑖𝑐𝑒

𝜕𝑡
+ �͘�𝑒𝑥𝑡 + �͘�ℎ𝑥 

(4) 

In Equation (4), t is time (s), y is the coordinate along the height of the storage, Tw (°C) is water temperature, V (m³) 

is the water volume of the storage, 𝜆 (W/mk) and 𝜌 (kg/m³) are the heat conductivity and density of water 

respectively, 𝑐𝑝 (J/kg K) is specific heat capacity of water, ℎ𝑓 (J/kg) is enthalpy of fusion, 𝑚𝑖𝑐𝑒 (kg) is mass of ice 

and  �͘�𝑒𝑥𝑡 and �͘�ℎ𝑥 (W/m³) are the heat fluxes per unit volume between the storage fluid and the surroundings and heat 

exchanger respectively.  

The first and second terms of Equation (4) are the accumulated sensible heat of the fluid and solid ice. On the right-

hand side, the first term represents the heat of conduction between control volumes, the second is the latent heat of 

solidification and melting, and the last terms are the heat from the surroundings and heat exchangers respectively.  

The heat loss to the surroundings through the external surface area of the tank (𝐴𝑒𝑥𝑡 in m²), is calculated as follows: 

�͘�𝑒𝑥𝑡 = 𝑈𝑒𝑥𝑡𝐴𝑒𝑥𝑡(𝑇𝑤 − 𝑇𝑒𝑥𝑡) (5) 

In Equation (5), 𝑇𝑒𝑥𝑡 (°C) is the temperature of the surroundings, 𝑈𝑒𝑥𝑡 (W/m²K) is a heat transfer coefficient and 

�͘�𝑒𝑥𝑡 =  �͘�𝑒𝑥𝑡𝑉.  

Regarding the heat transfer from heat exchanger to storage fluid, it can be calculated using the following equation,  

�͘�ℎ𝑥 = −�̇�𝑐𝑝(𝑇𝑓,𝑜 − 𝑇𝑓,𝑖) (6) 

Where, �̇� represents the mass flow rate (kg/s) of cooling fluid, 𝑇𝑓,𝑜 and 𝑇𝑓,𝑖 (°C) are the fluid temperature of the heat 

exchanger at the outlet and inlet, respectively. In order to get to Equation (6), a constant heat transfer coefficient 

through the fluid path, has to be considered.  

3. Results and discussion 

3.1. Ice Storage description 

The simulation model for the ice storage is performed to represent the ECOTHERM Ice Memory System. In this 

system, 12 spiral flat coil cooling bundles are connected in parallel. Figure 3 presents the ice storage system and the 

internal view of one of the spirals (marked in red) is amplified in the left-hand side. The storage tank is made of 

stainless steel, with a height of 2,9 meters, a volume of 5000 liters, and a weight of ca. 4800 kg. The total storage 

capacity can reach a maximum of 425 kWh at approximately 65% of icing. During the simulations, a system with 10 

m³ was used, combining in parallel two of the former mentioned Ice Memory System. The material properties of 

water and glycol were determined using the CoolProp add-in tool in MATLAB (Bell et al., 2014). 
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Figure 3: Ice storage system (right) and internal view of one of the cooling bundles (left) 

 

3.2. Complete system 

 
As previously mentioned, the ice storage model developed in this project will be integrated in a comprehensive 

system. Figure 4 presents the overview of the system created in Simulink, where the ice storage is the blue block 

outlined in red. The simulation is carried out using the Carnot Toolbox (CARNOT Toolbox, 2024), which is used to 

analyze the performance of the ice storage. In general, ice storages can be used for both heating and cooling. 

Nevertheless, in the course of this work, the performance of the ice storage only for heating purposes is analyzed. 

For this reason, a complete heating system is simulated in Simulink. The system consists of a single-family house, 

an ice storage, a heat pump and a solar thermal collector field.  The heat demand of the single-family house is met 

by the heat pump. The ice storage is used to provide the thermal energy required for the heat pump process and 

consequently, the water in the ice storage decreases its temperature and freezes due to the associated heat flux. Thus, 

the ice storage must be regenerated. The energy required for regeneration is supplied by the solar thermal collector 

field. The regeneration process is controlled via the temperature difference between the collector outlet and the 

temperature of the medium in the ice storage. If the temperature difference is greater than 5 K, the solar pump is 

switched on and the ice storage is regenerated, whereas the solar pump is switched off at a temperature difference 

less than 1K.  

 

 

 
Figure 4: Simulink view of the complete system 
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The system parameters used in the simulation are listed in Table 2: 

Table 2: Simulation parameters 

Parameter Value 

Single family house Specific heat demand 45 kWh/(m²a), 

120 m² heated living surface 

Ice storage 10 m³ 

Thermal insulation surface ice storage 50 mm, 0.05 W/(m K) 

Heat pump 7 kW nominal heat output 

Solar thermal collector field 20 m² unglazed 

 

The ice storage model in the Carnot Toolbox is designed for use with underground ice storage systems. However, 

the ice storage under consideration in this work is intended for installation within a building. In consequence, the 

corresponding ice storage model has been modified so that the ice storage is now surrounded by air, as opposed to 

soil. The calculation of heat losses or gains to the surrounding air is computed according to Equation (5). In order to 

prevent condensation occurring on the exterior surface of the ice storage walls, a 50 mm layer of thermal insulation 

is applied to the model.   

Subsequently, an annual simulation of the entire system is conducted in accordance with the previously mentioned 

system parameters (Table 2). Figure 5 shows the State of Charge (SOC) of the ice storage. The SOC describes how 

much thermal energy is stored in the ice storage, related to the energy content of the phase change. For example, a 

SOC of 1 indicates that the entirety of the water within the ice store is in a liquid state at 0°C. By contrast, a SOC of 

0 means that all the water in the storage is ice at 0°C. Since the water can also reach temperatures above 0°C, for 

example during regeneration, it is possible that the SOC of the ice storage can reach values above 1. According to 

Figure 5, this is particularly the case in summer, as the heat pump is not in operation at this time. Due to the expansion 

of the ice and the associated blasting effect during the icing process, the ice storage and the thermal collector field 

have been designed in such a way that the degree of icing does not exceed 80%. Therefore, the minimum possible 

SOC is 20%. The simulation indicates that this threshold will only be reached by the end of January. Figure 5 clearly 

shows that, with the specified configuration of the components, the SOC reaches a value between 0.2 and 1 during 

the heating period. This indicates that the energy associated with the phase change of the water is optimally utilized 

during this period. Following the heating period, the temperature within the ice storage may reach a maximum of 

30°C (Figure 6). Since the heat pump is not operating during this period, only the heat losses to the surrounding air 

need to be covered by the solar thermal collector. For this reason, the temperature of the ice storage varies between 

20°C and 30°C during the summer. At the beginning of the heating period in autumn, the temperature in the ice 

storage drops accordingly as the heat pump starts up and initially ranges between 10°C and 0°C. Towards the end of 

the year, the water begins to freeze again. The SOC now reaches constant values below 1. 

 

Figure 5: State of charge of ice storage 
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Figure 6: Temperature of ice storage 

The energy input from the ice storage to the heat pump is shown in Figure 7. In total, the ice storage provides almost 

6000 kWh of thermal energy to the heat pump.  In the first half of the year, approximately 3300 kWh and in the 

second half of the year, 2700 kWh are delivered to the heat pump. The cumulated energy curve can be employed to 

ascertain the mean thermal power delivered by the ice storage to the heat pump. During the first part of the heating 

period, this equates to approximately 1.36 kW, while during the second part of the heating period, an average of 

1.15 kW is observed.  

 

Figure 7: Cumulated energy curve of the ice storage  

Several key figures are used to describe the efficiency and performance of the whole system and the individual 

components. The efficiency of the heat pump is described by the Seasonal Coefficient of Performance (SCOP): 

𝑆𝐶𝑂𝑃𝐻𝑃 =
𝑄𝐻,𝐻𝑃

𝑊𝑒𝑙,𝐻𝑃
 

(8) 

Where the 𝑆𝐶𝑂𝑃𝐻𝑃 is the seasonal coefficient of performance (-), 𝑄𝐻,𝐻𝑃 (kWh) is the annual thermal energy which 

is supplied by the heat pump and finally 𝑊𝑒𝑙,𝐻𝑃 (kWh) is the annual electrical energy which is consumed by the heat 

pump.  

In accordance with the parameters established for this simulation, the 𝑆𝐶𝑂𝑃𝐻𝑃 attains a value of 4.54. However, this 

value only reflects the efficiency of the heat pump and does not include other electrical consumers such as various 
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circulation pumps. For this reason, the performance of the overall system is described with the Seasonal Performance 

Factor (SPF). The SPF is defined as follows (Malenkovic et al., 2013): 

𝑆𝑃𝐹 =
∫(�̇�𝐻 + �̇�𝐷𝐻𝑊 + �̇�𝐶) 𝑑𝑡

∫ ∑ 𝑃𝑒𝑙 𝑑𝑡
 

(9) 

Where the SPF (-) is the seasonal performance factor, �̇�𝐻 (kW), �̇�𝐷𝐻𝑊 (kW) �̇�𝐶 (kW) are the thermal powers for 

heating, domestic hot water and cooling, respectively, and finally ∑ 𝑃𝑒𝑙 (kW) describes the overall power 

consumption of all components. 

In this work, only the heating case is considered, consequently the corresponding energy for domestic hot water and 

cooling are zero. The overall system’s SPF is 4.34, which is slightly below the SCOPHP. This is due to the fact that 

all electrical consumers are taken into account in the SPF. To illustrate, the pumps utilized for regeneration of the ice 

storage or the circulation pump between the ice storage and the heat pump are incorporated into the calculations. 

Moreover, the previously mentioned energy quantities refer to the demand of the building and not to the energy 

quantities supplied by the components. The SPF therefore also includes the heat losses that occur in the system. The 

results achieved in these simulations were compared to the literature (Malenkovic et al., 2013) and it was possible to 

notice that they present a good fit. 

4. Conclusions and outlook 

 

This work presented a mathematical model for an ice storage system with spiral type heat exchangers. The model 

was performed to represent the ECOTHERM Ice Memory System. In this system, 12 spiral flat coil cooling bundles 

are connected in parallel. After the development of an ice storage model, it was then included in a complete heating 

system containing a simple house with a heating demand of 45 kWh/(m²a) and 120 m² heated living surface, a solar 

collector field with 20 m² of unglazed collectors and a heat pump with 7 kW of nominal heat output. As previously 

mentioned, the work done so far corresponds to the first phase of the project. Based on the results obtained during 

the simulations it was possible to observe that the mathematical model implemented, although simple in comparison 

with the model to be used in the next phase, presents reliable results when compared with literature data. As formerly 

explained, due to the expansion of the ice and the associated blasting effect during the icing process, the ice storage 

and the thermal collector field were designed to allow a maximum degree of icing of 80%. Therefore, the minimum 

possible SOC is 20%, which could also be observed in the results. The state of charge is an important parameter to 

consider when calculating the efficiency of the ice storage.  

 

In order to assess the performance of the system, the Seasonal coefficient of performance of the heat pump and the 

Seasonal Performance Factor of the whole system were calculated. The SCOP of the heat pump presented a final 

value of 4.54, while the SPF had a value of 4.34. The difference between the values can be explained by the fact that 

in the SPF all the electrical consumers and the losses in the system are taken into consideration.    

 

On the second phase of the project a more detailed mathematical model will be implemented using 

MATLAB/Simulink. The model will be based on the work of (Carbonell et al. 2014) and (Brandstätter 2023), which 

divide the system into several control volumes to perform the calculations. A few important assumptions in this 

model are that the physical properties are constant in the control volumes and that the forced convection heat transfer 

between control volumes is neglected. These assumptions simplify the calculations while maintaining the accuracy 

of the model leading to faster simulation times. This subsequent mathematical model will also be able to predict the 

amount of ice formed in the coil heat exchangers inside the ice storage system at a given time (icing degree), which 

is an important parameter to determine the efficiency of the ice storage and the complete system. Moreover, regarding 

the complete system, the ice storage will be used to provide not only heating during winter, but also cooling during 

summer to the single-family house. 

 

In conclusion, as a last step in this project, experiments with a prototype made of stainless steel will be performed 

using different materials for the shell and heat exchangers, as well as different types of cooling media substances, as 

for example, the triethylenglycol. Based on these experiments results and the results of similar existent models in the 

literature, the mathematical model developed will be further on validated. 
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Abstract 

The solar energy market has experienced significant fluctuations due to technological advancements, 

economic considerations, and regulatory dynamics. Despite widespread efforts, integrating solar technologies into 

buildings still faces some challenges. An important question in this context is the choice between electrical and 

thermal recovery systems, which depends on specific building requirements where there is a clear demand for both 

types of energy. Therefore, the objective of this work is to assess the performance of diverse building integrated solar 

solutions, i.e. photovoltaic, solar thermal and hybrid photovoltaic and thermal collectors, by defining key 

performance indicators that encompass both electricity and heat aspects, considering both energy efficiency and 

environmental impact, and using metrics that follow first and second law of thermodynamics, primary energy and 

energy equivalence.  From an energy performance perspective, exergy and energy equivalence, which evaluates the 

systems based on their ability to produce useful work or heat-equivalent energy, allows a fairer comparison. From 

the environmental impact assessment point of view, the study concludes that while solar thermal is the most efficient 

and environmentally friendly option overall and photovoltaic excels in material efficiency for heat-equivalent energy, 

the analysis of photovoltaic and thermal is limited as it is based on only one industrial reference, unlike the average 

panels used for the two other panels.  

Keywords: Photovoltaic, solar thermal, hybrid PVT, energy performance, Life cycle assessment, primary energy, 

exergy, coefficient of performance, building. 

1. Introduction 

1.1. Solar photovoltaic, thermal and hybrid PVT in building application : 

With the word facing a severe climate change crisis and the important demand for energy in the building 

sector, which amounts to more than 30% worldwide and causes more than 26% of global greenhouse gas emissions, 

implementing renewable energy sources within the building represents one of the key actions to reduce their 

environmental impact and greenhouse gas emissions. Among the renewable energy sources, solar energy stands out 

as a promising candidate offering abundant and clean energy potential.  

Active solar panels, which include photovoltaic (PV), solar thermal (ST), and hybrid photovoltaic and 

thermal (PVT) systems, offer a versatile solution to meet building energy needs. These three solar technologies are 

primarily used for building applications, unlike concentrated solar power (CSP) technology, which is typically 

associated with large-scale power generation in solar thermal power plants rather than residential or commercial 

buildings. PV panels convert sunlight into electricity, addressing the global demand for power that is projected to 

rise by 30% by 2030. ST systems capture solar heat for building heating and hot water production, crucial aspect 

given that heating accounts for about 47% of energy use in residential buildings. Hybrid PVT systems combine the 

benefits of both PV and ST, providing both thermal and electrical energy, and represent a comprehensive approach 

to achieving energy independence and reducing reliance on traditional power sources. Furthermore, in its renewable 

energy report in Abdelilah et al. (2023), the International Energy Agency (IEA) predicts that global heat consumption 

in the building sector will remain stable from 2023 to 2028. However, modern renewable energy sources for space 

and water heating are expected to grow by nearly 40%, increasing their share of the building sector's heat 

consumption from 15% in 2023 to 21% in 2028. The IEA highlights that renewable electricity will be the fastest-

growing renewable heat source in buildings, expanding by two-thirds globally and accounting for almost 40% of the 

increase in renewable heat consumption. 

On the one hand, the presence of heat and electricity in building use complicates the adoption of solar 

technologies. Buildings do not only require electricity for lighting and appliances but also rely heavily on heat for 

space and water heating. On the other hand, the diversity of solar technologies available, from PV systems to solar 

thermal collectors ST and hybrid solutions PVT, producing either electricity and/or heat, adds a layer of complexity. 
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Understanding how these technologies perform in terms of energy generation and environmental impact is crucial 

for making informed decisions regarding their implementation. 

1.2. Insights from previous research : KPI used to compare different solar panels 

1.2.1. Energy performance evaluation 

Evaluating the energy performance of solar technologies requires robust and standardized key performance 

indicators (KPI). In recent years, several studies have focused on defining these KPI to better assess the efficiency 

of solar energy systems. This section presents insights from the IEA Task 66 in Bockelmann et al. (2022), specifically 

highlighting three main KPI from an energy performance perspective: load cover factor (LCF), supply cover factor 

(SCF), and on-site energy ratios (ER). The LCF is defined as the ratio between the solar self-used electricity and 

heat, and the total energy used for household and technical purposes in the form of heat and electricity. The SCF is 

the percentage of solar energy used on-site by the building over the total solar energy production. The on-site ER is 

the solar production response to the building's consumption.  

1.2.2. Environmental impact assessment 

Assessing the environmental performance of solar energy systems, including PV panels, ST, and hybrid 

PVT systems, focuses on key indicators such as CO2 emissions, Cumulative Energy Demand (CED), Energy 

Payback Time (EPBT) and materiel investment (Me), that are the most recurrent in the literature. Life Cycle 

Assessment (LCA) is the standardized tool used to evaluate the environmental impact of these systems, examining 

all life stages from material extraction to manufacturing, transportation, installation, operation, and recycling, 

furnishing the outputs that allows quantifying the KPI. The following aims to present a brief state of the art of studies 

that used LCA to quantify the four KPI chosen for the present work.  

Kavian et al. (2020) used as indicator CO2 emissions of different types of PV panels: polycrystalline, 

monocrystalline, and thin-film cells, coupled with a ground source HP. The experimental data of the Fthenakis and 

Alsema (2006) study was used which indicated that the amount of climate change potential for the polycrystalline, 

silicon thin film, and monocrystalline are 37, 30 and 45 gCO2eq/kWh, respectively. In Nikolic et al. (2022), the CO2 

emissions from photovoltaics are 50 g CO2 per kWh of generated electricity, whereas CO2 emissions from solar 

collectors are 72 g CO2 per kWh of generated thermal energy.  

The CED is defined as the total primary energy consumed during the manufacturing, distribution and 

installation of the solar panel, defined in Frischknecht et al. (2015), with a distinction between non-renewable and 

renewable primary energy forms. From this value and the energy production of the solar panels, energy payback 

times are calculated. According to Bhandari et al. (2015), the average EPBT for various PV module types ranged 

from 1 to 4.1 years. The ranking of module types, from shortest to longest EPBT, is as follows: cadmium telluride 

(CdTe), copper indium gallium diselenide (CIGS), amorphous silicon (a-Si), polycrystalline silicon, and 

monocrystalline silicon. The work of Bany Mousa et al. (2019) revealed that the EPBT of  PV and ST panels  ranged 

from 1.2 to 15 years across the various geographical locations considered. Additionally, the results indicate that a ST 

collector system has a lower EPBT in regions with high direct normal irradiation compared to a monocrystalline PV 

system. 

Finally, a KPI named material investment, defined in Olivès et al. (2022) as the total quantity of material 

invested in the manufacturing and installation of the solar panel, is also evaluated in this work. According to their 

calculations using LCA and literature data, the material investment for an on-roof PV panel is approximately 5800 

t/TWh. PV panels were compared to other energy production sources, such as solar power plants that require more 

than 9000 t/TWh of materials to generate electricity. 

1.3. Research gap and motivation of the paper :   

Comparing the performance of different solar technologies, especially concerning heat and electricity 

generation, using the energy metrics, may not adequately capture the full spectrum of their impacts, leading to 

incomplete assessments and potentially misguided conclusions. To avoid this problematic, three other metrics are 

used when trying to compare heat and electricity simultaneously, which are exergy, primary energy and energy 

equivalence, and each of these shows certain advantages and limitations. Concerning the environmental impact 

assessment, the normalized tool is the LCA, and solar technologies can be compared one to another by defining a 

functional unit (FU) usually taken as the kWh of energy produced, or the square meter. Following the first case leads 

to fall into the same problematic of dealing with both heat and electricity and comparing them in the same level.  

The aim of this study is to address these challenges by evaluating the energy performance and environmental 
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impact of the three solar technologies by establishing clear criteria and comparing the different ways of dealing with 

both heat and electricity. A case study application illustrates the assessment wherein PV, ST and hybrid PVT are 

evaluated and compared within the context of an individual house integration. 

2. Method and development 

2.1. Case study description : 

2.1.1. Meteorological data 

In this study, the solar panels are installed on an individual house’s roof in the city of Chambéry in the 

south-east region of France. According to the Köppen climate classification, Chambéry experiences a mountain 

climate characterized by dry, hot summers and moderate winters. For the weather data, files are retrieved from the 

Meteonorm (2023) database v7.3.3 that uses interpolated data from other locations for both temperature and solar 

irradiation.   

2.1.2. Solar panels technical and environmental description : 

The selection of solar panels for this study was primarily based on the availability of detailed data sheets 

necessary for conducting energy simulations on TRNSYS, as well as the presence of environmental product 

declarations (EPD) required for environmental modeling on SimaPro. The EPD information was sourced from the 

French INIES (2023) database, which includes several PV panel references. For the solar ST collectors, only one 

EPD sheet was available, describing a generic flat-plate solar collector based on an analysis of eight commercial 

references. Since there was no EPD sheet available for a PVT panel in the INIES database, the international EPD 

system was consulted where only one reference for PVT was found. 

The studied PV panel is a monocrystalline, monofacial, phosphorus-doped (P-type) module. Key 

characteristics summarized in tab.1 below, including nominal power, module efficiency, area, weight excluding 

mounting support and packaging, power temperature coefficient, lifespan, and degradation coefficient, were derived 

from the manufacturer's data sheets. Additional details such as wafer sizes and thickness, cell number, front and back 

sheet types, encapsulant, and frame material were obtained from the EPD of the PV panel available in the INIES 

database.  

Tab. 1: Solar panels characteristics for energetic and environmental modeling 

PV 

Nominal power at STC 450 Wp 

Efficiency at STC  20.85 % 

Gross area  2.16 m²  

Total weight 24.20 kg 

Power temperature coefficient -0.35 %/K 

Lifespan 25 years 

Degradation coefficient 1st year 2 % 

Degradation coefficient over lifespan 0.55 % 

Wafer size  M10 

Wafer thickness  150 𝜇𝑚  

Cell type Mono crystalline 

Number of cells 60 

Front sheet Glass 3.2 mm 

Encapsulant EVA 

Back sheet PET 

Frame  Aluminum 

 

The flat plate solar collector consists of a flat absorber plate with liquid circulation that captures solar 

radiation, which is then transferred to the heat transfer fluid. This fluid circulates through the collector, transferring 

the absorbed heat for various applications. Its energy performance and environmental characteristics retrieved from 

the manufacturer and the INIES database respectively, are displayed in tab.2.  

Tab. 2: Solar panels characteristics for energetic and environmental modeling 
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ST 

Nominal power 1364 W 

Optical efficiency 77 % 

Gross area  2.16 m²  

a1 3.71 W.m-2.K-1 

a2 0.015 W.m-2.K-2 

Total weight  52.21 kg 

Lifespan 50 years 

Absorber Aluminum / Steel 

Tube network Copper, coil 

Frame Aluminum 

Insulation Rock-wool 

Working fluid Brine 

 

The PVT panel chosen is a second-generation PVT panel that offers a cutting-edge solution for 

simultaneously generating hot water and electricity. Featuring advanced technology, the panel maximizes solar 

radiation absorption and efficiently transfers heat through its lattice-like copper tube network. The 72-cell PV 

laminate produces electricity alongside thermal energy, while a transparent insulating cover and rock wool-insulated 

metal case minimize heat loss. The characteristics taken from the manufacturer and the EPD international system are 

summarized in tab.3 below. 

Tab. 3: Solar panels characteristics for energetic and environmental modeling 

PVT 

Nominal power at STC 350 Wp 

Efficiency at STC  17.8 % 

Gross area  1.96 m²  

Total weight 52 kg 

Power temperature coefficient -0.36 %/K 

Lifespan 25 years 

Degradation coefficient 1st year 3 % 

Degradation coefficient over lifespan 0.71 % 

Wafer size  M2 

Wafer thickness  210 𝜇𝑚  

PV module Laminate 

Number of cells 72 

Front sheet Glass 3.2 mm 

Optical efficiency 70 % 

a1 5.98 W.m-2.K-1 

a2 0 W.m-2.K-2 

Absorber Copper 

Tube network Copper, lattice-like 

Frame Aluminum 

Insulation Rock-wool 

Working fluid Brine 

 

2.1.3 Building’s energy loads : 

The case study’s building is a single-family detached house, modeled using the TRNSYS Type 56 building 

model as shown in figure 1. The house has a total area of 170 m², with 90 m² of heated space and a solar roof area 

potential of 16.6 m². It is assumed that two people live in the house, with a domestic hot water (DHW) consumption 

of 104 liters per day. From the simulations, the DHW annual needs reach 𝑸𝑫𝑯𝑾 = 1478 kWh annually. The specific 

electricity profile was assessed using the CREST model v2.2.1 from  McKenna and Thomson [2016], assuming an 

annual specific electricity needs 𝑬𝒆𝒍𝒆𝒄𝒔𝒑𝒆𝒄 = 2280 kWh. The air infiltration rate was set at 0.685 vol/h for the living 

rooms and 1.1 vol/h for the attic. The heating needs, that correspond to keeping a set point temperature of the heated 
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areas at 19°C during winter and inter season, are equal to 𝑸𝑺𝑯 = 12492 kWh in Chambéry. 

In order to make full use of the whole roof’s surface, the solar panels installation cover all the 16.6 m2 

available area. Since each the PV and ST panels have a gross area of 2.16 m2, the total number of panels installed for 

the two configurations is seven. The number of PVT installed is eight panels of 1.96 m2 each. Regarding the house's 

energy systems, it is equipped with an air-to-water heat pump (HP), which serves as the sole heating system. Two 

storage tanks for the heating and DHW loops are connected to the heat pump and the heat exchanger of the ST and 

PVT panels. It is also assumed that the house is connected to the local electricity grid. Since the HP satisfies the 

heating loads, the energy consumption of the house when the solar energy produced is not sufficient is 100% electric 

and furnished by the grid 𝑬𝒈𝒓𝒊𝒅 , and corresponds to the electrical consumption of the HP 𝑬𝑯𝑷𝒄𝒐𝒏𝒔 and 

𝑬𝒆𝒍𝒆𝒄𝒔𝒑𝒆𝒄𝒄𝒐𝒏𝒔 =  𝑬𝒆𝒍𝒆𝒄𝒔𝒑𝒆𝒄 the specific electricity consumption, with 𝑬𝑯𝑷𝒄𝒐𝒏𝒔  =  𝟔𝟖𝟓𝟒, 𝟔𝟏𝟗𝟎 𝒂𝒏𝒅 𝟔𝟒𝟐𝟔 𝒌𝑾𝒉  

annually in the three solar configuration, ie. PV, ST and PVT respectively. 

 
Figure 1: Building’s energy systems configuration 

2.2. Energy performance evaluation using the four metrics : 

2.2.1. Solar self-produced and self-consumed energy : 

From the TRNSYS simulations are retrieved the solar self-produced and self-consumed energy. The solar 

self-produced energy 𝑬𝒔𝒐𝒍𝒂𝒓,𝒕𝒐𝒕 corresponds to the total electricity and heat generated by the PV, ST and hybrid PVT. 

The solar self-consumed 𝑬𝒔𝒐𝒍𝒂𝒓,𝒖𝒔𝒆𝒅 is the part of this produced energy that is locally used by the building to meet its 

demands. In the case of this study, the solar electricity is used to satisfy the specific electricity demand of the house 

when both the solar production and demand match. Solar electricity is also used to power the HP to satisfy the 

temperature set-points of the DHW and Buffer tanks. The solar over produced electricity is fed to the grid, which is 

not the case for the solar produced heat. The solar used heat is considered as the one stored in the two storage tanks, 

considering the thermal losses occurring in the primary solar circuit and the installation efficiency.  

The three KPI from an energy perspective introduced in 1.2.1 and applied to the case study are defined 

following the equations 1, 2 and 3, and using the building’s energy loads described in section 2.1.3 and the solar self-

produced and self-consumed energy. 

𝐿𝐶𝐹𝐸𝑛 =
𝐸𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑 + 𝑄𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑

𝐸𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑 + 𝐸𝑔𝑟𝑖𝑑  
     (eq. 1) 

𝑆𝐶𝐹𝐸𝑛 =
𝐸𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑 + 𝑄𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑

𝐸𝑠𝑜𝑙𝑎𝑟,𝑡𝑜𝑡
       (eq. 2) 

𝐸𝑅𝐸𝑛 =
𝐸𝑠𝑜𝑙𝑎𝑟,𝑡𝑜𝑡

𝐸𝑒𝑙𝑒𝑐𝑠𝑝𝑒𝑐𝑐𝑜𝑛𝑠 + 𝑄𝑆𝐻 + 𝑄𝐷𝐻𝑊
      (eq. 3) 

2.2.2 Exergy evaluation : 

The First Law of Thermodynamics allows combining different energy forms, but energy conversions and 

losses must be considered. The Second Law of Thermodynamics, introducing entropy, shows that not all energy 

transformations are reversible, causing inefficiencies.  

Exergy is a state function that measures the maximum useful work that can be obtained from a system as it 

interacts with its environment. For the electrical part, exergy is equal to energy because electrical energy is seen as 
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pure exergy. Whereas for the thermal part, exergy is defined as the maximum useful work derived from a system 

using the Carnot factor, which indicates the fraction of energy that can be converted into useful work in an ideal 

Carnot engine, where T is the temperature at which energy in heat form is supplied and 𝑇𝑟𝑒𝑓 is the reference 

temperature. Exergy depends on constant reference conditions like ambient pressure and temperature. However, for 

solar exergy evaluation, ambient conditions fluctuate, leading to different approaches in the choice of the reference 

temperature. In this work, exergy is evaluated on a daily basis, so the daily minimum temperature is taken as the 

reference temperature 𝑇𝑟𝑒𝑓 = 𝑚𝑖𝑛(𝑇𝑎(𝑡)) as in the work of Pons (2019). 

�̇�𝑥ℎ𝑒𝑎𝑡 =  �̇�  (1 −
𝑇𝑟𝑒𝑓

𝑇
)    (eq. 4) 

Thermal exergy is assessed at many systems level. First is the solar heat exergy of the solar thermal and 

PVT heat production. The temperature T of the available solar heat production is the temperature at the outlet of the 

heat exchanger of the ST or PVT panel. For the heat produced by the heat pump, it is the outlet temperature at the 

condenser. For the space heating and domestic hot water heating loads, the available temperature is taken as the 

average temperature of the Buffer and DHW thermal storage tanks.  

From these statements, the three KPI from an exergy perspective introduced in 1.2.1 and applied to the case 

study are defined following the equations 5, 6 and 7. 

𝐿𝐶𝐹𝐸𝑥 =
𝐸𝑥𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑

𝐸𝑥𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑 + 𝐸𝑔𝑟𝑖𝑑  
 (eq. 5)  

𝑆𝐶𝐹𝐸𝑥 =
𝐸𝑥𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑

𝐸𝑥𝑠𝑜𝑙𝑎𝑟,𝑡𝑜𝑡
 (eq. 6) 

𝐸𝑅𝐸𝑥 =
𝐸𝑥𝑠𝑜𝑙𝑎𝑟,𝑡𝑜𝑡

𝐸𝑒𝑙𝑒𝑐𝑠𝑝𝑒𝑐𝑐𝑜𝑛𝑠 + 𝐸𝑥𝑆𝐻 + 𝐸𝑥𝐷𝐻𝑊
 (eq. 7) 

2.2.3 Primary energy factor : 

The main purpose of primary energy factors (PEF) is to provide a standard reference for calculating and 

comparing different energy sources, allowing diverse energy carriers like coal, natural gas, electricity, biomass, and 

uranium to be brought to a common basis as stated in Hirzel and al. (2023). In this work, PEF is used to convert the 

electricity from the grid into heat in the context of the french electricity mix. In France, the PEF for electricity is set 

at 𝜼𝒈𝒓𝒊𝒅 =  𝟐. 𝟑, this means that for 1 kWh of electricity in final energy, 2.3 kWh of primary energy are consumed 

on average. When it comes to renewable energy including solar energy, the PEF is equal to one.  

Therefore, the three KPI introduced in 1.2.1 and applied to the case study are defined following the equations 

8, 9 and 10, with the electricity imported from the local grid converted to the primary energy form using 𝜼𝒈𝒓𝒊𝒅. 

𝐿𝐶𝐹𝑃𝐸 =
𝐸𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑 + 𝑄𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑

𝐸𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑 + 𝐸𝑔𝑟𝑖𝑑 ∗ 𝜂𝑔𝑟𝑖𝑑 
 (eq. 8) 

𝑆𝐶𝐹𝑃𝐸 =
𝐸𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑 + 𝑄𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑 

𝐸𝑠𝑜𝑙𝑎𝑟,𝑡𝑜𝑡 
 (eq. 9) 

𝐸𝑅𝑃𝐸 =
𝐸𝑠𝑜𝑙𝑎𝑟,𝑡𝑜𝑡 

𝐸𝑒𝑙𝑒𝑐𝑠𝑝𝑒𝑐𝑐𝑜𝑛𝑠 ∗ 𝜂𝑔𝑟𝑖𝑑+ 𝑄𝑆𝐻 + 𝑄𝐷𝐻𝑊
 (eq. 10) 

2.2.4 Energy equivalence using the COP : 

Another way to convert electricity into heat form, is to use a coefficient of energy equivalence that takes 

into account the use made of the solar produced electricity. The advantage of converting this solar electricity into 

heat will demonstrate the benefit of storing this electricity, for example in an electric car,  through thermal inertia, or 

as in this case study, in hot water through the use of a HP. In this case study, solar electricity is used to fulfil the 

specific electricity needs of the house when both the solar electricity production and electricity needs match, and is 

also used to store hot water in the tanks for the DHW and heating needs through the use of a HP. The COP of the 

actual heat pump installed in the house is used to convert the part of the solar electricity into the heat form it is 

converted into by the HP. The COP is retrieved dynamically from the TRNSYS simulations as the ratio between the 

heat delivered and the electricity produced by the solar panels and consumed by the HP at every step of the 

simulation. 

Therefore, the three KPI introduced in 1.2.1 and applied to the case study are defined following the equations 

11, 12 and 13, with the solar electricity produced converted to the heat form using the COP of the HP. 
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𝐿𝐶𝐹𝐸𝐸 =
𝐸𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑  ∗ 𝐶𝑂𝑃 + 𝑄𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑

𝐸𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑 + 𝐸𝑔𝑟𝑖𝑑  
 (eq. 11)    

𝑆𝐶𝐹𝐸𝐸 =
𝐸𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑 ∗ 𝐶𝑂𝑃 + 𝑄𝑠𝑜𝑙𝑎𝑟,𝑢𝑠𝑒𝑑

𝐸𝑠𝑜𝑙𝑎𝑟,𝑡𝑜𝑡 
 (eq. 12)  

𝐸𝑅𝐸𝐸 =
𝐸𝑠𝑜𝑙𝑎𝑟,𝑡𝑜𝑡 ∗ 𝐶𝑂𝑃 

𝐸𝑒𝑙𝑒𝑐𝑠𝑝𝑒𝑐𝑐𝑜𝑛𝑠 + 𝑄𝑆𝐻 + 𝑄𝐷𝐻𝑊
 (eq. 13) 

2.3 Environmental impact evaluation using SimaPro : 

Life Cycle Assessment (LCA) is now a standardized approach for assessing environmental impacts of a 

product. The process starts with defining the goal and scope, which includes setting the purpose, boundaries, impact 

assessment method, and functional unit (FU) for the product under study. The next step involves conducting an 

inventory analysis by collecting data on the inputs and outputs throughout the product's life cycle stages. This is 

followed by an impact assessment, which converts the inventory data into environmental impacts. Finally, the results 

are synthesized and interpreted. 

2.3.1 Goal and scope : 

The goal of the LCA simulation is to provide the environmental footprint of the selected solar panel 

references, intended for installation in an individual house. This footprint assessment focuses on Global Warming 

Potential (GWP), Cumulative Energy Demand (CED), and material investment (Me) throughout the manufacturing, 

distribution, installation, and use phases. The SimaPro software and the Ecoinvent database v3.9 are utilized for this 

purpose. SimaPro and Ecoinvent are the most accurate tools in LCA due to their comprehensive database and  

rigorous data collection methods, ensuring reliable environmental impact assessments.  

Among the various impact assessment methods available in LCA calculations, the environmental footprint 

(EF) reference package 3.1 is employed. This approach aligns with the EU Commission's recommendation 

2021/2279, which aims to measure and indicate the environmental performance of products and organizations 

throughout their life cycle. The EF3.1 method uses the global warming potential over a 100-year time horizon 

(GWP100) to describe climate change potential. This indicator, expressed in kg.CO2-equivalent, is essential for 

assessing the environmental footprint of a system or product, as it evaluates its contribution to changes in global 

average surface-air temperature and subsequent impacts on climate parameters such as storm frequency, rainfall 

intensity, and flooding frequency. The CED is assessed using the abiotic depletion potential (ADP): fossil fuels 

indicator from the EF3.1 method, which considers only non-renewable energy resources in their fossil fuel form. 

Material investment, part of the LCA modelling, involves the materials utilized in manufacturing and installing the 

PV panels and excludes the material used for packaging. These materials are included in the life cycle inventory, 

which will be detailed subsequently.  

The FU in which the LCA results are calculated in the LCA simulations is 1 kW of heat and electricity 

production capacity for the PV and ST panels whereas for the PVT, the LCA modelling is conducted for a FU of 1 

module due to the data availability in the EPD sheet.  

 The final FU used to quantify the KPI and evaluate the impact of the solar panels as recommended is 1 

kWh of heat and electricity produced. The initial FU in 1 kW is converted to kWh using the heat or electricity 

produced during the lifespan from the TRNSYS simulations following equations respectively. For the electricity 

generation, a degradation coefficient is taken into account with a maximum of 2% of production the first year and 

0.55% the remaining years based on reference lifetime of 25 years with a mono crystalline PV panel. For the PVT 

panel, the degradation coefficient is equal to 3% the first year and 0.71% the remaining years until the lifespan of 25 

years. No degradation coefficient is considered for the heat production of the ST and PVT systems. The lifespan of 

the ST system is considered 50 years. The scope of the LCA modelling takes into account an inverter replacement 

after 15 years as well as all the other equipment that come alongside a PV  installation, i.e. the BOS. 

𝐸𝑠𝑜𝑙𝑎𝑟,𝑙𝑖𝑓𝑒𝑠𝑝𝑎𝑛 =  𝐸𝑠𝑜𝑙𝑎𝑟,𝑡𝑜𝑡 ∗ 𝐷1𝑠𝑡𝑦𝑒𝑎𝑟 ∗  (1 +  ∑ (1 −  𝐷𝐿𝑖𝑓𝑒𝑠𝑝𝑎𝑛−1)
𝑛

)
𝐿𝑖𝑓𝑒𝑠𝑝𝑎𝑛−1
𝑛=1   (eq. 16) 

 

𝑄𝑠𝑜𝑙𝑎𝑟,𝑙𝑖𝑓𝑒𝑠𝑝𝑎𝑛  =  𝑄𝑠𝑜𝑙𝑎𝑟,𝑡𝑜𝑡 ∗  𝐿𝑖𝑓𝑒𝑠𝑝𝑎𝑛  (eq. 17) 

 

Then, the second FU is 1kWh of useful produced solar exergy, which as stated in section 2.2.2 is the total 
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solar electricity produced during the lifespan 𝐸𝑠𝑜𝑙𝑎𝑟,𝑙𝑖𝑓𝑒𝑠𝑝𝑎𝑛 since electricity is pure exergy. For the solar thermal 

part, 𝐸𝑥𝑠𝑜𝑙𝑎𝑟,𝑙𝑖𝑓𝑒𝑠𝑝𝑎𝑛  is calculated following equation 4. The last FU corresponds to 1kWh of equivalent produced 

solar electricity using the 𝐶𝑂𝑃 from the HP as explained in section 2.2.4. Note that it is unnecessary to study a FU 

of  PE, since as mentioned above the primary energy factor for solar energy is equal to 1. 

2.3.2 Life cycle inventory : 

  At this stage, all processes necessary to create the final product are integrated to design the product stage. 

This involves selecting processes for the manufacturing phase, followed by the processes related to distribution and 

installation, as well as compiling an inventory of materials invested in the manufacturing and installation 𝑚𝑖, both 

displayed in tab.4 and tab.5 respectively.  

Tab. 5: Solar panel’s manufacturing processes 

Solar technology LCA step Ecoinvent process Location 

PV Polysilicon Siemens process Germany 

Ingots Czochralski purification Norway 

Wafers Diamond wire cutting Norway 

Cell PERC process China 

Module assembly Monofacial France 

Distribution Lorry Chambéry 

Installation Neglected Chambéry 

ST Absorber Laminated + Laser welding France 

Frame Laminated France 

Coil High pressure tube twisting France 

Collector assembly Manually France 

Distribution Lorry Chambéry 

Installation Neglected Chambéry 

PVT PV module PV laminate China 

ST heat exchanger Same process as ST Spain 

Assembly Manually Spain 

Distribution Lorry Chambéry 

Installation Neglected Chambéry 

 

Tab. 4: Material invested mi  in kg per functional unit. 

PV ST PVT 

Silver 0.014 Aluminium 19.4 PV laminated 17.80 

Copper 2.7 Steel 7.4 Heat recovery system 4.65 

Aluminium 18.1 Copper 2.1 Steel (Housing) 9.4 

Steel 0.62 Silicone 0.72 Rock-wool 2.88 

Silicon 2.6 SMC 1.2 Glass 15.10 

Glass 39.2 PELD 0.26 EVA 0.64 

Plastic 

 

 

 

 

 

 

6.7 

 

 

 

 

 

 

Polyester 0.19 PVC 6.12 

PVC 0.07 Silicone 

 

 

 

0.83 

 

 

 

EPDM 0.26 

EPS 0.13 

PA66 0.06 

Glass 13.6 

Rock-wool 2.2 

Total (kg) 69.9  Total (kg) 47.6 Total (kg) 57.4 

 

The manufacturing scenario of the PV panel described is retrieved from internal CEA database and is typical 

in the market, where the silicon manufacturing phases are carried out in Germany and Norway, given the presence 

of plants specializing in these processes in these countries as said in Norman, (2023). Most PV panel cell assemblies 
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are still commonly done in China due to the cost advantages offered by Chinese manufacturers. Finally, to cater to 

local markets, the assembly of the PV module is conducted in the installation country. Note that the transport between 

the different manufacturing is taken into account in the PV panel modeling. The materials comprising the PV panel 

include those used in both the manufacturing of the panel and its installation on the roof. Tab. 4 displays the quantity 

of materials per functional unit of 1 kW. The quantities of aluminum, steel, and copper used for mounting and roof 

installation of the PV panels are sourced from Underwood et al. (2022), using the average of the ranges considered 

for roof-mounted modules for each material. Glass constitutes the largest share of material use in a PV panel since 

the module considered is dual glass, enhancing its toughness and resistance. The second most used material is 

aluminum, utilized for the frame, support, and mounting structures. Plastic is used for both the encapsulant and back 

sheet. Copper is used for interconnecting the cells, in the junction boxes that are part of the BOS, in the inverter's 

composition, and for module-to-module cabling. Additionally, the inverter contains steel, and silver is used in the 

cell for its conductive properties. 

Solar thermal collectors have the advantage of requiring simpler industrial processes than PV, which leads 

to their entire manufacturing in Europe. For the solar thermal collector selected in this study, all manufacturing and 

assembly stages are carried out in a factory in France, where all the collector's parts, i.e. the absorber in the form of 

rolled aluminum plate, the copper tubes for the exchanger, and the glass, are shipped. Raw materials extraction and 

pre-processing is included in the materials inventory, with materials of European origin considered whenever 

possible as in the case of aluminum, or by default a global or rest-of-the-world origin is considered. 

The PVT manufacturing comprises both the PV part that consists of a laminated PV module, the heat 

recovery part for the thermal production that is constituted the same way as the flat plate collector of an aluminum 

absorber where copper twisted tubes are welded on. The PV laminate originates from China where it is manufactured, 

and the heat recovery part is manufactured in a factory in Spain. The two parts are then brought and assembled 

together in a Spanish factory and shipped to the installation place in France. 

2.3.3 Life cycle impact assessment (LCIA) : 

The LCA outputs from the SimaPro simulations and that are discussed in the following are the global warming 

potential (GWP) in kg.CO2eq and the non-renewable cumulative energy demand (CED) in MJ and are displayed for 

the whole manufacturing, distribution and installation phases, per initial FU of 1 kW for the PV and ST, and a FU of 

1 module for the PVT.  

Tab. 6 : LCA simulation outputs for the FU. 

Per FU = 1kW of PV/ST, or 1 PVT module PV ST PVT 

GWP in kg.CO2eq 943 385 724 

CED in MJ 11723 4610 13664 

 

These simulation output results are intermediate results that will allow to quantify the environmental KPI 

described in the following :  

• The energy payback time (EPBT) expressed in years is a frequently used indicator. It refers to the 

period it takes for a solar panel to generate the same amount of energy that was spent in its manufacturing, 

transportation, installation, and maintenance processes. Therefore, the EPBT is expressed as follows in equation 

14 : 

𝐸𝑃𝐵𝑇 =
𝐶𝐸𝐷 

𝐸𝑠𝑜𝑙𝑎𝑟,𝑡𝑜𝑡
   (eq. 14) 

• The quantity of materials Me employed to deliver 1 kWh of electricity and/or heat for the solar panels is 

equal to the ratio between the total quantity of material invested in the manufacturing and installation obtained 

from the LCA in the inventory analysis mi and the energy production over the lifespan of the panel following 

equation 15. 

            𝑀𝑒 =
𝑚𝑖 

𝐸𝑠𝑜𝑙𝑎𝑟,𝑙𝑖𝑓𝑒𝑠𝑝𝑎𝑛
  (eq. 15) 

2.4 KPI quantification : application to the case study 

2.4.1 Energy performance KPI: 

The energy performance KPI introduced in section 1.2.1, ie. the load and supply cover factors and the on 

site energy ratio, are quantified following the case study of the individual house with the three different solar 
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configurations coupled with an air-to-water HP. In literature, it was seen that the three KPI are defined mixing heat 

and electricity as in equations 2, 3 and 4. The objective of this work is to define these KPI also using either exergy 

or converting electricity to heat form using either the french PEF or the COP of the studied HP. The different 

definitions are displayed following equations 5 to 13. In table 8 are displayed the results of the KPI quantification in 

the three solar configurations and using the four metrics, ie. Energy (En), exergy (Ex), primary energy (PE) and 

energy equivalence (EE). 

Tab 8. : Energy performance KPI quantification applied to the case study 

 LCF [%] SCF [%] ER [%] 

PV ST PVT PV ST PVT PV ST PVT 

En 15.3 30.4 30.1 34.7 89.1 54.2 22.3 22.4 33 

Ex 15.3 25.4 26.6 34.7 89.1 51.7 16.9 13.6 22.5 

PE 5.7 16 13 34.7 89.1 54.2 11 11.6 16.6 

EE 15 17.4 21 46.1 89.1 57.5 18.5 12.3 22.1 

 

The solar panels scored LCF equal to 15.3%, 30.4% and 30.1% for the PV, ST and PVT respectively in the 

energy definition, meaning that the solar energy used is up to 30% for PVT and ST of the total energy used on site, 

which consists of electricity imported from the grid when solar energy is not sufficient. What justifies these values 

is that the ST and PVT solar used energy is higher than the PV due the solar heat storage. When using the exergy 

definitions, the ST and PVT LCF are lower because of the maximum useful work that can be extracted from the solar 

heat produced and stored, still their LCF is higher than the PV. When converting the electricity from the grid into its 

primary energy form in the denominator, the LCF values for all the three solar panels is reduced. Finally, in the case 

of converting the electricity produced by the PV and PVT panels into heat via the heat pump, the LCF values are 

increasingly close for all three panels, suggesting that this metric could enable a fairer comparison. 

The SCF values, meaning the share of solar energy produced that was consumed on site, show that the ST 

offers the most solar self-consumed energy reaching 89.1% because the heat is stored in the thermal tanks, in the 

four definitions since the temperatures involved are the same in the case of the produced heat and the consumed one. 

In the PV case, the SCF reached 34.7%, meaning that only this share was used to respond to the specific electricity 

demand when it matched the electricity production, and the demand of the HP. The rest is injected into the local 

electricity grid. This valued remained the same for the three definitions, ie. the energy, exergy and primary energy 

factor one, since electrical energy is pure exergy and the PEF of solar PV electricity is equal to one. As for the energy 

equivalent definitions, that reached 46.1%, it is due to the conversion of the PV electricity used by the HP to the 

actual heat produced by the HP using the COP dynamically. The PVT panel’s score in SCF falls between both the 

PV and ST thanks to its ability to combine flexible electrical generation and storable heat. 

Unlike the LCF, the on-site ER, or solar fraction as it is known in many studies, accounts for the contribution 

of solar energy in its response to the building's energy needs. In this case study, the building’s needs consists of the 

space heating, the DHW and specific electricity needs. In the nominator, the 16.6 m2 of the PV and ST panels 

produced almost the same amount of electricity and heat, resulting in a LCF nearly equal to 22.3 and 22.4% 

respectively. The PVT produces 30% more energy than the PV and ST for the same surface, resulting in an ER of 

33%. In terms of exergy, the same tendency is observed, which devalues heat in comparison to electricity due to their 

different exergetic nature and content. The values of on-site ER all decrease in the case of the primary energy and 

energy equivalence definitions, because the electricity imported from the grid and converted to heat form, whether 

using the primary energy factor or the COP, is greater. 

2.4.2 Environmental impact assessment KPI : 

 The environmental impact KPI results are displayed in table 9, for the three solar solar panels, and per FU 

of 1kWh of produced energy, useful exergy and energy equivalence.  

In terms of energy, the ST collectors scored the lower GWP equal to 17.7 of kg.CO2eq per kWh of heat 

produced, against 31.1 for PV and 52.3 for PVT. ST require manufacturing processes that are less energy consuming 

and occurring in Europe, unlike PV and PVT modules which are produced in China. When using the exergy metric, 

the impact of ST and PVT are increased, but ST still does not exceed PV. By considering the share of solar electricity 

converted into heat by the heat pump and stored, as the production actually served by PV and PVT panels, their 
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environmental impact in terms of all the environmental KPI  is further reduced. In summary, ST is the most 

environmentally and energetically efficient system overall, but PV offers a material efficiency advantage in heat-

equivalent applications. PVT, while offering both electricity and heat, tends to have the highest environmental and 

material costs, indicating that it may not be the best option unless its dual-output capabilities are highly valued.  

 

Tab 9. : Environmental impact KPI quantification 

Per FU = 

1kWh 

GWP [kg.CO2eq] CED [MJ] EPBT [years] Me [t/TWh] 

PV ST PVT PV ST PVT PV ST PVT PV ST PVT 

En 31.1 

 

17.7 52.3 0.39 

 

0.21 0.66 0.8 

 

0.5 1.4 2306 

 

2184 2510 

Ex 22.7 59.2 0.27 0.74 0.6 1.6 2803 2843 

EE 23.8 17.7 46.1 0.29 0.21 0.58 0.6 0.5 1.3 1762 2184 2212 

 
While the analysis highlights Solar Thermal (ST) as the most efficient and environmentally friendly option 

overall, and Photovoltaic (PV) as the most material-efficient for heat-equivalent energy, it is important to 

acknowledge a limitation in the study. The PVT system analyzed represents only one industrial reference, whereas 

the PV and ST systems are based on average panels. This means that the performance of PVT in this study might not 

fully reflect the diversity of PVT technologies available on the market, which could potentially offer different 

efficiency and environmental profiles. Therefore, the conclusions drawn about PVT may be limited in scope and may 

not capture the full potential or variability of this technology. 

3. Conclusion and perspective 

 In the context of global climate crisis, using solar energy in residential buildings emerges as a crucial 

solution due to resource availability and technological maturity. To compare various solar technologies fulfilling the 

building needs, a standardized assessment of their energy and environmental performance is imperative. This study 

focuses on evaluating active solar panels' energy and environmental performance, considering their electricity and 

heat outputs, and compares different metrics of defining the KPI based on energy, exergy, primary energy, and energy 

equivalence. While primary energy reduction factor is commonly used, it remains dependent on the location when 

choosing the electricity to heat conversion factor. The second law of thermodynamics introduces exergy as a key 

metric, dependent on the choice of reference temperature, and allows considering the quality of the energy compared 

to first law of thermodynamics. Converting solar energy production and building loads using energy system’s COP 

reveals promising comparisons, necessitating further investigation concerning the choice of the energy system. 

Integrating both energy forms facilitates future comparisons across economic, technical, and social criteria, paving 

the way for informed solar panel selection in building applications. 
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Abstract 

For the urban housing sector's ongoing decarbonization efforts, district heating solutions stand as fundamental 

components. However, scaling up district heating systems presents significant challenges in grid extension and the 

integration of renewable heat sources. Demand peaks and generation mismatch pose operational hurdles which can 

be alleviated by using heat storages and demand flexibilities. This study evaluates the utilization of Thermally 

Activated Building Structures within residential complexes, employing model-based predictive controllers, to aid 

energy suppliers and grid operators in navigating operational challenges. Through a simulation study conducted for 

a real use case in the city of Vienna, this research demonstrates the efficacy of the proposed system in effectively 

mitigating grid peaks by leveraging thermal mass to offset non-shiftable demands, such as domestic hot water usage. 

The results show a peak load reduction of 27 % during the coldest week of the year and a 30 % reduction for an 

average winter week while keeping indoor comfort boundaries unviolated. The proposed technology therefore holds 

the potential to reserve grid capacity for additional buildings or to reduce the demand for peak load generation which 

is often based on fossil technologies.  

Keywords: Thermally Activated Building Structures, District Heating Grids, Model Predictive Control 

1. Introduction 

For the ongoing decarbonization of heat supply in the urban housing sector, District Heating (DH) solutions are one 

of the main pillars. At the same time, major challenges for new and existing DH-systems are caused by a combination 

of growing grid size, more volatile renewable generation, lower temperature levels and high costs for peak load 

generation. This work proposes and evaluates a concept for the utilization of Thermally Activated Building Systems 

(TABs) to provide flexibility for grids and energy suppliers to overcome operational and system design challenges. 

Based on operational data from a real DH grid, and the conceptual data for a planned residential building project in 

the city of Vienna, Austria a simulation study is conducted to answer the following question.  

How can TABs employing advanced Demand Side Management (DSM) strategies through Model Predictive Control 

(MPC) be optimized to support DH grid expansion by mitigating demand peaks, particularly by compensating for 

non-shiftable Domestic Hot Water (DHW) demand peaks, thereby ensuring new buildings are grid-supportive? 

2. State of the art 

Reynders et al. (2013) stated that the load shifting potential increases with the thermal mass of a building. This refers 

to the ability of materials within the structure to store heat. Studies indicate that in-floor heating, which directly 

utilizes the floor slab as thermal mass, offers a higher peak shaving potential compared to traditional radiators. 

However, it is crucial to acknowledge the potential trade-off between increased thermal mass activation and overall 

energy efficiency. While activating thermal mass enhances load shifting capabilities, it may also lead to higher energy 

consumption. Therefore, optimizing the utilization of thermal mass is essential to minimize unnecessary energy 

losses. 

While Rijksen et al. (2010) have demonstrated a 50% reduction in peak cooling capacity for office buildings using 

concrete core activation, these results cannot be directly extrapolated to residential settings with heating systems. 

Le Dreau and Heiselberg (2016) have shown that low-energy houses offer significant potential for load shifting, a 

strategy for managing energy demand by strategically moving consumption to off-peak periods. However, achieving 

this benefit requires robust control systems to prevent overheating issues. The effectiveness of load shifting in these 

houses is heavily influenced by the level of insulation. Buildings with good insulation have a reduced modulation 

potential, yet they offer an extended time frame for adjusting heat demand, which can surpass 24 hours. Simulations 
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indicate that load shifting can be an effective strategy in single-family low-energy homes for managing electricity 

consumption. 

The literature review delivers evidence that the desired results for grid operation can be achieved with TABs. 

However, a multifamily residential building with TABs has not been used for load shifting to the benefit of a thermal 

grid in any of the sources.  

3. Methodology 

The methodology of this study revolves around evaluating the feasibility of shifting heating demand to smooth the 

overall load curve of a district heating grid, particularly in scenarios where non-shiftable assets like DHW constitute 

a significant portion of the delivered energy and contribute to load peaks. Two distinct variants, as outlined in Tab. 

1, are defined for analysis, including a baseline variant featuring rule-based control with ambient temperature 

dependent heating curves and one system variant which is dynamically optimized by Model Predictive Control 

(MPC). The simulation experiments are conducted for the complete heating season and results are focused on the 

coldest week of the year (Feb 12th to Feb 18th) and one average winter week (March 18th to March 24th) within an 

ASHRAE sample climate for the city of Vienna, Austria. Evaluation methods such as comparison of duration 

diagrams for heat demand, and time series data of occurring room temperatures including deviations are employed 

to compare the simulation variants. To assess the model fidelity of the used MPC method a residual analysis for room 

temperature predictions is used. 

Tab. 1: Simulation variants 

Name  Technologies Explanation 

Standard 

control 

TABs; Return temperature control; 

Individual zone temperature 

control; Ambient temp. dependent 

feed temperatures 

This variant serves as a baseline showing how a 

conventional control system would affect the heat 

demand of the TABs system in the examined building. 

MPC TABs; Return temperature control; 

Individual zone temperature 

control; Ambient temp. dependent 

feed temperatures; MPC  

The standard control of the building is extended by a 

supervisory MPC control which can manipulate room 

temperature setpoints and can set aggregated heating 

power for the building by manipulating the feed 

temperatures. The MPC is utilizing knowledge of 

future external boundary conditions like weather, 

DHW and household electricity demand and has the 

objective to reduce heat demand peaks of the building 

including the DHW demand. 

 

The core of the used method is a comprehensive energy simulation conducted on the sample building via the software 

IDA ICE by EQUA (2023). This building model was first implemented by Stipsits (2024) based on planning data for 

the residential housing project in the city of Vienna, Austria. A 3-D Depiction of the building geometry can be found 

in Fig. 1. 

               

Fig. 1: 3-D views of the examined planned residential Building (left: view from northwest, right: view from southeast) (Source: 

Stipsits (2024)) 
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For the applied MPC and Moving Horizon Estimation (MHE) a semi-physical model was initially devised for the 

application in a prior study, as outlined in Putz et al. (2023). Expanding upon this model, the proposed system 

incorporates a district heating connection and is displayed in its RC-equivalent form in Fig. 2 and the associated 

symbol description in Tab. 2. The control objective is to reduce heat demand peaks of the building including the 

DHW demand which is implemented by using a power dependent heat tariff. Subsequently, a co-simulation is 

conducted, coupling the model-based control method with the highly detailed building and system model within IDA 

ICE. This co-simulation involves optimizing daily load shifting tasks for the building through MPC control, while 

concurrently executing MHE operations to perform classical parameter estimation based on dynamic data from the 

IDA ICE simulation. Additionally, a state observer is employed within the controller to estimate the building 

structural temperature. Furthermore, the IDA ICE simulation provides essential data regarding thermal zone comfort 

and the hydronic system, including TABS return temperature and heat flux. The MPC Framework is implemented 

using the dynamic modelling and optimization package GEKKO in Python (Beal et al., 2018; Hedengren et al., 

2014). 

 

 

 

Fig. 2: RC-representation of the semi physical building model used in MPC and MHE 

Tab. 2: Description of parameter symbols for the semi physical building model used in MPC and MHE 

Parameter Description 

𝑇𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 Average temperature of building masses 

𝑇𝑧𝑜𝑛𝑒 Average air temperature of building zones 

𝑇𝑎𝑚𝑏 Ambient air temperature 

𝑅𝑒𝑛𝑣 Thermal resistance of the building envelope part 1 

𝑅𝑙𝑜𝑠𝑠 Thermal resistance of the building envelope part 2 and other leaks 

𝑅𝑏2𝑧 Thermal resistance from the building structure to the thermal zone 

𝐶𝑧𝑜𝑛𝑒 Aggregated thermal capacity of the thermal zones 

𝐶𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 Thermal capacity of the building structure 

𝑓𝑠𝑜𝑙.𝑟𝑎𝑑.𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 Multiplication factor to estimate heat flux into building structure based on solar radiation 

𝑓𝑠𝑜𝑙.𝑟𝑎𝑑.𝑧𝑜𝑛𝑒𝑠 Multiplication factor to estimate heat flux into building zones based on solar radiation 

𝑓𝑠𝑜𝑙.𝑎𝑐𝑡𝑖𝑣𝑒 𝑠ℎ𝑎𝑑𝑖𝑛𝑔 Time dependent multiplication factor to estimate impact of active window shading on the heat 

flux into building zones based on solar radiation 
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4. Results 

In this study, the analysis of results is presented in two distinct sections to capture the variability in weather conditions 

during the winter season. The first section focuses on the coldest week of the year, characterized by extreme 

temperatures, which allows for an examination of the effects on the highest expectable peak loads. The second section 

presents data from an average winter week, providing a baseline for comparison and highlighting the typical 

conditions experienced during the season.  

The coldest week of the simulated year is Feb 12th to Feb 18th. For the implemented standard control, the lowest 

occurring outdoor temperature of -14.6 °C leads to a space heating peak demand of 140 kW. Fig. 3 shows that using 

MPC for load shifting under consideration of the DHW demand, leads to lower and time shifted peaks. The total heat 

demand of the building is the sum of the heating power used in the TABS for space heating and the heat demand for 

DHW consumption plotted in Fig. 4. The total heat demand in this week is compared for the standard control and 

MPC in the duration diagrams in Fig. 5. It is shown that the highest occurring demand peak can be reduced by 27 % 

which is a significant decrease considering that this is the coldest week of the year. Comparing sum of shifted energy 

from times of high demand to times with lower demand, it can be observed, that lowering the peak demand comes 

at the cost of overall higher energy consumption. This increase amounts to 12.7 % for the coldest week scenario and 

6.3 % for the average winter week. This significant increase is mainly cause by two effects. First, by comparing the 

achieved room temperatures for the variant with standard control (Fig. 6) and the variant with MPC based load  
 

 

Fig. 3: Heating power of the TABs system in comparison for standard control and MPC during the coldest week of the year. 

 

Fig. 4: Defined DHW demand of the building during the coldest week of the year. 

 

Fig. 5: Duration curves of total heat demand including TABS and DHW for standard control and MPC variant in the coldest week of 

the year (left). Difference between the duration curves representing the peak load reduction and the shifted energy (right). 
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shifting (Fig. 7) it can be seen that the MPC variant performs superior in maintaining the room temperature setpoint 

of 22 °C and never breaches the lower comfort limit of 21 °C. The building using standard control without predictive 

components struggles to maintain setpoint temperatures due to the high latencies in the thermal building dynamics. 

The higher energy demand of the variant with MPC is therefore caused by higher envelope losses while achieving 

higher temperature comfort. Secondly, the slight preheating of concrete structures raises heat losses through the 

building envelope and thermal bridges which can be interpreted as actual storage losses. 

 

Fig. 6: Average building zone temperature and standard deviation for the coldest week of the year and standard control. 

 

Fig. 7: Average building zone temperature and standard deviation for the coldest week of the year and MPC. 

The implemented semi physical building model performs sufficiently for the load shifting task and offers a coefficient 

of determination of 0.95 for predicting the average room air temperature in the building. The results of a residual 

analysis performed for the coldest week of the year are shown in Fig. 8. 

 

Fig. 8: Statistical evaluation of the residual of the predicted average zone temperature for the coldest week of the year. 
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The evaluation of results for the average winter week (March 18th to March 24th) was conducted using the same 

methodology as applied to the coldest week of the year. Also, in this case the use of MPC for peak load reduction is 

highly effective as Fig. 9 shows how the heat demand is shifted from otherwise high demand times to low demand 

times. Together with the heat demand for DHW consumption plotted in Fig. 10 the resulting total heat demand is 

calculated and shown in duration curves in Fig. 11. In this average winter week the heat demand peak can be reduced 

by 30 %. 

 

 

Fig. 9: Heating power of the TABs system in comparison for standard control and MPC for an average winter week. 

 

Fig. 10: Defined DHW demand of the building for an average winter week. 

  

Fig. 11: Duration curves of total heat demand including TABS and DHW for standard control and MPC variant for the average 

winter week (left). Difference between the duration curves representing the peak load reduction and the shifted energy (right). 
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The MPC internal semi physical building model also performs positively in this week and offers a coefficient of 

determination of 0.93 for predicting the average room air temperature in the building. The results of a residual 

analysis performed for this average winter week are shown in Fig. 12. 

 

Fig. 12: Statistical evaluation of the residual of the predicted average zone temperature for the average winter week. 

5. Conclusion 

The study has shown that even during the coldest week of the year grid peaks can be effectively reduced. 

Manipulating the generally low flow temperatures of TABS together with targeted room temperature setpoint 

adaption enables the possibility to use the studied building for load shifting even in times of peak heat demand 

without compromising the tenant’s thermal comfort. The utilization of supervisory MPC strategies on a building 

level is a key enabler for the derived results and ensures effective use of the activated thermal mass by balancing 

indoor comfort, heating losses and grid objectives. In the conducted simulation study this model-based control system 

also caused an increase in total energy consumption compared to the reference scenario which can be attributed to 

better compliance with temperature comfort boundaries and actual storage losses caused by the load shifting. Thus, 

causing overall higher energy consumption, it does so in times of lower demand which potentially can reduce the 

CO2 emissions and cost. Depending on the utilized heat sources in the respective DHW grid, using more energy at 

times where renewable sources are available can have significant advantages over using energy from mostly fossil 

fuel based peak load generation. 

Low order differential equation models can be sufficient to predict the thermal dynamics of large volume residential 

buildings sufficiently accurate to perform optimization calculations. The quality of model fitment achieved in this 

study can be classified with a coefficient of determination (R²value) larger 0.9 which indicates strong correlation and 

is sufficient for the underlying use case. This has the potential to ease the expansion and operation of DH grids and 

therefore speed up the transition from fossil energy based heat supply in urban areas to more climate friendly 

alternatives. 
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Abstract: Solar energy is a kind of inexhaustible, clean energy and the heat pump has high efficiency in 

energy utilization. If solar energy and heat pumps are combined and developed into a solar heat pump system, 

it will produce greater economic and social benefits. This experiment develops and designs three different solar 

heat pump water heater systems: solar direct-expansion heat pump water heater, solar and air dual-source heat 

pump water heater, and PVT heat pump water heater. Moreover, the performance of three kinds of solar heat 

pump water heater systems is preliminarily tested and verified under different solar irradiation. The problems 

found in the testing process are analyzed and demonstrated, which lays a foundation for the future commercial 

development of solar heat pump water heater systems. 

Keywords: solar heat pump water heater; solar direct-expansion heat pump water heater; solar and air 

dual-source heat pump water heater; PVT heat pump water heater; overall COP 

 

1. Introduction 

Solar energy is a kind of inexhaustible and clean energy. The most comprehensive application of solar 

heat utilization is using the solar collector to convert the solar energy into the internal energy of the water or 

other medium to increase the temperature of the medium [1], which is used in water heating, heating supply, 

and industrial fields [2]. While air energy is used through the reverse Carnot cycle. The consumption of a share 

of energy in the air will transfer more than one share of heat to water or other media, which is an efficient way 

of using energy [3]. Air energy can also be used in water heating, heating supply, and industrial fields [4]. If 

solar and air energy are combined and developed into a solar heat pump system, it will produce greater 

economic and social benefits [5]. This research explores three innovative solar heat pump water heater systems: 

solar direct-expansion heat pump water heater, solar and air dual-source heat pump water heater, and PVT heat 

pump water heater. 

2. Principle of solar heat pump water heater systems 

The first system is the solar direct-expansion heat pump water heater system, and the operating principle 

is shown in Figure 1. The characteristics of the system are that the solar collector is the only heat source. The 

refrigerant becomes a high-temperature and high-pressure gas refrigerant after being compressed by the 

compressor. The high-temperature and high-pressure gas refrigerant heats the water in the hot water storage 

tank through the heat exchanger. The heat exchanger condenses the high-temperature and high-pressure gas 

refrigerant into the high-pressure and low-temperature liquid refrigerant. The high-pressure and low-

temperature liquid refrigerant is depressurized by the electronic expansion valve to the low-pressure and low-

temperature liquid refrigerant. The low-temperature and low-pressure liquid refrigerant flows through the solar 

collector. When there is solar radiation, the front of the solar collector absorbs the heat from the solar energy, 

and the back of the solar collector absorbs heat from the air, vaporizing the low-temperature and low-pressure 
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liquid refrigerant into the low-temperature and low-pressure gas refrigerant. After being compressed by the 

compressor, it becomes a high-temperature and high-pressure gas refrigerant to heat the heat storage tank. This 

cycle will continue until the water in the heat storage tank reaches the target temperature. Without solar 

radiation, the solar collector will absorb heat from the air through the front and back. 

 

Fig. 1: Solar direct expansion heat pump water heater system 

The second system is the solar and air dual-source heat pump water heater system, which is shown in 

Figure 2. The feature of the system is that the solar collector and the finned heat exchanger are in parallel and 

serve as the evaporator of the heat pump to provide thermal energy for the heat pump water heater system. The 

refrigerant becomes a high-temperature and high-pressure gas refrigerant after being compressed by the 

compressor. The high-temperature and high-pressure gas refrigerant heats the water in the heat storage box 

through the heat exchanger. The high-temperature and high-pressure gas refrigerant is condensed into the high-

pressure and low-temperature liquid refrigerant through the heat exchanger. Low-temperature liquid refrigerant 

flows through the solar collector and the finned heat exchanger. When there is solar radiation, the front of the 

solar collector absorbs the heat from the solar energy. At the same time, the back of the solar collector absorbs 

heat from the air and vaporizes the low-temperature and low-pressure liquid refrigerant flowing through the 

solar collector into the low-temperature and low-pressure gas refrigerant. At the same time, the finned heat 

exchanger will also absorb heat from the air, and the low-temperature and low-pressure liquid refrigerant 

flowing through the finned heat exchanger is vaporized into low-temperature and low-pressure gas refrigerant. 

After being compressed by the compressor, it becomes a high-temperature and high-pressure gas refrigerant 

to heat the heat storage tank. This cycle will continue until the water in the heat storage tank reaches the target 

temperature. Without solar radiation, the solar collector will absorb heat from the air through the front and 

back, while the finned heat exchanger will also absorb heat from the air. 

 

Fig. 2: Solar and air dual-source heat pump water heater 

The third system is the PVT heat pump water heater system, which is shown in Figure 3. The 

characteristics of the system are that the heat absorbent part of the integrated photovoltaic module (PVT) is 

used as the evaporator of the heat pump to provide thermal energy for the heat pump water heater system, and 
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the photovoltaic part can generate electricity at the same time, which can be used to drive the DC load and 

grid-tie inverter, and charge the battery. The refrigerant becomes a high-temperature and high-pressure gas 

refrigerant after being compressed by the compressor. The high temperature and high-pressure gas refrigerant 

heats the water in the heat storage box through the heat exchanger. The high-temperature and high-pressure 

gas refrigerant is condensed into the high-pressure and low-temperature liquid refrigerant through the heat 

exchanger. The low-temperature and low-pressure liquid refrigerant flows through the back channel of the 

solar photovoltaic thermal integrated module. When there is solar radiation, the front side can absorb the heat 

generated by the photovoltaic panel while generating electricity. At the same time, the back side of the PVT 

will absorb heat from the air, which will vaporize the low-temperature and low-pressure liquid refrigerant 

flowing through the PVT channel into the low-temperature and low-pressure gas refrigerant. After being 

compressed by the compressor, it becomes a high-temperature and high-pressure gas refrigerant to heat the 

heat storage tank. This cycle will continue until the water in the heat storage tank reaches the target temperature. 

Without solar radiation, the solar collector will absorb heat from the air through the front and back. 

 

Fig. 3: PVT heat pump water heater 

3. Testing method 

The testing method for system 1 is illustrated below.  

 

Fig. 4: Prototype of the solar direct-expansion heat pump water heater system 

 

Fig. 5: Schematic diagram of the solar direct-expansion heat pump water heater system 

 
Q. Jiao et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

218



Tab 1: Testing parameters of the solar direct-expansion heat pump water heater 

 
Testing 

parameters 

Instrument for 

testing 
Note 

1 
Tank temperature 

T1 
PT100 sensor  

2 
Heat pump power 

consumption E 

Digital 

electricity meter 
 

3 
Water tank 

capacity M 
Scale of electron 

Measuring water tank 

capacity by weighing 

method 

4 
Irradiation 

intensity H 
Irradiation meter 

Same angle as solar 

heat absorption panel 

(75°) 

5 
Ambient 

temperature 
PT100 sensor  

6 
Ambient 

humidity 
Humidity meter  

7 
Ambient wind 

speed 

Wind speed 

instrument 
 

8 Rainfall Rain gauge  

1. Testing Preparation 

1) Fill the tank with water, circulate the pump to mix water, and record the starting temperature T1. 

2) Record the initial electricity quantity E1 of the electricity meter. 

2. Testing Process 

1) Start the heat pump system and set the final temperature at 55 degrees Celsius. During the experiment, 

the data acquisition system will automatically record the parameters of irradiation, water tank temperature, 

wind speed, and real-time electricity. 

2) After the heat pump reaches the temperature and stops, start the external mixed water pump until the 

water temperature from the mixed water to the tank does not change, then record the water temperature T2 as 

the final water temperature. 

3) Record the final reading of the digital electricity meter: E2. C is the specific heat capacity of water; M is 

the mass of water, COP is the Coefficient of Performance. 

3. Data Processing 

1) Heat gain of the water tank:  

 𝑄 = 𝐶𝑀(𝑇2 − 𝑇1) (Eq. 1) 

2) Power consumption of heat pump system: 

 𝐸 = 𝐸2 − 𝐸1 (Eq. 2) 

3) For the heat pump system: 

 𝐶𝑂𝑃 = 𝑄/𝐸 (Eq. 3) 
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The testing method for system 2 is illustrated below. 

 

Fig. 6: Prototype of the solar and air dual-source heat pump water heater system 

 

Fig. 7: Schematic diagram of the solar and air dual-source heat pump water heater system 

Tab 2: Testing parameters of the solar and air dual-source heat pump water heater system 

 
Testing 

parameters 

Instrument for 

testing 
Note 

1 
Tank 

temperature T1 
PT100 sensor  

2 
Heat pump power 

consumption E 

Digital 

electricity meter 
 

3 
Water tank 

capacity M 
Scale of electron 

Measuring water tank 

capacity by weighing 

method 

4 
Irradiation 

intensity H 
Irradiation meter 

Same angle as solar 

heat absorption panel (75°) 

5 
Ambient 

temperature 
PT100 sensor  

6 
Ambient 

humidity 
Humidity meter  

7 
Ambient wind 

speed 

Wind speed 

instrument 
 

8 Rain Rain Gauge  
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The testing steps, testing process, and data processing of system 2 are same with system 1.  

The testing method for system 3 is illustrated below.  

 

Fig. 8: Prototype of the PVT heat pump water heater system 

 

Fig. 9: Schematic diagram of the PVT heat pump water heater system 

Tab 3: Testing parameters of the PVT heat pump water heater system 

 
Testing 

parameters 

Instrument for 

testing 
Note 

1 
Tank 

temperature T1 
PT100 sensor  

2 
Heat pump power 

consumption E 

Digital 

electricity meter 
 

3 
Water tank 

capacity M 
Scale of electron 

Measuring water tank 

capacity by weighing 

method 

4 
Irradiation 

intensity H 
Irradiation meter 

Same angle as solar 

heat absorption panel (75°) 

5 
Ambient 

temperature 
PT100 sensor  

6 
Ambient 

humidity 
Humidity meter  

7 
Ambient wind 

speed 

Wind speed 

instrument 
 

8 Rain Rain Gauge  

For system 3, we record the electricity generation of PVT as E3, and we can use Equation 4 to calculate 
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the COP of the photothermal heat pump system. For the PVT heat pump system: 

 𝐶𝑂𝑃 = 𝑄/(𝐸 − 𝐸3) (Eq. 4) 

4. Testing results and analysis 

Similar external conditions are selected during the test for three systems. For solar direct-expansion heat 

pump water heaters and solar and air dual-source heat pump water heaters, the COP of the system is tested 

respectively with and without solar irradiation.  

For the PVT heat pump water heater, the test includes the heat pump COP with solar irradiation and the 

power generation of the photovoltaic panel. The testing results of three solar heat pump water heater systems 

are shown below. The followings are the results and analysis for the first system: solar direct-expansion heat 

pump water heater system. 

Tab 4: Testing results of the solar direct-expansion heat pump water heater 

Test Date Time 

Inclined 

plane 

irradiation 

(W/m2) 

Horizontal 

plane 

irradiation 

(W/m2) 

Ambient 

temp. 

(℃) 

Wind 

speed 

(m/s) 

Heat gain 

of water 

tank 

(kWh) 

Power 

consumption 

of heat pump 

(kWh) 

COP 

2022/6/14 21:06 0 0 20.9 0.27 6.44 2.04 3.16 

2022/6/15 19:23 0 0 24.2 1.79 6.19 1.66 3.73 

2022/6/14 14:56 64 122 27.4 1.02 6.08 1.75 3.47 

2022/6/15 14:02 184 470 32.8 2.12 5.78 1.43 4.04 

2022/6/17 13:45 212 551 39.9 1.62 5.84 1.26 4.63 

2022/6/16 13:46 231 565 33.7 2.35 6.02 1.31 4.6 

2022/6/17 8:39 459 744 32 2.08 6.2 1.32 4.7 

2022/6/18 11:50 466 898 38.9 1.86 5.82 1.21 4.81 

2022/6/16 8:33 475 778 33.3 1.12 6.52 1.35 4.83 

2022/6/21 9:23 518 870 32.5 1.46 5.77 1.23 4.69 

2022/6/15 9:21 524 891 33.1 1.52 6.24 1.4 4.46 

2022/6/20 10:42 532 912 33.4 2.37 5.91 1.21 4.89 

It can be seen from the testing results that the COP of the solar direct-expansion heat pump water heater 

is about 3.16 when the average ambient temperature is 21℃ without irradiation. At this time, the heat obtained 

by the tank is mainly achieved by the heat exchange between the evaporator and the surrounding air and heat 

absorption and work done by the compressor.  

With the increase of ambient temperature and irradiation, the COP of the system increases significantly. 

When the irradiation of the inclined plane reaches 532 W/m2, the COP of the system reaches 4.89. It can be 

seen that the irradiation has an obvious effect on the heating performance of solar direct-expansion heat pump 

water heaters. The average COP of the solar direct-expansion heat pump water heater is 4.33 throughout the 

testing period.   

In order to study the effect of rain on the performance of the solar direct-expansion heat pump water 

heater system, the difference of COP between the system in the rain and no rain is tested, as shown in Table 5. 
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Tab 5: Effect of rain on COP of solar direct-expansion heat pump water heater 

Ambient 

temperature（

℃） 

COP without 

rain or 

irradiation 

COP in the rain but no 

irradiation  

(Average rainfall: 4 mm/h, heavy 

rain) 

Improvement of 

COP caused by rain 

22.3 3.58 4.05 13.13% 

With the other environmental conditions being the same, the COP of the system is 4.05 when it rains, 

while the COP is only 3.58 when there is no rain. The COP of the solar direct-expansion heat pump water 

heater increases by 13.13% due to rain. Solar heat pump water heater systems can obtain heat from the sun, 

air, and rain with a diverse energy source. The COP is higher during the daytime. And the system does not 

depend on a fan to run, which is required by traditional air heat exchangers, thus reducing the operating noise. 

This system needs to absorb heat from sunlight and air through solar panels, which needs enough area to install 

the panels. For civil high-rise buildings, this system can be installed with balconies. 

The followings are the results and analysis for the second system: solar and air dual-source heat pump 

water heater system. 

Tab 6: Testing results of the solar and air dual-source heat pump water heater 

Testing 

date 
Time 

Inclined 

plane 

irradiation 

(W/m2) 

Horizontal 

plane 

irradiation 

(W/m2) 

Ambient 

temp. 

(℃) 

Wind 

speed 

(m/s) 

Heat gain 

of water 

tank 

(kWh) 

Power 

consumption 

of heat pump 

(kWh) 

COP 

2022/6/14 19:58 0 0 23 0.66 11.52 3.07 3.75 

2022/6/14 23:25 0 0 20.7 0.32 11.84 3.21 3.69 

2022/6/15 19:32 0 0 24.9 1.77 11.38 2.66 4.28 

2022/6/15 23:30 0 0 22.5 1.73 11.56 2.8 4.13 

2022/6/14 15:03 137 151 31.1 1.22 10.91 2.6 4.19 

2022/6/13 13:40 217 282 32.8 1.27 10.58 2.33 4.54 

2022/6/12 14:37 249 324 31.1 2.04 11.26 2.47 4.56 

2022/6/17 13:22 336 608 38.9 1.83 11.27 2.32 4.86 

2022/6/17 8:47 342 557 28.7 1.99 11.4 2.39 4.77 

2022/6/14 9:17 355 597 27 0.92 11.8 2.82 4.18 

2022/6/20 14:07 357 760 34.2 2.58 9.66 2.02 4.78 

2022/6/12 9:43 431 711 30 1.68 11.26 2.56 4.4 

2022/6/16 13:03 435 765 35 1.92 11.05 2.19 5.04 

2022/6/16 8:46 448 770 31.2 1.11 11.72 2.8 4.19 

2022/6/13 10:35 466 769 33.1 1.29 11.49 2.49 4.61 

2022/6/15 9:20 480 792 32 1.63 11.67 2.52 4.63 

2022/6/15 12:37 525 893 35.5 1.23 12.03 2.38 5.05 

2022/6/18 11:28 559 916 35.2 2.08 11.07 2.09 5.30 
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Compared with the solar heat pump water heater, the solar and air dual-source heat pump has two kinds 

of evaporator: solar heat collector and finned heat exchanger, so the dual-source heat pump can operate more 

efficiently when there is no irradiation. According to the testing data, the average COP reaches 3.96 during the 

testing period without irradiation. With the increase of ambient temperature and irradiation, the COP of the 

system increases significantly. When the irradiation of the inclined plane reaches 559 W/m2, the COP of the 

system reaches 5.30. The average COP of the solar heat pump water heater is 4.50 throughout the testing period. 

 

Fig. 10: Effect of irradiation on the performance of the solar and air dual-source heat pump 

 

Fig. 11: Effect of temperature on the performance of the solar and air dual-source heat pump 

According to the testing data, the linear regression equation of COP with irradiation and temperature 

during the testing period is obtained by using mathematical statistics theory: 

𝐶𝑂𝑃 =  2.164119 +  0.000649 𝐺 + 0.074948 𝑇   (Eq. 5)   

Where 𝐺 is the solar irradiation intensity (W/m2), 𝑇 is the ambient temperature (°C). The ratio of the 

ambient temperature coefficient (0.074948) to the irradiation coefficient (0.000649) is about 115. Under this 

system configuration and the external environmental conditions during the testing period, the influence of the 

ambient temperature increment of 1℃ is basically close to that of the COP increment caused by the irradiation 

increment of 115W/m2. For the solar and air dual-source heat pump water heater, there is a distinct influence 

of ambient temperature and irradiation on COP. However, the influence of temperature is more obvious. 

To study the influence of the solar heat transfer side and air heat transfer side on the system performance 

at night, the COP of the system at different ambient temperatures with and without a solar heat collector 
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evaporator is tested separately. The testing results are as follows: ambient dry bulb temperature during the test: 

35℃, 30℃, 25℃, 20℃, 15℃, 10℃, 5℃, 0℃, -5℃, -10℃; System operating water temperature: 41℃. 

Tab 7: Testing results of COP for solar and air dual-source heat pump water heater with/without solar heat collector evaporator 

Ambient 

temperature 

(℃) 

COP with a solar heat 

collector 

COP without solar heat 

inflator 

-10 0.637 1.597 

-5 1.071 1.912 

0 1.582 2.589 

5 2.054 2.908 

10 2.526 3.236 

15 2.988 3.521 

20 3.458 3.776 

25 3.989 4.171 

30 4.394 4.663 

35 4.83 5.206 

 

Fig. 12: COP for solar and air dual-source heat pump water heater with/without solar heat collector evaporator 

The testing results show that the COP of the system is higher when the solar collector is turned off than 

when the solar collector is turned on. Under normal circumstances, it is believed that when the solar collector 

panel is turned on, the area of the evaporator for the heat pump system increases. Even without irradiation, the 

solar side can absorb heat from the air, thus playing a positive role in increasing the energy efficiency of the 

heat pump system. However, the experimental results indicate the opposite. The possible reasons are as follows. 

The control logic does not reach the optimal, and the electronic expansion valve fails to adjust the two 

refrigerants to the appropriate flow rate according to the overheating, resulting in excessive refrigerant retained 

in the inflator plate. Moreover, the air evaporator refrigerant quantity is small, resulting in a decrease in heat 

exchange efficiency, thus affecting the COP. Optimizing the control logic and adjusting the distribution of 

refrigerant in different working conditions is the key to optimizing the performance of the solar and air dual-

source heat pump water heater system. The followings are the results and analysis for the third system: the 

PVT heat pump water heater system.  
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Tab 8: Testing results of the COP for the PVT heat pump water heater system 

 

Inclined 

plane 

irradiation 

(W/m2) 

Horizontal 

plane 

irradiation 

(W/m2) 

Average 

temp. 

(℃) 

Average 

wind 

speed 

(m/s) 

COP 

of the 

heat 

pum

p 

Power 

genera

tion of 

the 

PVT 

(kWh) 

Power 

consum

ption of 

the PVT 

(kWh) 

Overall 

power 

consumpti

on of the 

PVT 

system 

(kWh) 

Overall 

COP of the 

heat pump 

system 

1 527 783 35.9 1.7 3.54 0.791 1.83 1.039 6.23 

2 568 832 36.9 1.3 4.01 0.665 1.46 0.795 7.36 

3 450 678 35.6 1.6 3.79 0.759 1.63 0.759 7.1 

This test only studies the system operating during the daytime with solar irradiation. From the results, 

when the irradiation of the PVT heat pump water heater is installed at an angle of 45° and the inclined plane 

irradiation of 515 W/m2, the COP of the heat pump system is about 3.78 without considering the photovoltaic 

power generation. However, the PVT heat pump water heater differs from the other two systems. During the 

heat pump heating stage, the PVT module can on average generate 0.738 kWh of electricity. If the heat pump 

offsets this part of electricity, the average COP of the PVT heat pump water heater system is 6.90. 

5. Conclusion 

Under similar working conditions, the testing results of the three systems are summarized in Table 9. 

Tab 9: Summarized testing results of the COP for three heat pump water heater system 

System Average COP during the test Note 

Solar direct-expansion heat pump water heater 4.33  

Solar and air dual-source heat pump water heater 4.50  

PVT heat pump water heater 6.90 Overall COP 

The comparison results show that the solar direct-expansion heat pump water heaters use solar panels as 

the evaporator, and the energy efficiency is affected by solar radiation. It is more suitable for collecting heat 

during the daytime and using heat at night. At the same time, the capacity of the water tank is generally 100-

300 Liters. The installation of the heat collection plate requires a particular plane or building facade, so it is 

more practical to provide rural and urban domestic households with hot water. 

The solar and air dual-source heat pump water heater has high energy efficiency, whether under irradiation 

or not. However, under different working conditions, the two evaporators will directly interfere with each other. 

Therefore, it is necessary to optimize the refrigerant charging amount and operation logic and further improve 

the system's adaptability under different working conditions. Similarly, installing heat collection plates and 

units requires a specific surface. The system can work with a single machine or multiple machines in series 

and parallel. The volume of the system can be both large and small. It is usually suitable for domestic and 

commercial usage to get hot water, heating, and drying under various working conditions in solar-rich areas. 

PVT solar heat pump water heaters can combine photothermal and photovoltaic to achieve a higher solar 

energy utilization rate. In the process of heat pump heating, PVT solar heat pump water heater can also reduce 

the temperature of photovoltaic panels and improve the efficiency of photovoltaic power generation. However, 
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the industrialization of PVT photovoltaic thermal modules is not mature, the structure is complex, and the 

initial investment is high. It is not widely used in some areas. 

The emission coating on the backside of the solar panel can significantly improve efficiency. Meanwhile, 

the coating can improve the anti-corrosion performance of the panel and extend the system's service life. Using 

selective solar absorption coating on the front of the solar panel helps to improve the solar heating efficiency 

of the system. However, there are some problems such as complex processing technology, poor weather 

resistance, and high cost, which should be further studied. 

More projects of this solar fresh air system should be built to conduct a more comprehensive study on the 

solar heating efficiency of the system, the economy of actual use, and the improvement of indoor air quality 

to get better guidance on the development and utilization of this solar fresh air system. 
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Abstract 

The coupling of photovoltaic-thermal (PV-T) collectors with heat pumps improves both the electrical and thermal 

performance of the heat pumps. The main objective of this study is to investigate the potential efficiency 

improvements resulting from the combined operation of an air PV-T system with an air source heat pump (ASHP). 

We simulate the said combined operation of the system for meeting building thermal demands (space heating and 

domestic hot water production), using models developed for this study. Different configurations of the PV-T 

collector system (from 2 to 12 panels in series) are simulated, and the configuration with 4 panels in series is 

identified as the most suitable one in this context. This configuration of the PV-T ASHP system has better electrical 

performance as compared to the baseline case of only a photovoltaic (PV) ASHP system with the same 

configuration, with a 6.61% increase in the seasonal COP of the heat pump. The presented simulation methodology 

builds the base for further investigation of other types of PV-T collector systems and heat pumps. 

Keywords: Heat pumps, PV-T collectors, co-simulation, open-source modelling, Python 

 

1. Introduction 

Heat pumps will play a crucial role in reducing the carbon emissions of the buildings sector, as they provide the 

largest electrification opportunity, displacing heating from fossil fuel boilers (Cozzi and Gould, 2021). Coupling 

the heat pumps with renewable energy sources will be critical for decarbonization. In this context, photovoltaic 

thermal (PV-T) collectors are increasingly being used to assist the heat pumps. In addition to generating electrical 

energy that can be self-consumed, the PV-T collectors also generate thermal energy that can be used as a heat 

source for the heat pump, resulting in higher source temperatures, and thereby higher efficiency, enhancing the 

decarbonization potential and grid-friendly operation of heat pumps. The main objective of this study is to 

investigate the efficiency improvements resulting from the coupling of air PV-T systems with air-source heat 

pumps (ASHP). For this, we simulate the combined operation of PV-T and ASHP systems for building thermal 

demands (space heating and domestic hot water production) and compare its performance with a reference case 

consisting of a photovoltaic (PV) system coupled with an ASHP system. Based on the results, we identify the 

optimal size of the PV-T system for the demands in consideration and evaluate the benefits that can be achieved 

with the said combined operation. 

2. Methodology 

2.1 Basis for the scenario simulations 

The basis for the system simulations is the building thermal demand, available as separate profiles for space heating 

and domestic hot water, for two buildings from the Energetisches Nachbarschafts-Quartier (ENaQ) project 

(WWW1), for the year 2020. The total annual domestic hot water and space heating demands are 73081 kWh and 

35921 kWh respectively. The heating system configuration for the baseline scenario consists of an ASHP, coupled 

with a hot water tank between the ASHP and the consumer. For the PV-T ASHP system, an indirect expansion 
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configuration is chosen, with an air PV-T collector system added in parallel to the external air source of the baseline 

scenario configuration. The proposed system schematic is shown in the figure 1. In the cases where the demand 

cannot be met by the system, back up electrical heaters are considered to supply the demands.   

 

Figure 1: Proposed schematic for the heating system 

System design data, shown in table 1, has been obtained from project planning of the energy cooperative Olegeno 

(WWW2). The weather data required for the simulations has been obtained from PVGIS (WWW3) for the year 

2020. The temperature of the cold water replacing the domestic hot water in the tank is also necessary for the 

simulations, and is assumed to follow a sinusoidal curve (Heimrath, 2004). 

Table 1: System design parameters 

 

 

 

 

 

 

2.2 Models used in the simulations 

The different models required for the study have been developed in the Python programming language. The models 

for the heat pump, hot water tank and the controller, are available as a part of the mosaik-heatpump Python package 

(WWW4). These three models, first developed for a previous work (Barsanti et al., 2021), have been significantly 

extended for this study. The models are briefly described in this section and detailed documentation of the 

functionality of these models is available online (WWW5). Additionally, the PV-T system model has been 

developed for this work and the functionality of this model is described in this section as well. 

Heat Pump Model 

The combined operation of the PV-T and heat pump systems, lead to higher source temperatures for the heat pump, 

and therefore lower temperature lift conditions. The performance of heat pumps at such conditions is not trivial. 

Extrapolating the performance from the standard operation range in the data sheets, as done by simple parametric-

fit equation-based models, may lead to errors in the calculated performance (Gasser et al., 2017). Thus, for this 

work, a detailed quasi-steady state modelling approach has been adopted based on the openly available TESPy 

library (Witte and Tuschy, 2020).  

The performance of the heat pump is simulated by considering the energy and mass balances in the individual 

components of the heat pump – condenser, evaporator, compressor, expansion valve, heat exchangers and pumps 

System Design Parameter Value 

Total peak heating demand (kW) 58 

Total volume of hot water storage (Litres) 4000 

Space heating supply temperature (°C) 35 

Space heating circuit temperature drop (°C) 7 

Domestic hot water supply temperature (°C) 40 

Total building roof area (m2) 642 
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– and the state of fluids in the connections between these components. The connections and components together 

form a topological network that is represented and solved as a system of equations. The model is parametrized for 

the study based on an actual heat pump available in the market, the LW 300L heat pump from ait-deutschland 

(WWW6), due to its suitability to meet the peak demands mentioned in table 1. The operating conditions, i.e. 

source air temperature and the condenser water inlet temperature, are provided as inputs to the model. The model 

then provides the heating capacity, the electrical power consumption, the coefficient of performance (COP), the 

mass flowrate of water in the condenser and the condenser water outlet temperature as the outputs. The different 

steps taken to develop the heat pump model (shown in figure 2) based on the LW 300L heat pump are detailed 

below. 

 

Figure 2: Methodology of heat pump model development 

First, an initial calculation of the system network in the design calculation mode is performed. The key parameters 

for the different components and connections are set based on the nominal operating point data obtained from the 

manufacturer’s datasheet, shown in table 2. All the parameters in the table, except the electrical power, are set as 

inputs. Since the refrigerant R448A is not available in TESPy, R404A has been used in the model due to the 

similarity in their properties (Mota-Babiloni et al., 2015). A temperature difference of 5°C is assumed for the 

water in the condenser. The electrical power consumption of the heat pump is estimated as per the equation 1, 

where P is the power consumption of the compressor, ṁin is the mass flow in the compressor, (hout,s – hin) is the 

enthalpy change in an isentropic compression process, and ηs is the isentropic efficiency of the compressor. For 

given operating conditions, ηs is the parameter that affects the power consumption the most and has to be set as an 

input. Since this value is not available in the datasheet, it is changed on a trial-and-error basis to match the power 

consumption calculated by the model to that from the datasheet.  

𝑃 =
 𝑚̇ 𝑖𝑛 

.(ℎ𝑜𝑢𝑡,𝑠 
− ℎ𝑖𝑛)

𝜂𝑠
   (eq. 1)  

Table 2: Nominal operating point data of the heat pump 

Parameter Value Units 

Condenser outlet temperature 35 °C 

Source air temperature 7 °C 

Mass flow of air in evaporator 7800 m3/h 

Heating capacity 32.5 kW 

Electrical Power 8.56 kW 

Refrigerant R448A - 

 

While the initial design mode calculation is only for the nominal operating point, the actual operational range of 

the heat pump varies from -20°C to 35°C for the source air, and 15°C to 65°C for the condenser water outlet 

temperatures, with varying maximum heating capacities and power consumption. The performance of the heat 
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pump at these other operating conditions is estimated by the offdesign calculation mode of TESPy, which uses the 

initial design calculation along with generic characteristic curves of the components available in the library. Instead 

of using the generic curve for ηs over the entire operation range, a series of design points (table 3) are identified 

where the ηs is changed as done in the initial design point calculation explained earlier. 

Table 3: Design point conditions 

Parameter Values 

Source air temperature (°C) -20, -15, -12, -10, -7, -2, 2, 7, 10, 12, 15, 20, 25, 30, 35 

Condenser outlet temperatures (°C) 15, 20, 25, 30, 35, 40, 45, 50, 55 

 

From the table 3, every pair of source air and condenser water temperatures forms an operating point at which the 

maximum heating capacity and power consumption are required for the design point calculation. The 

manufacturer’s datasheet contains the respective curves for the entire range of temperatures of source air, but only 

for two specific condenser water outlet temperatures (35°C & 55°C). Therefore, the maximum heating capacity 

and power consumption have to be estimated for the missing condenser water outlet temperatures. The maximum 

heating capacity is strongly influenced only by the source air temperature and the average of the capacities at the 

two available condenser water outlet temperatures is assumed for all the missing points. The corresponding power 

consumption, however, is influenced strongly by both the source air temperature as well as the condenser water 

outlet temperature, and hence has been estimated using an approach based on the Carnot effectiveness fit equation.  

For all the operating points at which the power consumption is known, the temperature lift (Tlift) and ideal COP 

(COPideal) are calculated according to equations 2 & 3 respectively, where Th is the condenser water outlet 

temperature and Tc is the source air temperature. The Carnot effectiveness (ηcarnot) is then calculated according to 

equation 4, using the real COP of the heat pump (COPreal). A second order polynomial equation is fit to the ηcarnot 

vs. Tlift curve. For the operating points with missing power consumption data, this fit equation is used to estimate 

the Carnot effectiveness, which in turn is used to estimate the power consumption. The network calculations in the 

design mode are then made for each of the operating points and the compressor isentropic efficiency is changed to 

match the power consumption calculated by the model with the estimated values, there by generating the so-called 

compressor efficiency map. The offdesign mode with the generic curve for ηs is then used only in the smaller ranges 

between the different design points. 

𝑇𝑙𝑖𝑓𝑡  =  𝑇ℎ − 𝑇𝑐   (eq. 2) 

𝐶𝑂𝑃𝑖𝑑𝑒𝑎𝑙  =
 𝑇ℎ 

𝑇ℎ  − 𝑇𝑐
  (eq. 3) 

𝜂𝑐𝑎𝑟𝑛𝑜𝑡  =
 𝐶𝑂𝑃𝑟𝑒𝑎𝑙

𝐶𝑂𝑃𝑖𝑑𝑒𝑎𝑙
  (eq. 4) 

The model is then finally developed to estimate the heat pump performance over the entire operation range, with a 

1°C resolution for both the inputs of the model, the source air and condenser water inlet temperatures. For each set 

of inputs, assuming a rise of 5°C for the water in the condenser, the model identifies the closest design point, and 

first runs the design point calculation using the respective values for the maximum heating capacity and ηs from 

the map. The model then uses the offdesign calculation mode to estimate the performance at the input conditions, 

assuming the same heating capacity as in the design point and using the generic curve for ηs. The condenser water 

outlet temperature, the mass flow rate of water, the power consumption and the COP of the heat pump, are all 

calculated by the model and provided as outputs. The inputs and corresponding outputs of the model are saved. 

During the scenario simulations, the saved inputs that are closest to the input data are identified, and the saved 

output data for these points are used to calculate the outputs of the model, rather than performing the actual design 

and off-design calculations. Though the granularity of the model is reduced, there is a significant improvement in 

the simulation duration.  
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PV-T collector system model 

The PV-T collector system model has been developed as a combination of two separate models for the thermal and 

photovoltaic components of the collector, once again following a quasi-steady state modelling approach. The tilted 

plane irradiance (E) and the temperature of the air at the inlet of the PV-T field, which is the same as the ambient 

temperature (Tamb), are provided as inputs to the model. The outlet temperature of air from the PV-T field which is 

used as the source air in the heat pump, and also the electricity generated by the PV-T field which can be self-

consumed by the heat pump, are calculated as the outputs of the model. 

The thermal performance has been modelled based on the solar collector component available in the TESPy library. 

The equations for steady state energy balance (equations 5 & 6) are applied to each collector panel, where (hout – 

hin) is the enthalpy change of the fluid in the collector and Tm is the mean temperature of the fluid in the collector 

panel. The inlet temperature for each panel (Tin), Tamb and E are provided as inputs, to calculate the temperature of 

the fluid in the outlet connection (Tout) of the panel. While Tamb is used as the Tin for the first panel in series, the 

Tout from the previous panel is used as the Tin for the next panel in series. The relevant parameters - collector area 

(A), optical efficiency (ηopt), linear thermal loss coefficient (α1), quadratic thermal loss coefficient (α2), and mass 

flow of air (ṁ)- have been obtained from literature for a reference glazed type PV-T air collector (Tonui and 

Tripanagnostopoulos, 2007), and are summarized in table 4. The outlet temperature from the final panel is series 

is used as the source air temperature in the heat pump. A mixing strategy has been implemented to ensure that this 

temperature is within the limits of operation of the heat pump. The temperature of the source air in the heat pump 

should be lower than both the maximum temperature limit (35°C) and the condenser water inlet temperature of the 

heat pump. In case the outlet temperature of air from the PV-T system is higher than either of these, the outlet air 

is mixed with ambient air to bring down the temperature to the lower value of the two. 

�̇� ∗ (ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛) = 𝐴 ∗ (𝐸 ∗  𝜂𝑜𝑝𝑡 − 𝛼1 ∗ (𝑇𝑚 − 𝑇𝑎𝑚𝑏) − 𝛼2 ∗ (𝑇𝑚 − 𝑇𝑎𝑚𝑏)2  (eq. 5) 

𝑇𝑚 =
𝑇𝑜𝑢𝑡+  𝑇𝑖𝑛

2
         (eq. 6) 

Table 4: Thermal parameters of the collector 

Parameter Value Units 

Operating fluid Air  

ṁ 0.02 kg/s 

A 0.4 m2 

ηopt 0.364 - 

α1 4.79 W/K-m2 

α2 0 W/K2-m2 

 

The PV performance has been modelled as a standalone PV panel, considering just the effect of panel temperature 

on its efficiency. The electrical power output of the PV module (P) is calculated using eq. 7. The electrical 

efficiency (ηel) of the collector varies with the temperature of the PV module (TPV) and is calculated as shown in 

eq. 8, where the reference electrical efficiency (ηel,ref) at standard test conditions (STC – 25°C) and the temperature 

coefficient (β0) have been obtained from literature for a reference glazed type PV-T air collector (Tonui and 

Tripanagnostopoulos, 2007), and are shown in table 5.  

𝑃 =  𝜂𝑒𝑙 ∗ 𝐸 ∗ 𝐴      (eq. 7) 

𝜂𝑒𝑙 =  𝜂𝑒𝑙,𝑟𝑒𝑓 ∗ (1 − 𝛽0 ∗ (𝑇𝑃𝑉 − 25)) ∗ 𝐸 ∗ 𝐴  (eq. 8) 

When the thermal component of the PV-T collector was being operated, to supply air to the heat pump, the 

temperature of the PV module (TPV) is assumed to be the mean temperature of the air inside the collector (Kramer, 

2020), as calculated by eq. 6. For the systems with multiple collector panels in series, the mean temperature in each 
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panel varies, leading to a varying production of electricity.  

Table 5: Photovoltaic parameters of the PV-T collector 

Parameter Value Units 

ηel,ref 0.13 - 

β0 0.006 1/K 

TPV,NOCT 43 0C 

Tamb,NOCT 20 0C 

ENOCT 800 W/m2 

TPV,ref 25 0C 

τα 0.83 - 

 

However, in the cases when the heat pump is turned off, the thermal component of the PV-T collector is not 

operated, and the temperature of the PV module is calculated using the PV cell temperature equation available in 

the HOMER simulation software (WWW7), as shown in eq. 9. TPV,NOCT is the nominal operating cell (PV module) 

temperature (NOCT),  Tamb,NOCT is the ambient temperature at NOCT, ENOCT is the tilted plane irradiance at NOCT, 

TPV,ref is the PV module temperature at the reference STC conditions, τ and α are the solar transmittance and the 

solar absorptance of the PV module. All of these parameters have also been obtained from literature for a reference 

glazed type PV-T air collector (Tonui and Tripanagnostopoulos, 2007), and are summarized in table 5. All the 

temperatures have been converted to the Kelvin scale before being used in the equation. In these cases, the 

electricity generated by all the individual panels in the system is assumed to be the same. The electricity generation 

of only the PV system, is also estimated using the same equations (7 & 8), with the cell temperature always 

calculated using the eq. 9. 

𝑇𝑃𝑉 =  
𝑇𝑎𝑚𝑏+(𝑇𝑃𝑉,𝑁𝑂𝐶𝑇−𝑇𝑎𝑚𝑏,𝑁𝑂𝐶𝑇) ∗ (

𝐸

𝐸𝑁𝑂𝐶𝑇
) ∗(1−

𝜂𝑒𝑙,𝑟𝑒𝑓∗(1− 𝛽0∗𝑇𝑃𝑉,𝑟𝑒𝑓)

𝜏𝛼
) 

1+ (𝑇𝑃𝑉,𝑁𝑂𝐶𝑇−𝑇𝑎𝑚𝑏,𝑁𝑂𝐶𝑇) ∗ (
𝐸

𝐸𝑁𝑂𝐶𝑇
) ∗(

𝛽0∗𝑇𝑃𝑉,𝑟𝑒𝑓

𝜏𝛼
)

  (eq. 9) 

For the PV-T collector field, the number of panels in parallel are calculated to be 133, considering the need to 

maintain a fixed mass flow rate within each panel (0.02 kg/s) and to supply the required mass flow of air to the 

heat pump (2.65 kg/s). Each of the 133 strings can have a maximum of 12 panels in series, considering the panel 

area of 0.4 m2 (from table 1) and the available building roof area of 642 m2, as mentioned in section 2.1. 

Hot water tank model 

The hot water tank model developed for another project (Gerster et al., 2016), is used in this work to act as a buffer 

in between the heating device and the heat consumer. It is a multinode stratified thermal tank model (Saloux and 

Candanedo, 2019), where the tank volume is divided into a specified number of layers (nodes) of equal volume, 

each characterized by a specific temperature. A traditional density distribution approach is adopted where the water 

flowing into the tank enters the layer that best matches its density (i.e., temperature). The model assumes that the 

fluid streams are fully mixed before leaving each of the layers and the flows between the layers follow the law of 

mass conservation. Heat transfer to the surrounding environment from the walls of the tank, and the heat transfer 

between the layers have been considered.  

The schematic of the hot water tank model is shown in figure 3. The dimensions of the tank are specified in terms 

of its volume and height. The storage volume required is 4000L (table 1). The height of the tank is calculated 

assuming a height to diameter ratio of 3:1. Based on the literature for the optimum number of nodes in the tank 

(Saloux and Candanedo, 2019), especially its impact on long term simulations (Arias et al., 2008), the tank is 

parametrized to contain six layers. The initial temperature of all the layers at the beginning of the simulation is set 

to 20°C. 
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Figure 3: Schematic representation of the hot water tank model  

The flows into and out of the tank are specified as the connections of the hot water tank model. The flow going to 

the heat pump (HP_out), the space heating demand (SH_out), and the domestic hot water demand (DHW_out) are 

connected to the bottom layer, the fourth layer and the top layer respectively. As described above, the 

corresponding flows coming into the tank (HP_in, SH_in, and DHW_in) are not connected to a fixed layer in the 

tank. They are connected to the layer with a temperature closest to that of the flow. The heat transfer coefficient of 

the walls of the tank (htc_walls) is assumed to be 0.28 W/m2 - K (Heimrath, 2004). The heat transfer coefficient 

for the heat transfer between the layers of the tank (htc_layers) is assumed to be 1.5 times the thermal conductivity 

of water (Heimrath, 2004). The value is calculated as 0.897 W/m-K, considering the thermal conductivity of water 

to be 0.598 W/m-K (WWW8). 

Controller model 

The controller model used in this work utilizes simple Boolean logic to match the heating demands with the supply 

from the hot water tank/back up heaters. The controller is initialized with the set points mentioned in table 1. Based 

on the heat demands, the controller calculates the necessary mass flows for the hot water tank model. For the 

domestic hot water demand, the supplied water is replaced by the cold water. Additionally, if the supply 

temperature is higher than the set point, the flow is adjusted by mixing with the cold water to bring the temperature 

down to the set point. For the space heating demand a constant temperature drop of 7°C in the circuit is assumed. 

For both the demands, if the supply temperatures are lower than the set points, the controller calculates the 

additional heat that must be supplied by the backup heaters, assuming 100% efficiency for the heaters. 

The controller model also controls the operation of the heat pump with a control strategy based on the temperatures 

of both the bottom and top layers of the tank. The fifth layer of the hot water tank is considered as the top layer 

instead of the sixth layer, in order to ensure a higher temperature in the actual top layer for periods of high demands. 

The top layer of the tank is controlled against the higher set point of 43°C, i.e., the heat pump is turned on when 

the temperature in the top layer of the tank falls below the higher set point. The bottom layer of the tank is controlled 

against the lower set point of 37°C, i.e., the heat pump is turned off only when the temperature in the bottom layer 

of the tank is greater than the lower set point. In this case, the temperature of the top layer is expected to be greater 

than the higher set point due to stratification inside the tank. The heat pump continues to remain turned off and 

turns back on only when the temperature of the top layer falls below the higher set point again. 

The controller model can also adapt the control strategy during the photovoltaic-thermal (PV-T) collector 

operation. When operating the photovoltaic-thermal (PV-T) collector along with the heat pump, an advanced 

control strategy has been implemented in an attempt to extend the operation of the heat pump during the daytime 

when the source air for the heat pump is available at a higher temperature. The set points for the heat pump 

operation are increased by the value of the temperature difference of the air inside the PV-T system. This increase 

is limited to a maximum of 7°C, in order to not heat up the tank much higher than that required for the domestic 

hot water supply. 
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2.3 Co-simulation 

The stand-alone models for heat pump, hot water tank, photovoltaic thermal (PV-T) system and controller are 

dependent on the information from each other that only becomes available over the course of the simulation, as 

shown in figure 4. This type of joint simulation of models is called co-simulation. In this work, the co-simulation 

framework mosaik (Steinbrink et al., 2019) has been used to couple the independent models. The models have 

been implemented with the mosaik component application programming interface (API) to allow coupling with 

mosaik. Additionally, the scenario API provided by mosaik has been used to specify data flows between the 

coupled models in the scenario definition and execute the co-simulation. The input and output data for all the 

models is handled by mosaik-csv (WWW9), a tool available in mosaik that operates as a pseudo simulator to 

handle data in the CSV (comma separated values) data format. The co-simulation of all the models is done at a 

time step of 1 minute, with the information being exchanged between all the models after each time step of the 

simulation. 

 

Figure 4: The flow of information between the different models 

2.4 Scenarios 

The system simulations are performed for the PV-T ASHP system, for a range of configurations of the PV-T field, 

with 2,4,6,8,10 and 12 PV-T collector panels connected in series, limited by the roof area available as explained 

earlier. The system performance for the different configurations are compared to the baseline of PV ASHP system 

with corresponding configurations of the PV field. The annual energy supply, seasonal COP of the heat pump, self-

consumption of electrical energy by the heat pump, and grid electrical energy consumed by the system are used as 

indicators for the system performance comparison. Based on the comparison, the PV-T collector field configuration 

that is most appropriate for the building thermal demands in consideration is identified. This configuration of the 

PV-T ASHP system is finally simulated with the advanced control strategy described earlier.  

3. Results 

The simulations are performed for all the scenarios described in section 2.4 and the performance of the system is 

evaluated using the key performance indicators (KPIs) shown in table 6. While the results for only two 

configurations of the PV-T/PV field (4 and 12 panels in series) of both the PV-T ASHP and PV ASHP systems are 

shown in the table, additional plots with results from the simulations of the other configurations are also shown 

and discussed in section 3.1. The configuration with 4 panels in series is identified as the optimal one for the 

thermal demands in consideration and is simulated with the advanced control strategy described in the ‘Controller 

model’ part of section 2.2. The performance of the system from this simulation is evaluated again using the same 

KPIs, as shown in the table 6, and the results are discussed with an additional plot in section 3.2. 
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Table 6: Comparison of KPIs for different configurations of PV-T/PV ASHP Systems (annual for 2020) (TE- thermal energy; EE- 

electrical energy; HP- heat pump; HWT- hot water tank; ACS – advanced control strategy) 

System  

configuration / 

System performance KPIs 

PV  

ASHP 

PV-T 

ASHP 

PV 

ASHP 

PV-T 

ASHP 

PV-T  

ASHP Units 

4 panels in series 12 panels in series ACS 

TE - system (kWh) 110221.04 110223.50 110221.04 110218.41 110326.79 kWh 

EE - system (kWh) 31476.52 29534.94 31476.52 28358.63 30035.28 kWh 

EE - HP (kWh) 30779.48 28883.05 30779.48 27638.69 29497.40 kWh 

TE/EE - backup heaters (kWh) 697.03 651.88 697.03 719.93 537.87 kWh 

HWT mean temperature (°C) 40.47 40.52 40.47 40.40 43.12 °C 

HP seasonal COP  3.56 3.79 3.56 3.96 3.72 - 

PV/-T EE generation (kWh) 35162.48 35548.81 105487.45 104885.85 35613.28 kWh 

PV/-T EE self-consumption 

(kWh) 
10367.27 8684.37 15142.88 12045.50 10331.44 kWh 

EE from grid (kWh) 21109.24 20850.56 16333.64 16313.13 19703.83 kWh 

 

3.1 Performance evaluation of the system with different configurations of PV/-T field 

As seen from the table 6, the total thermal energy for all the cases is almost the same and the thermal energy 

supplied by the backup heaters is significantly lower with a maximum share of 0.65% of the total thermal energy 

observed for the ‘12 panels in series’ configuration of the PV-T system. The thermal energy is mostly supplied by 

the heat pump and consequently most of the electrical energy consumed by the system is that of the heat pump. 

For the PV-T ASHP system, having higher number of panels in series results in higher temperatures for the source 

air of the heat pump and therefore results in lower electrical energy consumption/higher COP. However, these 

KPIs remain same for the PV ASHP system irrespective of the number of panels in series, as the source air for the 

heat pump is available just at the ambient temperature, as can be seen from table 6.  

 

Figure 5: Comparison of system electrical performance for the different configurations of the PV-T collector system 

Figure 5 shows the comparison of the electrical performance of all the configurations of the PV-T ASHP system 

and the PV ASHP system (labelled 0 panels). With an increase in the number of panels in series, the rate of 

increase/decrease in the COP/total electrical energy consumed reduces. For the PV-T system with 4 panels in 

series, the COP increases by 6.61%, and by increasing the number of panels in series to 12, the COP is improved 

further only by an additional 4.73%. As expected, a similar trend can also be seen for the electrical energy 

consumed by the system. Considering these trends, the PV-T ASHP system configuration with 4 panels in series 
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for the PV-T field, is identified as the most suitable one for the building thermal demands in consideration. 

The electrical energy generated by the PV-T or the PV field, the self-consumption of this electrical energy by the 

system and the additional electrical energy required from the grid, are influenced by the number of panels in series 

as can be seen from table 6. For the ‘4 panels in series’ configuration, the total electrical energy generated by the 

PV-T system is higher than the energy generated by the corresponding PV system, as the heat extracted by the PV-

T collector reduces the cell temperature, thereby increasing the electrical efficiency of the PV-T system. However, 

for the ‘12 panels in series’ configuration, the total electrical energy generated by the PV-T system is lower than 

that of the corresponding PV system, due to the very high temperatures reached inside the panels which reduce the 

electrical efficiency. 

 
Figure 6: Comparison of the electrical energy used from the PV/PV-T field and the grid for different configurations of PV/PV-T 

field 

Figure 6 shows the comparison of the self-consumption of electrical energy generated by the PV-T/PV field and 

the electrical energy from the grid, for all the configurations simulated. The self-consumption of electrical energy 

generated by the PV-T ASHP system is always lower than that of the PV ASHP system, due to the lower operation 

duration of the PV-T ASHP system as a result of the higher heating capacities of the heat pump at the higher source 

air temperatures. However, due to lower total electrical energy consumption by the PV-T ASHP system, the grid 

energy used is lower than that used by the PV ASHP system for all the configurations. 

3.2 Advanced control strategy 

The configuration of the PV-T collector with 4 panels in series, which has been identified as the most suitable one 

for the building thermal demands, has been simulated with the advanced control strategy which extends the 

operation of the system during the daytime by increasing the control set points for the hot water tank. This is 

reflected in the higher HWT mean temperature of 43.12°C as can be seen in table 6. The total electrical energy 

consumed by the system, and that consumed by the heat pump increase by 1.7% (500 kWh) and 2.1% respectively, 

with the COP of the heat pump decreasing by 1.9%. This happens due to the higher temperatures in the condenser 

of the heat pump, with the increase in the temperatures inside the hot water tank at higher control limits. At the 

same time, the self-consumption of the electrical energy generated by the PV-T system increases by 19% (1647 

kWh), due to the synchronised operation of the heat pump and the PV-T system, resulting in a 5.5% (1100 kWh) 

reduction in the grid electrical energy used. 

In order to study the effect of the advanced control strategy, the performance of the system is observed over a 

shorter time frame of a week in August with high irradiance, as shown in figure 7. The results from the case with 

the normal control strategy are shown on the left and the results from the case with the advanced control strategy 

are shown on the right. The temperature of the air at the inlet and the outlet of the PV-T system, labelled ‘Air – 

PV-T inlet’ and ‘Air - PV-T outlet’ respectively, the source air temperature for the heat pump, labelled ‘Air – HP 
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inlet’, temperatures of the top and the bottom layers of the hot water tank, labelled ‘HWT – Top layer’ and ‘HWT – 

Bottom layer’ respectively, and the heat supplied by the heat pump during day time and night time, labelled ‘HP 

Heat Supply – Day’ and ‘HP Heat Supply – Night’ respectively, are shown. 

 

Figure 7: Weekly analysis of the PV-T ASHP system – normal vs advanced control strategy 

In the plots on the right-hand side, the increase in the hot water tank temperatures, as compared to the 

corresponding plot on the left, can be seen during the day time operation of the heat pump. The temperatures for 

the ‘HWT – Top layer’ reach around 50°C in the plot on the right, and is limited to less than 43°C in the plot on 

the left. It can be observed from both the plots that the ‘Air – HP inlet’ is restricted to the heat pump operation 

limit of 35°C, despite the ‘Air – PV-T outlet’ temperature being reaching up to 50°C, as a result of the mixing 

strategy explained in the ‘PV-T collector system model’ part in section 2.2. This explains the reducing 

improvement in the system performance as the number of panels in series in the PV-T field increase beyond 4 

panels in series. The PV-T outlet temperatures already breach the temperature limit of operation for the heat pump 

at time with high irradiance. Thus, with more panels in series, though the PV-T field achieves higher outlet 

temperatures for air, the heat pump cannot utilize it. 

4. Conclusions 

PV-T collectors are a suitable low temperature source to increase the performance of a decentralized HP when no 

other low temperature sources (like waste or geothermal heat) are available. Based on the energy performance 

analysis the PV-T collector field configuration with 4 panels in series is found to be the most suitable one for the 

building thermal demands in consideration. This configuration of the PV-T ASHP system has better electrical 

performance as compared to the PV ASHP system with the same configuration, with a 6.61% increase in COP. 

Consequently, the PV-T ASHP system has lower grid electrical energy consumption. Though the advanced control 

strategy resulted in a 1.9% decrease in the COP of the heat pump, an increase of 19% in the self-consumption of 

the electrical energy generated by the PV-T system resulted in a 5.5% decrease in the grid electrical energy used 

by the system. While these results show the potential improvement in the system performance that can be achieved 

by connecting an air PV-T collector system in an indirect expansion configuration with an ASHP system, the 

presented simulation methodology can be extended to research other types of PV-T collector systems, heat pumps 

and configurations for combined operation. Furthermore, including an analysis of the costs for investment and 

operation would shed additional light on the optimal design, sizing and control of such system configurations. 
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Abstract 

Radiative cooling (RC), a passive cooling strategy of bodies to release heat to the sky, has shown promise in 

alleviating cooling energy demands. Since it does not use refrigerants, does not impose urban heating, and has low 

dependency on electricity, it catches an eye as a potential sustainable technology to slow down greenhouse gas 

emissions. Buildings' cooling energy profile demonstrates an intermittent nature leading to the core need of coupling 

with energy storage technologies. Therefore, this study evaluates prevalent thermal energy storage (TES) 

technologies, including sensible thermal energy storage and latent thermal energy storage using Phase Change 

Materials (PCM). It aims to provide valuable insights into selecting the most suitable TES solution for optimal 

integration with RC systems. Our results indicate that water tanks provide extended cooling demand coverage 

compared to PCM tanks. On average, they are also capable of storing more energy. Regarding thermal levels, the 

temperatures achieved by the end of the night are very similar in both types of tanks. 

Keywords: Radiative cooling, Thermal energy storage, Phase Change Materials, Numerical simulation, TRNSYS 

 

1. Introduction 

Global energy consumption is rising as a result of the energy needs of modern society. It is acknowledged that the 

building industry has a significant impact on both the World’s energy consumption and greenhouse gas emissions 

(Allouhi et al., 2015). Moreover, it is specified that approximately 40% of the World’s energy is consumed by 

residential and commercial buildings, while 30% of greenhouse gas (GHG) emissions worldwide are attributable to 

the building sector (Atmaca and Atmaca, 2022). 

To meet thermal energy demands, the utilization of green renewable energy aims to reduce GHG emissions. Solar 

collectors harness solar radiation to fulfil heating needs. In recent years, research for renewable cooling has been 

focusing on radiative cooling (RC). RC is the process by which a surface lowers its temperature by utilizing the 

transparency of the infrared atmospheric window at specific wavelengths, from 8 to 13 µm (Vall and Castell, 2017). 

Thus, using RC, it is feasible to cool down below the ambient temperature because of the low effective temperature 

of the space (Granqvist and Hjortsberg, 1981). 

Heating and cooling can be achieved in a single device, known as Radiative Collector and Emitter (RCE). The RCE 

is capable of producing hot water during the day and cold water at night (Vall et al., 2020b). During the day, the 

water that flows through the equipment is heated, and at night, it is cooled. To operate, specific optical properties are 

required for each functionality. A blackbody absorber emitter can provide both functionalities, but differentiated 

covers are required (high transparency to solar radiation and low transparency in the atmospheric window for solar 

collection to provide greenhouse effect, and high transparency to the atmospheric window for radiative cooling to 

allow infrared radiation to pass through). For this reason, the RCE incorporates a movable cover for switching 

between solar collection and radiative cooling modes. The RCE cold power production per unit area, 𝑞𝑛𝑒𝑡 (W m-2), 

can be determined with eq. 1. 
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𝑞𝑛𝑒𝑡 = 𝜎(𝜀𝑠 · 𝑇𝑠
4 − 𝛼𝑠 · 𝜀𝑠𝑘𝑦 · 𝑇𝑎

4) − 𝑞𝑐𝑜𝑛𝑑 − 𝑞𝑐𝑜𝑛𝑣   (eq. 1) 

Where 𝜎 is the Stefan-Boltzmann constant (5.67·10-8 W m-2 K-4), 𝜀𝑠 is the average emissivity of the RCE surface in 

the infrared (IR) range (-), 𝑇𝑠 is the surface temperature of the RCE (K), 𝛼𝑠 is the average absorptivity of the RCE 

surface in the IR (-), 𝜀𝑠𝑘𝑦 is the average emissivity of the sky in the IR (-), 𝑇𝑎 is the ambient temperature (K), and 

𝑞𝑐𝑜𝑛𝑑 and 𝑞𝑐𝑜𝑛𝑣 are the conduction and convection heat fluxes of the RCE (W m-2), respectively. 

The RCE produces heat and cold, but they are not coincident in time with the demand. Thus, thermal energy storage 

(TES) is required to compensate for the mismatch between demand and production times. The temperature of the 

fluid flowing through the RCE directly affects the cooling potential of RC. As this fluid cools down, the cooling 

power decreases (as it depends on the fourth power of the surface temperature, which in turn decreases with 

decreasing fluid temperature). Therefore, latent heat energy storage using Phase Change Materials (PCM) could 

maintain RC power higher by keeping the temperature more constant while storing the same amount of cold. 

However, a balance between power increase and temperature usefulness must be kept, as higher temperatures may 

be less useful for cooling purposes. Several investigations have been conducting research on the use of PCM in solar 

thermal collection applications (Abuşka et al., 2019; Ma et al., 2021; Solé et al., 2008). However, there has not been 

much research done on the pairing of RC and PCM. 

PCM can be used as a storage medium to increase the amount of energy stored and maintain a more constant 

temperature (Zalba et al., 2003). These materials utilize latent heat to store energy at nearly constant temperatures 

with small storage volumes by experiencing a phase change (often solid-liquid) at a chosen temperature. 

Therefore, in this study we explore the integration of TES systems with RC systems to address the intermittent nature 

of building cooling demands through a numerical simulation, using TRNSYS software. We compare the traditional 

sensible energy storage, using water, with latent energy storage, using PCM systems. The study aims to identify the 

most suitable solution for optimal RC integration. 

 

2. Data acquisition and methodology 

We used Meteonorm v7.2 (Remund et al., 2019), a database with more than 8000 weather stations, to download 

weather information, hereby selecting Lleida city in Spain. This city is characterized by high heating and cooling 

demands. Situated in southern Europe, Lleida exhibits high RC power potential, as indicated in the maps developed 

by Vilà et al. (2023), making it an ideal location for our study. 

To delve into the coupling of radiative cooling technology and thermal energy storage (TES) technologies in 

buildings, we used TRNSYS simulation studio v18. The evaluation included sensible thermal energy storage (water), 

and latent thermal energy storage (PCM systems). The modelling was carried out as in Fig. 1 to offer valuable insights 

for the optimal integration in energy-efficient buildings of TES with RC systems.  

  

Fig. 1: Schematic diagram to assess thermal energy storage technologies for radiative cooling in buildings 

Usually, tanks with heat exchangers are used to store hot water to separate the production from the demand. In this 

case, instead, a tank without heat exchanger has been used because the solar collection mode is not the focus of this 
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study, and we aimed to prevent heat production from impacting the cooling production. In fact, for these simulations 

we used a tank with a very large volume and a high flow rate in the solar collection mode. Thus, the temperature at 

the inlet of the RCE remains nearly stable along the time. 

TRNSYS works with Types which represent different components of the system modelled. These Types may include 

control algorithms, calculations, performance metrics, post-processing, sensitivity analysis, etc. 

Different components were used to fulfil the planned objectives, as shown in Fig. 1. For climate data input, TRNSYS 

Type 15 was employed to integrate the weather data downloaded from Meteonorm, encompassing solar radiation, 

atmosphere infrared radiation, ambient temperature, dew point temperature, wind velocity, and opaque sky cover 

specifics for the location under scrutiny. The Type that simulates the RCE was also incorporated. This component 

was previously developed and validated by Vall et al. (2020a). In this analysis, a single RCE device of 2 m2 was 

implemented. For the cooling energy storage, a vertical tank model developed by Moser et al. (2022) was integrated. 

This model was used to simulate both a sensible and latent energy storage tank (water and PCM). For the heating 

energy storage, a vertical tank without heat exchanger was included (Type 158). Additional models were needed to 

consider both configuration modes of the RCE: the flow diverter and mixer valves (Type 11) to change from one 

storage tank to another and a variable speed pump model (Type 110) to adapt the water flow rate for each 

configuration mode. The component “Control RCE” enabled to change the cover material between modes (solar 

collection mode and radiative cooling mode) as a function of the hour of the day, while the component “Control 

pump” allowed to switch the water flow rate from one working mode to the other (solar collection or radiative 

cooling). TRNSYS Type 25 facilitated the acquisition of the desired outputs for further analysis. 

 

2.1. PCM properties 

For the study of latent thermal energy storage, we used two ideal PCMs. Their phase changes occur from 16.0ºC to 

17.0ºC and from 16.5ºC to 17.5ºC, temperatures achievable by the RCE for summer nights in Lleida. This 

temperature range allows for the cooling of spaces via chilled ceilings, systems which can operate with low 

temperature differences. Both PCMs follow the same trend, so here we present the enthalpy curve for the material 

with a phase change between 16.0ºC and 17.0ºC (Fig. 2). The curves for the PCM with a phase change between 

16.5ºC and 17.5ºC are identical to those in Fig. 2 but shifted 0.5ºC to the right. 

 

Fig. 2: Enthalpy curves for melting and solidification of the PCM. Phase change occurs between 16.0ºC and 17.0ºC. The reference 

temperature is 0ºC 

As it can be seen, no subcooling was considered. The most important data related to the designed Phase Change 

Materials are presented in Table 1. These PCMs, with a conductivity similar to water, outstand by their high phase 

change enthalpy in a little range of temperatures. Considering that the density is not much higher than that of water, 

this high storage capacity allows for the use of smaller tanks, capable of accumulating the same amount of energy. 
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Tab. 1: Properties of the PCM designed for this study 

Property Value 

Phase change enthalpy 237 kJ kg-1 

Solid density 1100 kg m-3 

Liquid density 1200 kg m-3 

Heat conductivity 0.6 W m-1 K-1 

Specific heat capacity 2000 J kg-1 K-1 

 

2.2. Sizing of tanks 

The hot tank of the simulated facility was used as a heat sink capable to absorb the energy produced in the RCE 

during the solar collection mode. The flow rate and volume were sufficiently high to ensure that the solar heating 

mode had no effect on the results of the cooling mode. All the tanks started at a temperature of 20ºC. The cold tank 

decreased its temperature, while the hot tank’s temperature remained nearly stable over time, thanks to its high 

volume and high flow rate in the solar heating mode. 

On the other hand, the water flow rate pumped during the cooling mode was 665 kg h-1. This flow rate was used for 

both the water tank and the PCM tank. However, the volumes of the analyzed tanks were different. For the base case, 

the volume of the water tank was 70 L, while for latent storage we used a tank with 5.78 L of PCM and 9.18 L of 

water. The cylindrical water tank had a height of 0.63 m, while the dimensions of the PCM tank were modified to 

include 7 modules of PCM along with water, while maintaining the same height-to-diameter ratio (Fig. 3). Detailed 

dimensions of each tank are provided in Table 2 and Table 3. 

 

Fig. 3: 3D visualization of the interior of the water tank (left) and the PCM tank (right) 

Tab. 2: Dimensions of the water tank 

Characteristic Value 

Volume of the tank 0.070 m3 

Height of the tank 0.625 m 

Interior diameter of the tank 0.377 m 

Total volume of water 0.070 m3 
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Tab. 3: Dimensions of the tank with PCM 

Characteristic Value 

Volume of the tank 0.015 m3 

Height of the tank 0.374 m 

Interior diameter of the tank 0.226 m 

Interior diameter of a PCM module 0.053 m 

Thickness of a PCM module 0.0015 m 

Height of a PCM module 0.335 m 

Total volume of PCM 0.0058 m3 

Total volume of water 0.0092 m3 

To determine the volume of PCM (𝑉𝑃𝐶𝑀 [𝑚3]), we first calculated with Eq. 2 the mass of Phase Change Material 

(𝑚𝑃𝐶𝑀 [𝑘𝑔]) capable of storing the same amount of energy as the average energy accumulated each night with the 

cold tank of water (𝐸𝑤 [𝐽]), by considering only the phase change enthalpy (Δℎ𝑃𝐶𝑀). Then, we used the density of 

the PCM in solid state to obtain the required volume (higher result than if we considered the liquid density). 𝐸𝑤 was 

determined with Eq. 3. As shown in the results section, the mean temperature difference of the water tank due to 

radiative cooling along the studied period (Δ𝑇𝑤) was 5.2ºC, the mass of water (𝑚𝑤) was 70 kg (assuming an average 

density of 1000 kg m-3) and the specific heat of water (𝑐𝑤) was 4180 J kg-1 K-1. 

𝑚𝑃𝐶𝑀 =
𝐸𝑤

Δℎ𝑃𝐶𝑀
               (eq. 2) 

𝐸𝑤 = 𝑚𝑤 · 𝑐𝑤 · Δ𝑇𝑤     (eq. 3) 

 

2.3. Energy consumption 

One of the parameters analyzed in this study is the operational time of the chilled ceiling. That is to say, the number 

of hours during which the chilled ceiling could operate with the energy stored during the previous night. Fig. 4 shows 

an example of the facility which could be coupled to the cold tank to take profit of the cold stored in it. To simulate 

this cooling consumption, we assumed a temperature difference of 1.5ºC between the supply (outlet temperature of 

the storage unit) and the return of the chilled ceiling. The pumped flow rate was 54 kg/h, resulting in a cooling power 

of 94 W. This power is achievable by an RCE of 2 m2 considering the potential maps of nocturnal radiative cooling 

in Spain (Vilà et al., 2020). 

 

Fig. 4: Scheme of the energy consumption of the cold tank 

There must be a temperature difference between the setpoint temperature of the refrigerated volume and the water 

used for cooling. Thus, the pump stopped when the outlet temperature of the refrigerated volume reached 20ºC or 

higher. We measured each day the number of operating hours of the pump supplying cold water to the chilled ceiling. 

 

2.4. Storage Coefficient of Performance 

The Storage Coefficient of Performance (𝑆𝐶𝑃 [%]) indicates the amount of energy the tank has stored at the end of 

the cooling mode (𝐸𝑡𝑎𝑛𝑘 [𝐽]) relative to the total energy produced with the RCE (𝐸𝑅𝐶𝐸  [𝐽]), as presented in Eq. 4. 

This parameter was calculated for each day and helped analyze the unused energy in both storage types. Higher 

storage temperatures are expected to increase the cooling production with the RCE while also increasing the heat 

losses. 
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𝑆𝐶𝑃 =
𝐸𝑡𝑎𝑛𝑘

𝐸𝑅𝐶𝐸
· 100      (eq. 4) 

The cooling energy stored in the tank (𝐸𝑡𝑎𝑛𝑘) is obtained daily as the difference between the energy at the beginning 

and the end of the RC mode. This energy accounts for both the water and the PCM in the case of the latent storage 

tank. On the other hand, the energy produced with the RCE (𝐸𝑅𝐶𝐸) is calculated with Eq. 5. 

𝐸𝑅𝐶𝐸 = ∑ �̇�𝑅𝐶𝐸 · 𝑐𝑤 · Δ𝑇𝑅𝐶𝐸𝑖

𝑛
𝑖=1     (eq. 5) 

Where �̇�𝑅𝐶𝐸 is the water flow rate of the RCE, Δ𝑇𝑅𝐶𝐸𝑖
 is the temperature difference between the inlet and outlet of 

the RCE each timestep and 𝑛 is the number of timesteps of 5 minutes during which we produce cooling each night. 

 

3. Results 

Table 4 summarizes the analyzed parameters of the energy simulations. In all the cases, the reduction in the average 

tank temperature is almost the same, exceeding a decrease of 5ºC. The sensible storage contains more water but 

maintains it at a higher temperature. Regarding the operational time of the chilled ceiling, the same flow rate can 

circulate longer in the case of sensible storage. Although the PCM units were designed to have the same energy 

storage capacity as the water tank, water can store more cooling energy thanks to its direct use. 

Tab. 4: Average daily results observed in the cold tanks over the period studied 

Type of 

storage 

Phase 

change 

temp. 

[ºC] 

Temp. 

reduction of 

the water 

[ºC] 

Temp. 

reduction of 

the PCM 

[ºC] 

Temp. 

reduction of 

the tank 

[ºC] 

Chilled ceiling 

operational 

time 

[h] 

Energy 

produced 

[Wh] 

Energy 

stored 

[Wh] 

Sensible 

storage 

(water) 

- 5.1 - 5.1 4.33 448.6 418.3 

Latent 

storage 

(PCM) 

16.0-17.0 5.4 4.6 5.2 2.73 305.0 267.4 

16.5-17.5 5.3 4.5 5.1 2.95 322.0 285.2 

Comparing the two storages with PCM, although the temperature change is slightly lower in the case with phase 

change between 16.5ºC and 17.5ºC, both the replacement time and the stored energy are significantly better. 

Therefore, from now on, we will compare the storage using this PCM with that of water. 

An SCP of 92.8% is observed in sensible storage, whereas in PCM storage, this value decreases to 88.6%, indicating 

that less energy produced by the RCE is stored. 

Annually, the RCE produces 40.4 kWh of useful cooling when it is used in combination with the tank of water. Its 

production decreases to 29.0 kWh when it is combined with the tank of PCM. Despite one of the PCM’s objectives 

was to maintain the inlet temperature of the RCE as high as possible to maximize the cooling power, it has been 

demonstrated that cooling production decreases when PCM modules are implemented. This is primarily because the 

latent storage tank contains less water, having a lower height and including cylindrical modules as indicated in Fig. 

3. This results in a fast temperature reduction of the water, thereby reducing the energy dissipated by the radiative 

collector and emitter. 

The PCM does not solidify every day. In fact, solidification is only achieved on 19.6% of the analyzed days. 

Therefore, its full storage capacity is not utilized. This value shows an increase of 3.3% when compared to the PCM 

with a phase change interval of 16.0-17.0ºC. Increasing the days of PCM solidification could be achieved by raising 

the phase change temperatures. However, this approach would lead to an increase of the final tank temperature after 

the cooling process, thereby reducing the temperature difference with the setpoint temperature and limiting the 

usefulness of the water tank for cooling purposes. 

Fig. 5 depicts the levels of temperatures and the cooling consumption on the day with the highest temperature 

reduction (June 8th). The replacement flow rate refers to the water flowing through the chilled ceiling for cooling 

purposes. 
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Fig. 5: Evolution of the temperatures and cooling consumption by the chilled ceiling on June 8th. (a) sensible storage, (b) latent storage 

The water temperature decrease due to radiative cooling is greater with the PCM tank, reaching nearly 5ºC. The PCM 

solidifies after 4 hours, and during the day it melts while capturing energy released by the water. Subambient 

temperatures are achieved faster in the PCM tank. There is an extended operating time for the chilled ceiling when 

using sensible energy storage. It is also noteworthy that the PCM tank exhibits intermittent flow. This occurs because 

when the outlet water from the cold tank reaches 20ºC, the chilled ceiling ceases its operation. If the PCM is at a 

lower temperature, it absorbs the heat released by the water, reducing its temperature and allowing the chilled ceiling 

to resume its operation. 

We present additional graphs (Fig. 6) to illustrate the behavior of both tanks the day with the lowest reduction of the 

tank temperature (August 25th). 
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Fig. 6: Evolution of the temperatures and water consumption by the chilled ceiling on August 25th. (a) sensible storage, (b) latent 

storage 

In this case, the PCM does not solidifies, as ambient conditions result in a minor reduction in the temperature. Since 

there is no phase change, the PCM temperature remains nearly the same as the water temperature. The PCM tank 

reaches its maximum temperature faster due to its lower mass. The flow rate through the chilled ceiling can last 

longer with the water tank, although it lasts significantly less than on June 8th. 

Table 5 summarizes the main results obtained for both tanks on June 8th and August 25th. Although the use of the 

tank with PCM was intended to improve cooling production with the RCE, the opposite is observed. On both days, 

the energy produced by the RCE and the energy stored in the tank are higher when using sensible storage. Focusing 

on June 8th, in radiative cooling mode, the water temperature is lower in the PCM tank due to its smaller water 

volume, which results in a lower cooling power of the RCE.  
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Tab. 5: Main results of the simulations performed on June 8th and August 25th 

Day Type of storage 

Minimum 

water temp. 

[ºC] 

Minimum 

PCM temp. 

[ºC] 

Chilled ceiling 

operational time 

[h] 

Energy 

produced 

[Wh] 

Energy 

stored 

[Wh] 

June 8th  
Sensible (water) 10.1 - 8.75 895.9 846.4 

Latent (PCM) 5.8 5.8 6.00 626.8 583.2 

August 25th  
Sensible (water) 19.6 - 1.17 91.0 78.0 

Latent (PCM) 19.8 19.7 0.17 36.8 10.6 

 

4. Conclusions 

In this study, we have conducted a comparison between two thermal energy storage systems to determine the 

preferred solution when used with radiative cooling systems. While the PCM tank can reach lower temperatures 

because of its lower volume, this type of tank performs worse in the other aspects studied. On average, the water 

tank can store over 500 kJ/day more, and the chilled ceiling can operate 1.38 hours longer. It is interesting to note 

that the PCM does not solidify every day, so increasing the phase change temperature of the PCM improves both the 

stored energy and the duration of the chilled ceiling operation. If the temperature of the PCM is lower than that of 

the water, when the outlet temperature reaches 20ºC, the replacement flow rate becomes intermittent because the 

PCM absorbs the heat dissipated by the water. 

Future work will involve performing simulations with Phase Change Slurry (PCS) tanks to include them in the 

comparison presented in this study. Additionally, we will also modify the PCM modules (shape, dimensions and 

conductivity) to improve heat transfer. Changes in the amount of water in the PCM tank will also be done to increase 

the operational time of the chilled ceiling. 

 

5. Acknowledgments 

This publication is part of the grant PDC2022-133215-I00, funded by CIN/AEI/10.13039/501100011033/ and by the 

“European Union NextGenerationEU/PRTR”. This publication is also part of the grant TED2021-131446B-I00, 

funded by MCIN/ AEI/10.13039/501100011033/ and by the “European Union NextGenerationEU/PRTR” The 

authors would like to thank Generalitat de Catalunya for the project awarded to their research group (2021SGR 

01370). Jesús Monterrubio would like to thank the grant FPU22/01304 funded by 

MICIU/AEI/10.13039/501100011033 and by “ESF+”. 

 

6. References 

Abuşka, M., Şevik, S., Kayapunar, A., 2019. Experimental analysis of solar air collector with PCM-honeycomb 

combination under the natural convection. Sol. Energy Mater. Sol. Cells 195, 299–308. 

https://doi.org/10.1016/j.solmat.2019.02.040 

Allouhi, A., El Fouih, Y., Kousksou, T., Jamil, A., Zeraouli, Y., Mourad, Y., 2015. Energy consumption and 

efficiency in buildings: current status and future trends. J. Clean. Prod., Special Issue: Toward a Regenerative 

Sustainability Paradigm for the Built Environment: from vision to reality 109, 118–130. 

https://doi.org/10.1016/j.jclepro.2015.05.139 

Atmaca, A., Atmaca, N., 2022. Carbon footprint assessment of residential buildings, a review and a case study in 

Turkey. J. Clean. Prod. 340, 130691. https://doi.org/10.1016/j.jclepro.2022.130691 

 
J.M. Marco et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

248



 

Granqvist, C.G., Hjortsberg, A., 1981. Radiative cooling to low temperatures: General considerations and application 

to selectively emitting SiO films. J. Appl. Phys. 52, 4205–4220. https://doi.org/10.1063/1.329270 

Ma, Y., Tao, Y., Wu, W.L., Shi, L., Zhou, Z., Wang, Y., Tu, J.Y., Li, H.R., 2021. Experimental investigations on the 

performance of a rectangular thermal energy storage unit for poor solar thermal heating. Energy Build. 111780. 

https://doi.org/10.1016/j.enbuild.2021.111780 

Moser, C., Heinz, A., Schranzhofer, H., 2022. TRNSYS Type 840: Simulation model for PCM/water storage tanks 

(Version 3.0). https://doi.org/10.3217/F1K4A-GG440 

Remund, J., Müller, S., Kunz, S., Huguenin-Landl, B., Studer, C., Cattin, R., 2019. Meteonorm. Meteotest, 

Switzerland. 

Solé, C., Medrano, M., Castell, A., Nogués, M., Mehling, H., Cabeza, L.F., 2008. Energetic and exergetic analysis 

of a domestic water tank with phase change material. Int. J. Energy Res. 32, 204–214. https://doi.org/10.1002/er.1341 

Vall, S., Castell, A., 2017. Radiative cooling as low-grade energy source: A literature review. Renew. Sustain. Energy 

Rev. 77, 803–820. https://doi.org/10.1016/j.rser.2017.04.010 

Vall, S., Johannes, K., David, D., Castell, A., 2020a. A new flat-plate radiative cooling and solar collector numerical 

model: Evaluation and metamodeling. Energy 202, 117750. https://doi.org/10.1016/j.energy.2020.117750 

Vall, S., Medrano, M., Solé, C., Castell, A., 2020b. Combined Radiative Cooling and Solar Thermal Collection: 

Experimental Proof of Concept. Energies 13, 893. https://doi.org/10.3390/en13040893 

Vilà, R., Rincón, L., Medrano, M., Castell, A., 2023. Potential maps for combined nocturnal radiative cooling and 

diurnal solar heating applications in Europe. Sustain. Energy Technol. Assess. 59, 103381. 

https://doi.org/10.1016/j.seta.2023.103381 

Vilà, R., Rincón, L., Medrano, M., Castell, A., 2020. Radiative Cooling Potential Maps for Spain, in: Radiative 

Cooling Potential Maps for Spain. Presented at the Eurosun 2020 Conference, Eurosun 2020 Conference. 

Zalba, B., Marı́n, J.M., Cabeza, L.F., Mehling, H., 2003. Review on thermal energy storage with phase change: 

materials, heat transfer analysis and applications. Appl. Therm. Eng. 23, 251–283. https://doi.org/10.1016/S1359-

4311(02)00192-8 

 
J.M. Marco et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

249



 

  

Solar Radiant Floor and Sub-Surface Ground Heat Exchanger 
Thermal Storage System: Feasibility and Performance Assessment 

Angela Weiss1, Jeff Thornton1, Lucio Mesquita2 and Reda Djebbar2 

1Thermal Energy System Specialists, LLC, Madison (USA) 
2 Natural Resources Canada, CanmetENERGY-Ottawa, Ottawa (Canada) 

 

Abstract 

Solar seasonal thermal energy storage (SSTES) has long been studied and implemented as a viable means of 

satisfying the thermal demands of both commercial and residential buildings. This paper introduces an SSTES system 

with the flexibility to direct thermal energy between a solar collector array, a hydronic radiant floor space heater, 

and/or a sub-surface ground heat exchanger storage medium, depending on the demands on and resources within the 

system. This SSTES system was modeled in TRNSYS, and the results demonstrated that the system balanced thermal 

storage charging and discharging over the year quite well, achieving a very high solar fraction (0.96). The SSTES 

system was then compared to five alternate space heating systems using conventional technologies such as boilers, 

air source heat pumps, and ground source heat pumps; while the COP of the SSTES system far exceeded the COP 

of any of the alternate conventional systems, the temperature control of the space was overall tighter for the 

conventional systems. Parametric studies of insulation thickness over the storage volume and solar collector array 

type were performed to assess the impact of these variables on system performance. Results demonstrated that both 

adequate insulation and quality solar collectors with some thermal loss protection (either via glazing or evacuated 

tubes) are necessary components of a high performance SSTES system.        

Keywords: thermal storage, seasonal storage, space heating, solar heating 

 

1. Introduction 

A solar seasonal thermal energy storage (SSTES) system utilizes solar collectors to heat a fluid, phase-change 

material, or other thermal storage medium whenever sufficient solar radiation is available. With adequate production 

and storage capacity, the system can store enough solar energy in the peak solar summer months to offset or eliminate 

auxiliary thermal demands over the winter months. In recent years, research has focused transitioning the technology 

from large-scale (primarily commercial) to smaller-scale (primarily residential) applications, as well as on improving 

numerical modeling techniques for these systems.  

Several studies in recent years have investigated proposed implementations of SSTES in smaller-scale applications, 

such as for single-family residences and smaller commercial buildings. Studies investigating using water as the 

thermal storage medium include Villasmil et al (2021), who compared alternative insulation materials and using 

building-integrated versus buried underground storage to cost-optimize installation of a hot-water tank and solar 

collector array system in a retrofit multifamily building. Their study ultimately concluded that external buried 

underground storage was more cost-effective for existing buildings than building-integrated storage, even after 

accounting for excavation costs and increased thermal losses. Pinamonti et al (2021) also studied using water tanks 

for seasonal thermal storage; their study integrating modulating water-water heat pumps into a solar system with a 

water tank for seasonal storage found that solar fraction was improved by approximately five percentage points by 

including the heat pumps, as compared to a reference system without the heat pumps.  

While water is a viable thermal storage medium, most studies (including the current investigation) focus on sand, 

soil, and other common foundation and ground solids as the storage medium. Alkhalidi et al (2021) modeled a 

variation on solar thermal seasonal storage in which a composite thermal storage medium of sand, stone, and copper 

mesh was installed between the underground foundation pillars of a hypothetical four-story hotel. The system was 

modeled in three different climates, and the findings showed the systems’ coverage of annual heat demand varied 

from 56% in a moderate climate (Potsdam, Germany) to 84% in a warm climate (Doha, Qatar). Using a fluidized 

rock bed as the storage medium, Sweet (2010) modeled SSTES radiant floor systems in six conceptual single-story 

houses in Richmond, VA, USA, ranging in size from 800 ft2 (74.3 m2) to 2400 ft2 (223 m2) to assess performance 
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and optimal design parameters for a typical residence, such as storage bed size and solar collector area. The research 

found that, with 80% of the south-facing roof covered in solar collectors and an optimal storage bed size of 15 m3, 

the systems achieved comparable temperature profiles to homes without SSTES and satisfied 64%-77% of the annual 

heating demand.  

Studies incorporating data gathered from implemented SSTES systems have also confirmed promising results. In the 

realm of water thermal storage systems, Meister and Beausoleil-Morrison (2021) reviewed long-term experimental 

results on a two-story research house in Ottawa, Canada that has long utilized a 36 m3 buried water tank for solar 

seasonal thermal storage and built a model simulation validated with the site data. By modeling simple improvements 

on the existing system, such as increased insulation and higher-performance solar collectors, their research 

demonstrated that solar fractions of 86%-100% were feasible. With regard to foundation and ground solids storage 

systems, Naranjo-Mendoza et al (2018a) and Naranjo-Mendoza et al (2019) ran several analyses of an installed 

system at a two-story, 70 m2 floor area house in Leicester, UK, consisting of seven photovoltaic-thermal (PVT) 

collectors connected in series with an array of sixteen shallow (1.5-m deep) vertical boreholes. Using the vertical 

borehole array as an ‘earth energy bank’ for solar thermal storage for domestic heating, the experimental system 

performed well in offsetting the building’s winter space heating needs after over one and a half years, resulting in a 

near net-zero building, though analysis did show that in addition to utilizing the energy stored from solar, heat 

extraction from the ground surrounding the storage contributed in part in meeting the building’s energy demands. 

Hailu et al (2017) conducted a 14-week experimental study of an evacuated tube solar array and sand-bed thermal 

energy storage system at a home in Palmer, Alaska. The proof-of-concept study demonstrated excellent results, with 

sand-bed storage temperatures steadily increasing over the 14-week period in close agreement with system models, 

and it established sand-bed thermal storage as a viable option for regions with long periods of freezing temperatures. 

Following the initial study, Hailu et al (2019) revisited the system to conduct longer-term experiments and 

observations, presenting over a year of monitored data from the site. Comparison of site data to the authors’ 

simulation models showed comparable to conservative performance estimates from the simulation model as 

compared to the site data, again asserting the viability of SSTES in cold climates. 

With respect to modeling techniques, Naranjo-Mendoza et al (2018b) ran studies of sinusoidal, semi-infinite, and 

finite-difference method (FDM) models of soil temperatures at shallow depths (0.75-m to 2.75-m) compared to 

hourly measured data at a site in Leicester, UK. The results favored FDM with air temperature as a boundary 

condition as the most accurate modeling approach for both short- and long-term applications. Naranjo-Mendoza 

(2020) also showed preference for FDM as a faster and more accurate model than conventional infinite-line source 

and infinite cylindrical source analytical models for studying the thermal response of very shallow boreholes. 

Loveridge et al (2020) studied numerical modeling and field testing of a variety of geostructures for thermal storage. 

Sweet (2010) also studied models of an SSTES system in the ground with no load attached and found that the models 

reached steady state after 1.5 years to 5 years of simulation, with systems with high loss coefficients requiring longer 

to reach steady state operation than systems with lower loss coefficients.  

Informed by this research and by prior modeling experience, this paper investigates a solar seasonal thermal storage 

system for a cold-climate warehouse. The heating system’s components include an array of evacuated tube solar 

thermal collectors (the source), radiant floor heating in the warehouse (the load), and a modified horizontal ground 

heat exchanger in the building sub-surface (the thermal storage). An auxiliary boiler is integrated prior to the radiant 

floor supply to boost the supply temperature as needed. An innovative control algorithm balances the competing 

loads of the radiant floor and the underground storage, directing any solar resource available to its most effective 

load while also prioritizing discharging from underground storage over running the auxiliary boiler.  

The current investigation models the ground using three-dimensional FDM models with building heat flux as the 

boundary condition between the soil and the building and a sinusoidal ambient air temperature as the soil boundary 

condition between the soil and the air. The coupling between the sub-surface soil model and the building model 

solves simultaneously for both boundary temperatures and heat flux between building and soil, meaning the 

integrated system is a function of the boundary temperature as well as the heat flux. The system is modeled for a 

three-year period, with steady-state behavior in the second and third year visually confirmed by temperature plots. 

All results are reported from the final twelve months of simulation.   

2. Configuration of Radiant Floor and Sub-Surface SSTES System 

The target building in the current investigation is a single-story, single-zone warehouse located in Calgary, Alberta, 

Canada. The warehouse has a footprint of about 464 m2 and an overall air volume of just over 2,500 m3. The building 
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has no active cooling and is heated solely by a hydronic radiant floor heating system, which is comprised of a network 

of 28 parallel serpentine pipes evenly distributed within the warehouse floor. The warehouse thermostat maintains 

the space at 21 °C (± 0.55 °C) and calls for auxiliary if the space temperature drops below 19.5 °C. The minimum 

supply temperature set-point for the radiant floor system is 30 °C, or 33 °C if the thermostat calls for auxiliary 

heating. If the solar array and/or the ground thermal storage are insufficient to meet the heating demand, the system 

is modeled with an auxiliary boiler of infinite capacity and perfect thermal efficiency to maintain the minimum 

supply temperature set-points as specified. The circulation pump for the radiant floor only runs when the warehouse 

thermostat calls for heating. 

The primary heat source of the system is an array of 60 fixed-position, evacuated tube solar thermal collectors in 

parallel, with a total collector surface area of 240 m2. A variable-speed circulation pump for the solar array modulates 

speed as needed to maintain a desired set-point of 35 °C when the floor heating is active, or to maintain a temperature 

difference of 10 °C above the return temperature from the ground heat exchanger when the floor heating is inactive 

and the ground storage system is charging. The solar array pump will turn off if the collector array outlet temperature 

falls below the array inlet temperature. 

The sub-surface ground directly beneath the warehouse provides thermal storage for the system. The storage 

volume’s footprint matches that of the warehouse (464 m2) and extends 2.25-m below the ground surface, for a total 

storage volume of 1,037 m3. Within the storage volume, a system of 26 parallel serpentine pipes is buried in two 

layers about 0.8-m and 1.7-m, respectively, below the ground surface. The storage volume is insulated with 7.6-cm 

(3 inches) of insulation on the top surface and 31-cm (12 inches) of insulation on the bottom surface and its four 

vertical side surfaces. The system may charge the ground heat exchanger when the solar array outlet temperature 

exceeds the return temperature from the ground heat exchanger by 5 °C or more. Once the system is in charge mode, 

it remains in charge mode until the difference between the solar collector outlet temperature and the return 

temperature from the ground heat exchanger reduces to 2 °C or less. The system discharges to the radiant floor when 

the return temperature from the ground heat exchanger exceeds the return temperature from the building radiant floor 

by 1.66 °C. Once the system is in discharge mode, it remains in discharge mode until the difference between the 

ground heat exchanger temperature and the radiant floor return temperature reduces to 0.55 °C or less. A minimum 

run-time and minimum reset time of 15 minutes each are enforced by the model to prevent short cycling of the 

pumps. Table 1 below summarizes the equipment sizing of the investigated system.  

Table 1. Equipment Specifications, Radiant Floor and Sub-Surface SSTES System 

System Specifications 

Solar Collector System Value Units 

Evacuated tube solar collection area 240 m2 

Solar array pump rated power 900 W 

Solar array pump rated flow rate 3.78 l.s-1 

Warehouse and Radiant Floor System Value Units 

Building footprint 464 m2 

Building volume 2.548 m3 

Building capacitance 30.582 kJ/K 

Floor heating pump rated power 900 W 

Floor heating pump rated flow rate 3.78 l.s-1 

Auxiliary heater capacity Infinite W 

Auxiliary heater efficiency 100 % 

Sub-Storage Ground HX System Value Units 

Total ground storage volume 1.037 m3 

Ground storage footprint 464 m2 

Insulation thickness, top 0.076 m 

Insulation thickness, sides and bottom 0.3048 m 

Ground heat exchanger pump rated power 900 W 

Ground heat exchanger pump rated flow rate 3.78 l.s-1 
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3. Modeling and Controls of the Radiant Floor and Sub-Surface SSTES 
System 

The warehouse building, solar collector array, and sub-surface ground storage system were all modeled as an 

integrated system within the TRNSYS transient system simulation software. The Type 56 multi-zone building model 

from the standard TRNSYS model library was used to model the warehouse and its radiant floor heating, and Types 

1345 and 1268 from the TESS model library were used to model the solar collector array and sub-surface ground 

storage system, respectively.    

Figure 1 through Fig. 3 depict the major flow paths and connections in the TRNSYS model, highlighting the 

following three primary flow paths for the thermal fluid: serving the space heating load from solar (Fig. 1), charging 

the sub-surface thermal storage from solar (Fig. 2), and discharging from the sub-surface thermal storage to serve 

the space heating load (Fig. 3). Note that these figures do not represent the complete or full expression of the 

TRNSYS model, as several piping, controls, and output components have been removed or hidden in these views for 

clarity.   

 

Fig. 1: TRNSYS model of radiant floor and sub-surface SSTES system, highlighting flow paths (in red) when the system is serving 

the space heating load from the solar array.  

 

  

Fig. 2: TRNSYS model of radiant floor and sub-surface SSTES system, highlighting flow paths (in red) when the system is charging 

the sub-surface thermal storage from the solar array. 
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Fig. 3: TRNSYS model of radiant floor and sub-surface SSTES, highlighting flow paths (in red) when the system is discharging 

the sub-surface thermal storage to serve the space heating load. 

In addition to the flow paths illustrated in the TRNSYS model screen captures in Fig. 1 through Fig. 3, the system 

may operate in some combination of these service modes; for example, the system may use the solar array to both 

serve the space heating load and charge the sub-surface thermal storage, or it may use both the solar array and 

discharge from the sub-surface thermal storage to serve the space heating load. In all, the controls algorithm allows 

the system to operate in any of the following eight ‘modes,’ depending on the solar resource available, the demand 

of the radiant floor, and the thermal balance in the ground storage system: 

1. If the ground temperature is low, there is very good solar available, and the warehouse thermostat is not 

calling for heat, the system may send up to 100% of the fluid out of the solar array directly to the sub-surface ground 

heat exchanger for thermal storage.  

2. If the ground temperature is high, there is very good solar available, and the warehouse thermostat calls for 

heat, the system will satisfy the thermal load of the radiant floor system from solar energy.  

3. If the ground temperature is low, there is very good solar available, and the warehouse thermostat also calls 

for heat, the system will both satisfy the radiant floor load and charge the ground storage. 

4. If there is no solar available, the warehouse thermostat calls for heat, and the ground temperature is high, 

the system will discharge from the ground storage to satisfy the radiant floor load.  

5. If there is no solar available, the warehouse thermostat calls for heat, and the ground temperature is low, the 

system will run the radiant floor heat loop using only the auxiliary boiler for source heat, bypassing both the 

underground storage and the solar array. 

6. If there is fair solar available, the warehouse thermostat calls for heat, and the ground temperature is neutral, 

the system will satisfy the thermal load of the radiant floor system from solar energy as much as possible.  

7. If there is fair solar available, the warehouse thermostat calls for heat, and the ground temperature is low, 

the system will prioritize serving the radiant floor heat and use any additional thermal resource to charge the ground 

storage.  

8. If there is very little solar available, the warehouse thermostat calls for heat, and the ground temperature is 

high, the system will use both solar and discharge from the underground storage to serve the radiant floor system.  

Table 2 below summarizes the eight control modes available, as well as the general resource criteria and flow paths 

for each scenario.  
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Table 2. Control Mode Summary for Radiant Floor and Sub-Surface SSTES System 

Scenario Solar 

Resource 

Underground 

State of Charge 

Warehouse 

Call Heat? 

Solar 

Flow 

Flow to 

Floor? 

Flow to 

Charge? 

Flow to 

Discharge? 

1 High Low No High No Yes No 

2 High High Yes High Yes No No 

3 High Low Yes High Yes Yes No 

4 None High Yes None Yes No Yes 

5 None Low Yes None Yes No No 

6 Low High Yes Low Yes No No 

7 Low Low Yes Low Yes Yes No 

8 Low High Yes Low Yes No Yes 

 

4. Comparable Alternate (Non-Solar Assisted) Heating System 
Configurations  

To provide a reference point for performance metrics, the modeled radiant floor and sub-surface SSTES system was 

compared against models of the following five alternate warehouse space heating systems: 

(a) Represents a conventional boiler-fed radiant floor heating system. The boiler is modeled as a theoretical 

heating source with infinite capacity and no thermal or conversion losses. The thermostat set-points, floor supply 

temperature set-points, and pump controls are the same as those described for the radiant floor and sub-surface 

SSTES system.  

(b) Represents a 2-stage cold-climate air-source heat pump (CCASHP) system. The air-source heat pump 

modeled in this investigation is a Daikin 2-stage cold climate air source heat pump with a rated high-speed capacity 

and power draw of 175 kBtu/hr (51.3 kw) and 12.4 kW, respectively. The heat pump also has two auxiliary heat 

stages with rated capacities of 75 kW each.  A three-stage thermostat commands the heat pump either at low speed, 

at high speed, or at high speed with auxiliary heat, depending on how long the building has been below the desired 

setpoint of 21 °C. The air conditioning feature of this heat pump is not used in this application.   

(c) Represents the same radiant floor and sub-surface heat exchanger layout as the SSTES system, only the 

heating load is met from one of two water-water heat pumps (WWHP), using the sub-surface heat exchanger as the 

heating source. The two single-stage water-water heat pumps modeled are each Water Furnace Envision NDW180 

units with a rated heated capacity and rated heating power of 222.7 kBtu/hr (65.3 Kw) and 13.6 kW, respectively. 

The units are staged by a 2-stage thermostat controller such that only one runs if the building temperature falls below 

21 °C, but the second will turn on if the temperature falls below 20 °C. An auxiliary boiler runs as needed to maintain 

the supply temperature to the sub-surface and ground heat exchanger at or above -3.88 °C. 

(d) Represents the same radiant floor and water-water heat pumps as system (c), only the system utilizes a 

conventional vertical ground heat exchanger as the heat source for the heat pumps. The vertical ground heat 

exchanger modeled here is a 20-borehole system with a bore depth of 100 meters, with insulation over the top surface 

of the borefield. In this system, without the size constraint of the building footprint, the ground heat exchanger may 

be sized as needed to adequately meet the building load.  

(e) Same as system (d), only using a conventional horizontal ground heat exchanger instead of a vertical 

borefield ground heat exchanger. The horizontal heat exchanger is modeled as two layers of 50 pipes at 30.47 meters 

in length. The layers are buried at very shallow depths of 1-m and 2-m, respectively, and have no insulation 

surrounding the heat exchanger system.  

For consistency, all systems model the building sub-surface with the same composition and thermal contacts as for 

the SSTES system; however, with the exception of system (c), there are no buried pipes in the ground and no actively 

managed energy exchange between the building and its sub-surface. 

Figure 4 through Fig. 6 depict the TRNSYS models of these alternate systems and Table 3 summarizes key 

technologies and use of the ground use (if any) in the SSTES system and the five alternate modeled systems. 
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Table 3. Summary of Technology and Ground Use, SSTES versus Alternate Systems 

  SSTES Boiler (a) CCASHP (b) WWHP, 

sub-surf HX 

(c) 

WWHP, vertical 

GHX 

(d) 

WWHP, 

horizontal GHX 

(e) 

Building heat 

conveyance 

radiant floor radiant 

floor 

forced air radiant floor radiant floor radiant floor 

Primary heating 

technology 

Evac tube solar Boiler Air-source 

heat pump 

Water-water 

heat pumps 

Water-water heat 

pumps 

Water-water heat 

pumps 

Auxiliary 

heating 

technology 

Boiler N/A Heat pump 

auxiliary 

Boiler N/A N/A 

Heat pump 

source 

N/A N/A Ambient air Building sub-

surface ground 

Ground 

uncoupled from 

building 

Ground uncoupled 

from building 

Thermal storage Horizontal 

ground heat 

exchangers 

N/A N/A Horizontal 

ground heat 

exchangers 

Vertical ground 

heat exchanger 

Horizontal ground 

heat exchanger 

Thermal storage 

location 

Building sub-

surface ground 

N/A N/A Building sub-

surface ground 

Ground 

uncoupled from 

building 

Ground uncoupled 

from building 

 

 

 

Fig.1: TRNSYS models of conventional boiler-fed radiant floor heating system (a) and conventional 2-stage cold-climate air-source 

heat pump (b). 

 

 

Fig. 5: TRNSYS model of conventional water-water heat pump heating system using the sub-surface ground as the heat source (c). 
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Fig. 6: TRNSYS model of conventional dual water-water heat pump heating system, using either a vertical (d) or horizontal (e) ground 

heat exchanger as the heat source. 

5. Simulation Results  

5.1. Thermal Delivery, Power Consumption, and Coefficients of Performance  

Table 2 compares the net thermal energy delivery of the SSTES system and each of the five alternate heating systems, 

including equipment gains to load and net thermal exchange with the farfield ground (if applicable). All annual values 

represent totals from the last twelve months of the three-year simulation. 

Table 2. Thermal Energy Delivery, By System 

 Thermal energy delivered [MWh/yr] 

Gains To Load SSTES Boiler CCASHP 

WWHP –  

sub-surf HX 

WWHP – 

vertical GHX 

WWHP – 

horizontal GHX 

Solar Array 114.93 - - - - - 

Boiler     4.00 86.31 -   15.59 - - 

CCASHP - heat pump - - 64.72 - - - 

CCASHP- auxiliary - - 13.05 - - - 

WWHP 1 - - -   85.49 79.72 76.73 

WWHP 2 - - -     7.89   5.26   6.10 

System pumps (all)     1.63   0.38 - - - - 

Total: 120.55 86.69 77.77 108.98 84.99 82.84 

  

Exchange With 

Surroundings SSTES Boiler CCASHP 

WWHP –  

sub-surf HX 

WWHP – 

vertical GHX 

WWHP – 

horizontal GHX 

System piping (all) -19.52  -0.89 -     3.46     2.74     7.25 

From ground farfield   -0.01 - - -   26.42   38.48 

Total: -19.53  -0.89 0.00     3.46   29.16   45.73 

              

Net Total: 101.02 85.80 77.77 112.43 114.14 128.56 
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As shown in Table 4, the net thermal gain of the systems modeled varies from 77 to 128 MWh/yr, with the SSTES 

representing the middle of the range. With only 4.00 MWh/year of thermal energy supplied from the boiler in the 

SSTES system, the solar fraction for the SSTES system is 0.96, or near net-zero thermal system performance over 

the year. The SSTES loses about 19.5 MWh/yr to the surroundings, or about 17% of its net gains from the solar 

collector array, though very little of this is due to leakage from the ground storage volume to the farfield ground.  

Note that the alternate ground-source water-water heat pump systems (d) – (e) draw net energy from the farfield 

ground of 26 to 38 MWh/yr, with the less-insulated and shallower horizontal GHX system drawing almost 50% more 

energy from the farfield as compared to the deeper vertical GHX system with surface insulation. Net draws of this 

magnitude from the farfield suggest the systems would be unsustainable over several years of operation without 

better insulation or ground use design. Also note that the alternate system with the sub-surface ground source (c) 

required 15.59 MWh/year from the auxiliary boiler to maintain the ground temperature, or almost one-fifth of the 

auxiliary boiler’s annual energy use when meeting the radiant load directly.  

Table 5 compares the power consumption of the SSTES and the alternate systems by equipment, as well as the overall 

coefficient of performance (COP) of each system. 

Table 3. Power Consumption and COP, By System 

 Power consumption of system [MWh/yr] 

Equipment SSTES Boiler CCASHP 

WWHP –  

sub-surf HX 

WWHP – 

vertical GHX 

WWHP – 

horizontal GHX 

Solar array pump     1.18 - - - - - 

Floor heating pump     2.06   1.26 - - - - 

Ground HX pump     2.19 - - -   0.00*   0.00* 

Boiler     4.00 86.31 -   15.59 - - 

CCASHP - compressor - - 17.17 - - - 

CCASHP - fans - -   4.89 - - - 

CCASHP - auxiliary - - 13.05 - - - 

WWHP1 - - -   34.38 29.95 30.19 

WWHP2 - - -     3.79   2.43   2.95 

WW Source Pump 1 - - -     1.31   1.11   1.13 

WW Source Pump 2 - - -     0.13   0.08   0.10 

WW Load Pump 1 - - -     1.31   1.11   1.13 

WW Load Pump 2 - - -     0.13   0.08   0.10 

Total:     9.42 87.57 35.11   56.65 34.76 35.60 

       

Thermal to load (from 

Table 4) 101.02 85.80 77.77 108.98 84.99 82.84 

COP, system: 10.73 0.98 2.21 1.92 2.44 2.33 

*The ground HX pump was modeled with a rated power of 0 W in these systems. 

 

Total auxiliary and parasitic power consumption for the SSTES system are 9.42 MWh/year, including the auxiliary 

boiler, solar field pump, floor heat pump, and ground heat exchanger pump. The SSTES system obtains a coefficient 

of performance of 10.7 as compared to the net thermal energy delivered by the SSTES system, or 9.1 as compared 

to the thermal energy delivered by the conventional boiler system (the nearest directly comparable system). In other 

words, the SSTES system returns 9.1-10.7 MWh of thermal energy for every MWh of energy consumed to operate 

the system. Compare this to the COPs of the five alternate systems, which range from 0.98 for the auxiliary boiler 

system to 2.44 for the water-water heat pump system with the vertical borefield ground source, the best of the four 

heat pump-powered systems.  

5.2. Solar Ground Storage Charge, Discharge, and Net Storage 

The ultimate goal of the SSTES design is to store solar heat when it is seasonally available and use it over the rest of 

the year to offset or eliminate auxiliary heating from fossil fuel sources. Fig. 2 shows the net energy stored in (or 
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discharged from) the radiant floor and sub-surface SSTES system, by month, over the last 12 months of the 

simulation.    

 
Fig. 2: Net energy stored or discharged by SSTES system, by month 

5.3. Temperature Control 

All six systems had a desired space heating set-point of 21 °C (± 0.55 °C). Table 4 compares the performance of the 

six systems in satisfying the space heating set-point over the year. With respect to temperatures well above set-point, 

recall that the building has no active cooling and some ‘float’ above set-point is expected, especially in the summer 

months.  

Table 4. Annual Hours By Temperature Bin At, Above, or Below Set-Point, By System 

 
As evidenced in Table 4, the cold-climate air source heat pump (CCASHP) system provided noticeably tighter 

temperature control than either the SSTES or any of the alternate systems, maintaining a temperature range between 

21.556 °C and 20.444 °C for over 78% of the year and only falling below 20.444 °C for about 1% of the year. It is 

the only system of those studied that did not use the radiant floor for space heating, and it is also the only system for 

which the space was above 22.5 °C for only 13% of the year, as compared to 49% for the SSTES system and 36%-

40% for the other alternate systems. This observation suggests the radiant floor system, regardless of its heat source, 

cannot be as thermally responsive as the CCASHP system and favors overheating in this application. The boiler 

system and the three water-water heat pump systems all performed comparably to each other in satisfying the space, 

though the boiler-fed radiant floor system did not under-heat nearly as often as the three water-water heat pump 

systems. The SSTES system maintains the space within the desired range only 21% of the year, is overheated 62% 

of the year, and is under-heated 16% of the year. Notably, it is also the only system that ever falls below 18.5 °C and 

one of only two systems out of the six that ever falls below 19.5 °C.       

Hours 

SSTES Boiler CCASHP 

WWHP –  

sub-surf HX 

WWHP – 

vertical GHX 

WWHP – 

horizontal GHX 

Above 23.5°C 38% 25% 8% 23% 24% 25% 

23.5°C to 22.5°C 11% 15% 5% 13% 15% 14% 

22.5°C to 21.556°C 13% 26% 7% 18% 19% 19% 

21.556°C to 20.444°C 21% 32% 78% 36% 35% 34% 

20.444°C to 19.5°C 9% 2% 1% 10% 7% 8% 

19.5°C to 18.5°C 4% 0% 0% 1% 0% 0% 

Below 18.5°C 3% 0% 0% 0% 0% 0% 
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5.4. Effects of Insulation and Collector Technology on Radiant Floor and Sub-Surface SSTES System 

Modeling of the baseline radiant floor and sub-surface SSTES system began with best-practice or best-available 

technologies to the extent possible, including using an evacuated tube array for the solar field and very good 

insulation on all sides of the thermal storage medium. To assess the impact of these design choices on the performance 

of the system, the baseline SSTES model was compared against models with the following design adaptations: 

1) Double the baseline insulation is applied on the six surfaces of the thermal storage volume. 

2) Half the baseline insulation is applied on the six surfaces of the thermal storage volume. 

3) A glazed flat plate array of the same area is substituted for the evacuated tube array. 

4) An unglazed flat plate array of the same area is substituted for the evacuated tube array. 

Table 5 compares the net thermal energy delivered and power consumed in the baseline SSTES system and in the 

four design-adapted systems. 

 

Table 5. SSTES Thermal Delivery and Power Consumption vs Insulation and Collector Type 

  Thermal energy delivered to system [MWh/yr] 

Equipment 

SSTES - 

baseline 

SSTES – 

double insul 

SSTES – 

half insul 

SSTES – 

glazed FP 

SSTES – 

unglazed FP 

Solar Field 114.93 110.44 119.56 121.75 18.92 

Boiler      4.00      0.17   11.13   24.70 76.79 

Total: 118.92 110.60 130.69 146.45 95.71 

 Power consumption of system [MWh/yr] 

Equipment 

SSTES - 

baseline 

SSTES – 

double insul 

SSTES – 

half insul 

SSTES – 

glazed FP 

SSTES – 

unglazed FP 

Solar array pump 1.18 1.13   1.23   0.66   0.08 

Floor heating pump 2.06 2.02   2.14   0.82   1.41 

Ground HX pump 2.19 1.77   2.43   0.97   0.08 

Boiler 4.00 0.17 11.13 24.70 76.79 

Total: 9.42 5.08 16.93 27.14 78.37 

  

As shown in Table 5, increasing the insulation to twice its baseline value decreased auxiliary boiler use by more than 

95%, from 4 MWh/year to only 0.17 MWh/year, and reduced parasitic pump power use by about 10% as well. When 

the insulation was decreased by half from its baseline value, the overall parasitic pump power use increased by about 

7%, and the auxiliary boiler use increased over 275%, from 4 MWh/yr to over 11 MWh/yr. The results demonstrate 

the magnitude by which insulation affects the auxiliary support required to meet the same heating load. Adequate 

insulation surrounding the storage volume, therefore, must be part of the optimal SSTES system. Both the glazed flat 

plate collector system and the unglazed flat plate collector system underperformed as compared to the baseline 

evacuated tube collector system, with the glazed flat plate system and the unglazed flat plate system requiring about 

600% and 1900% more auxiliary boiler use, respectively, than the baseline system. The glazed flat plate collector 

modeled has higher efficiency at lower temperatures as compared to the evacuated tube collector, but also higher 

thermal losses as the collector temperature rises above the ambient air temperature, as well as a very different 

incidence angle modification (IAM) profile, making it somewhat difficult in the absence of a full simulation to 

anticipate which collector will perform better overall in different scenarios. In this case, it appears the evacuated tube 

collector system is preferable for thermal performance to the glazed flat plate collector system, though the glazed 

flat plate system may be more cost-effective once capital costs are considered. The unglazed flat plate array 

performed poorly. 

6. Conclusions 

A solar seasonal thermal energy storage (SSTES) system consisting of a solar collector array, a hydronic radiant 

floor space heater, and a sub-surface ground heat exchanger, has been demonstrated via simulation to successfully 

balance thermal storage charging and discharging over the year for a warehouse in a cold climate, achieving a very 

high solar fraction (0.96). Comparison of the SSTES system to alternate conventional systems showed some trade-

off between system COP and temperature control of the space, with the excellent COP of the SSTES system coming 

at the cost of a somewhat wider temperature range in the conditioned space over the year. For applications with loose 
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to moderate temperature control requirements (such as the lightly-occupied warehouse of this investigation), this 

may be more than adequate; further investigation is needed to assess the extent to which temperature control may be 

improved. Modeling different insulation thicknesses and solar collector array types demonstrated that both adequate 

insulation and quality solar collectors with some thermal loss protection (either via glazing or evacuated tubes) are 

necessary components of a high performance SSTES system.        
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Abstract 

The Radiative Collector and Emitter (RCE) is a device that combines the functionalities of radiative cooling 

and solar heating to cool down or warm up water, respectively. This study present a first approximation of the 

integration of RCE systems with chilled ceilings to provide sustainable cooling solutions for buildings. The 

research focuses on a multifamily building in Lleida, Spain, and employs TRNSYS 18 for simulation during 

the summer months. The RCE system leverages the natural process of radiative cooling, emitting infrared 

radiation into space to dissipate heat and reduce temperatures with minimal electricity consumption. The 

combined system's performance was compared against a commercial air conditioner system, demonstrating 

energy savings for cooling demand of approximatively 140 kWh during the observed period, along with 

enhanced occupant comfort. The RCE system achieved a mean net radiative cooling power of 30.34 W·m⁻² 

and an efficiency of 42.3%, reducing the storage tank temperature by an average of 3.29°C nightly. The chilled 

ceiling system operated autonomously 87.74% of the time, maintaining comfortable indoor temperatures. 

 

Keywords: Radiative Cooling, Chilled Ceiling, Building Modelling, Numerical Simulation, TRNSYS 

 

1. Introduction 

Energy consumption in buildings is estimated to be 40% of final energy consumption in Europe, accounting 

for 36% of CO2 emissions (Eurostat, 2019). The largest portion of this energy (80%) is utilized to meet the 

needs of space conditioning, which includes domestic hot water (DHW), cooling, and heating. Space cooling, 

in particular, is a major contributor to the rise in electricity consumption, with CO2 emissions related to space 

cooling increasing by 2% annually. Worldwide projections show that by 2050, the energy demand for space 

cooling will have tripled, being necessary the installation of more air-conditioning units (IEA, 2019).  

In the last decade, technologies based on the radiative cooling (RC) phenomenon have emerged as promising 

renewable solutions to address the growing energy needs related to cooling in buildings. RC is a natural process 

in which a surface emits infrared radiation into outer space, thereby dissipating heat and cooling down (Vilà 

et al., 2021). The peaks of radiation are in the wavelength range of 7 μm to 14 μm, which falls within the 

atmospheric window, the region of the electromagnetic spectrum where Earth's atmosphere is highly 

transparent. This transparency allows the radiation to escape into outer space, leading to a significant 

temperature reduction below ambient levels at the surface, with minimal or no electricity consumption (Chen 

et al., 2020). 

The operation of radiative cooling, despite being opposite to solar heating, is entirely analogous and can be 

combined. Researchers at the University of Lleida have developed a device of 2 m2, named Radiative Collector 

and Emitter (RCE) (Vall et al., 2020a), that combines both solar heating and radiative cooling functionalities 

to heat up water, during the day, or cool down water in contact with a radiative cooling surface, during the 

night. The RCE includes a grid of pipes through which water flows, such pipes are installed on a highly 

emissive/absorptive plate within the infrared spectrum. In solar collection mode, during the day, the RCE 

absorbs solar radiation to heat the water. In cooling mode, the plate emits infrared radiation towards the sky, 

cooling the water below ambient temperature. 
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Despite the notable growth in radiative cooling research (Su et al., 2023), the integration of radiative cooling 

technologies with the built environment has not been thoroughly explored (Kousis and Pisello, 2023; Vilà et 

al., 2020). One explanation for this gap in the literature can be found in the limitation of nighttime radiative 

cooling devices, such as the RCE systems, which have a relatively low cooling density power, averaging only 

50 W/m² (Vall et al., 2020b). This limitation results in that RCE achieves a temperature few degrees below the 

nocturnal ambient temperature, diminishing its power with the temperature reduction. For this reason, such 

devices cannot behave like conventional terminal units, like fan-coils, operating at 6-7 ºC. However, there is 

promising potential for these devices to be coupled with cooling technologies operating at higher temperatures, 

such as chilled ceilings, thereby broadening their applicability and enhancing their efficiency in the built 

environment. 

Chilled ceilings are cooling systems designed to regulate the inside temperature of a space. These systems 

typically operate with a temperature difference close to 2 ºC between the water inlet and outlet (Jin et al., 

2020), with an operating inlet temperature a few degrees above the dew point. Combining radiative cooling 

for cooling production with chilled ceilings for cooling delivery to buildings appears to be a practical option 

due to the similarity in operating temperature levels (Yuan et al., 2018). This study is a first approach to 

combine RCE with chilled ceilings. The paper specifically studies the radiative cooling functionality of the 

RCE, as it is the innovative solution and the one lacking result in literature, by simulating the thermal 

performance of an integrated systems (RCE + Chilled Ceiling) in a multifamily building in Lleida (Spain). The 

study seeks to assess the energy savings and thermal performance of these integrated systems, offering new 

insights into the applicability of radiative cooling technologies in the built environment, contributing to close 

the literature gap. 

2. Methods 

This section details the numerical simulations conducted to assess the energy-saving potential of integrating 

radiative cooling technology with building cooling systems. This study compares a reference case using a 

traditional air-to-water heat pump and chilled ceiling system with an improved case employing the Radiative 

Collector and Emitter (RCE) combined with chilled ceilings. The section includes descriptions of the 

multifamily building in Lleida, Spain, and the computational models used for both scenarios. Additionally, it 

outlines the mathematical model employed to simulate the radiative cooling performance of the RCE. 

 

2.1. Conditions of Simulation 

The transient behaviour of the systems was simulated using TRNSYS 18 for the warmest months in Lleida, 

Spain, spanning from May to September, both included. A timestep of 5 minutes was used in the simulations 

in TRNSYS. 

Meteorological data for Lleida was sourced from Meteonorm’s database (Remund et al., 2019), providing 

essential parameters such as solar radiation, ambient temperatures, humidity levels, and wind speeds, needed 

to simulate the behaviour of the RCE. Atmospheric radiation calculations (eq. 1) assumed the Walton 

correlation for sky emissivity (eq. 2), where Tdb represents the dry bulb temperature in Kelvins, and N denotes 

the opaque sky cover in tenths. 

 𝑅𝑎𝑡𝑚 = 𝜀𝑠𝑘𝑦 · 𝜎 · 𝑇𝑑𝑏
4  (1) 

 
𝜀𝑠𝑘𝑦 = (0.787 + 0.764 · ln (

𝑇𝑑𝑝
273

) · (1 + 0.0224 · 𝑁 − 0.0035 · 𝑁2 + 0.00028 · 𝑁3) 
(2) 

 

The net cooling power on the surface is defined as the difference between the radiation emitted by the surface 

(at the surface temperature of the RCE, Ts) and the incoming atmospheric infrared radiation absorbed by the 

surface (eq. 3). 

 𝑅𝑛𝑒𝑡 = 𝜀𝑠 · 𝜎 · 𝑇𝑠
4 − 𝛼𝑠 · 𝑅𝑎𝑡𝑚 (3) 
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2.2. Description of the Building  

The building selected as a case study to analyse the performance of the Radiative Collector and Emitter (RCE) 

is a two-floor multifamily building located in Lleida, Spain. The thermophysical features of the building 

envelope are listed in Table 1, while Fig 1 shows the occupancy profiles. The characteristics of the building, 

both in terms of geometry and materials, are selected based on the fact that 55% of buildings in Spain are older 

than 1980, with the average building age in Lleida being 33 years (Ministerio para la Transición Ecológica y 

el Reto Demográfico, n.d.). The selected values for the envelope fall between the first building normative in 

Spain (NBE-CT) (Presidencia del Gobierno, 1979) and the initial Technical Building Code (CTE) established 

in 2006 (Ministerio de Vivienda, 2006).  

The building is divided into two floors, each representing an apartment and, therefore, a thermal zone in the 

developed system. In each apartment, the number of occupants is four (two adults and two children), each with 

different occupancy profiles. These profiles are crucial for determining when the cooling system should be 

activated to create comfortable indoor conditions and whether the heat gains are on or off.  

Table 1: Features of the building envelope. 

Building element U (W/m2K) Thickness (m) ρs (–) ε (–) 

Roof  0.509 0.373 

0.4 0.9 
Façades  0.904 0.225 

Ground floor  0.742 0.360 

Adjacent ceiling 0.904 0.225 

Windows glass 1.10 0.006/0.016/0.006 0.13 0.18 

 
Fig 1: Occupation scheduling for the types of users of the multifamily building. 

 

A set point temperature of 27ºC was established; any temperature exceeding this threshold was considered to 

induce discomfort. Consequently, if there was occupancy in the room, cooling systems were activated to restore 

comfort levels. The specific cooling systems utilized in the simulations are described in subsequent sections. 

However, a general control strategy was implemented, including a free cooling approach. This strategy 

leverages outdoor air to reduce indoor temperatures, reducing the needs of mechanical cooling when the 

outdoor air temperature was below the set point temperature. This free cooling strategy was scheduled to occur 

during specific hours: from 6:00 AM to 8:00 AM and from 4:00 PM to 10:00 PM.  
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2.3. Description of the Facility for the Improved Case (RCE + Chilled Ceiling) 

This section describes the facility setup for the improved case, which integrates the Radiative Collector and 

Emitter (RCE) with chilled ceilings on the first floor of the building to enhance energy savings and cooling 

performance compared to the reference case.  

The facility simulated in this study features a rooftop field of 45 Radiative Collector and Emitter (RCE) units 

covering 90% of the building's rooftop area, replacing the traditional air-to-water heat pump of the reference 

case (Fig 2). These units operate during nighttime hours to cool the water inside a 3.5 m³ storage tank. In this 

simulation, the tank is assumed to be adiabatic. The generation of cold occurs at night, while most of the cold 

is utilized during the day. Therefore, a storage tank was necessary to effectively manage and dispatch the 

cooling capacity as required. 

 

Fig 2. Schematic representation of the RCE + Chilled Ceiling facility. 

 

During the daytime, the chilled ceiling system on the first floor operates with an inlet temperature range of 17-

19 ºC, optimized to achieve indoor cooling. In the best scenario, the RCE field can cool down the tank to 12 

ºC. The chilled ceiling has been modelled according to Uponor units, which are preassembled commercial 

panels of 1 m² (Uponor, n.d.). The geometric characteristics of the chilled ceiling are detailed in Tab. 2. To 

maximize the utilization of the cold stored generated by the RCE, the chilled ceiling system's inlet temperature 

is regulated to 18 ºC. This is achieved through a recirculation process where a portion of the water from the 

chilled ceiling's outlet is mixed with water from the storage tank. This mixing arrangement enhances thermal 

comfort while optimizing cooling discharge of the tank. 

Table 2: Geometric and operational characteristics of the Chilled Ceiling on the first floor 

Parameter Description Value Unit 

tp Pipe spacing 0.015 m 

dp Pipe inside diameter 0.01 m 

mS Specific normalized mass flow 0.5 l·min-1m-2 

PS Specific normalized power 80 W·m-2 

 

In scenarios where additional cooling capacity is needed beyond what the chilled ceiling system can provide, 

typically when the storage tank temperature rises above 20 ºC due to increased cooling demand, the backup 

air conditioner system with a capacity of 4 kW on the first floor is activated to supplement cooling 

requirements. This backup system ensures continuous comfort conditions for occupants, seamlessly integrating 

with the overall cooling strategy. On the second floor, cooling is managed separately through a traditional air 

conditioner system, highlighting the contrast with the innovative integrated approach employed on the first 

floor.  
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2.3. Description of the Facility for the Reference case   

Fig 3. shows the facility configuration used for the reference case, which includes a traditional air-to-water 

heat pump and chilled ceiling system. This setup serves as the baseline for comparison against the improved 

case incorporating the Radiative Collector and Emitter (RCE) combined with chilled ceilings. Similarly to the 

previous facility, this hydronic system developed to meet the cooling demand of the building is based on a 6 

kW commercial air-to-water heat pump integrated with a 3.5 m³ water tank that stores the cooling energy.. To 

compare the cooling performance of the RCE and the heat pump, the same control strategy was used for both 

heat generation systems. The heat pump operates to provide cooling energy to the tank only during the night, 

the time window in which the RCE operates in cooling mode. This approach ensures that the comparison 

between the two systems is as similar as possible. Additionally, the heat pump operates only to decrease the 

temperature of the tank to 15°C. This control strategy reduces the consumption of the heat pump by operating 

with a small ΔT and therefore with a high Energy Efficiency Ratio (EER), allowing for a fair comparison of 

the systems under the same conditions. 

 
Fig 3: Schematic representation of the reference facility. 

 

2.5. RCE Model 

This research uses the numerical model of the RCE developed, and experimentally validated, by Vall et al. 

(Vall et al., 2020a). The implementation in TRNSYS v18 involved a comprehensive energy balance, designed 

considering the interactions between the RCE, ambient air, the sky, and the building. To develop a model not 

so heavy from the computational point of view, the RCE model was discretized into nodes using a one-

dimensional electrical analogy (1D) approach. Two-dimensional effects were incorporated through detailed 

simulations using COMSOL Multiphysics. Radiative balance calculations were performed for four distinct 

wavelength ranges (0-4 μm, 4-7 μm, 7-14 μm, and >14 μm), with a specific emphasis on the infrared 

atmospheric window (7-14 μm). Solving energy balance equations, which are ordinary first-order differential 

equations, was achieved numerically using Euler's implicit method. 

Tab.3: Parameters of the RCE. 

Parameter Description Value Unit 

ARCE Useful surface 2  m2 

npipe Nº parallel pipes 9 - 

lpipe Pipe length 1.886 m 

tpipe Distance between pipes 0.125 m 

dpipe Pipe diameter 0.008 m 

εRCE Radiator emissivity 0.95 - 

τRCE Cover transmissivity 0.80 - 

ṁRCE Flowrate 4.5 l·min-1m-2 
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3. Results and Discussion 

3.1. Performance of the Radiative Collector and Emitter (RCE) 

The simulations indicate that, on average, the RCE had the power to cool the storage tank by 3.29°C each night 

over the simulation period, with peak values equal to 7.82ºC. The daily temperature at the end of the night was 

18ºC on average. During its operation, the chilled ceiling warmed the tank 2.98ºC. This indicates that RCE 

field was able to compensate the increasing of temperature derived from the chilled ceiling system. The average 

energy cooled by the RCE during the operational days was 12.38 kWh, cooling a total of 879 kWh in the 

simulated period. 

The overall mean net radiative cooling power of the RCE was 30.34 W·m-², with peak values reaching up to 

97.04 W/m². The average efficiency of the RCE, defined as the ratio between the cooling power in the pipes 

and the net radiative cooling power, was determined to be 42.3%, which is considered a good performance for 

this type of system. Fig 4 shows the thermal evolution during three consecutive nights in July (from 10/07 at 

00:00 to 13/07 at 23:55). During the day, a constant flow through the RCE has been simulated to maintain the 

emitter at a temperature below or close to the ambient. The energy stored in the tank is used in the chilled 

ceiling during the day, increasing its temperature above 23ºC. During the night, the RCE field is able to cool 

down the tank below 19 ºC. On the first and second nights, it was able to cool the water in the RCE 2 ºC below 

ambient temperature, and almost 2 ºC below ambient temperature in the tank in the second night. On the third 

night, it cooled it down only a few tenths of a degree below the ambient temperature. Powers up to 50 W·m-² 

were reached. 

 

Fig 4. Thermal evolution of the RCE field between the days July 10th at noon and July 13th at 23:55. 

 

Fig 5 shows the daily cooling energy produced by the RCE versus the energy absorbed by the chilled ceiling 

to cool down the first floor.  

The RCE facility remained unused on many occasions. This suggests that in the unused nights, the RCE could 

have been used to renewably meet part of the second-floor demands. The figure also indicates that for 6 nights, 

the RCE system delivered negative cooling energy, warming the water instead of cooling it. These nights 

coincided with high atmospheric infrared radiation, highlighting the need for better optimization of the RCE 

control in future research. 
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Fig 5. Visual comparison between the cooling energy produced in the RCE and the cooling energy consumed in the chilled 

ceiling. 

 

3.2. Chilled Ceiling Performance 

The chilled ceiling system was operational for 70 out of the 152 days simulated, working between 3 to 6.5 

hours per day on average during half of the operational days. The total cooling energy load absorbed by the 

water in the chilled ceiling was on 859 kWh.  

Fig 6 shows the cooling energy delivered by the chilled ceiling system and the backup system, air conditioner, 

over the simulation period. During its operational period, the chilled ceiling system functioned autonomously 

87.74% of the time. The backup system was active for the remaining 12.26 % of the time. Notably, the backup 

system had to work for more than 50 % of the time on only three days (22/07, 23/07, and 24/07). The 

performance of the integrated system during the critical period from July 22 to July 25 is illustrated in Fig 7 . 

The peak ambient temperature rises above 35 ºC, being the warmest days of the simulation. As a result, the 

temperature in the cold tank quickly rises above 23 ºC to compensate the warm days. 

 

Fig 6. Difference between the energy contribution by the chilled ceiling and the backup system on the first floor. 
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Fig 7. Performance of the RCE during the critical period from July 22nd to July 25th. 

 

3.3. Comfort and Discomfort Analysis 

Fig 8 and Fig 9 show the room temperature (in blue) in the first and second floor, respectively; the green 

columns indicate when the cooling system (chilled ceiling or back up in the first floor) can be activated. 

Comfort levels were analysed for the periods when the conditioning systems (free cooling, cooling system or 

backup) were designed to operate (represented by the green line in the graphics). Most of the time, the 

temperature of the floors is in the desired range. The first-floor experienced discomfort for only 0.8% of the 

time, with an average discomfort level of 0.21 °C and a maximum discomfort of 0.29 °C. In contrast, the 

second floor, which relied on a commercial air conditioner system, experienced discomfort for 5.76 % of the 

time, with an average discomfort level of 1.1 °C. 

This discomfort observed on the second floor is specific to the sizing and control strategy used in this study. It 

is important to note that the use of a chilled ceiling with the RCE is not the sole determinant of comfort levels. 

However, these findings support the idea of utilizing underused cooling capacity from the RCE to partially 

meet the cooling needs on the second floor too, potentially reducing the occurrence of the discomfort observed. 
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Fig 8. Thermal evolution in the first floor over the simulations months. The green line indicates when the cooling systems can 

operate. 

 

 
Fig 9. Thermal evolution in the second floor over the simulations months. The green line indicates when the cooling systems can 

operate. 

 

3.4. Energy savings. Comparison with the reference case 

The energy consumption of the reference system is due to the electricity needed by the heat pump to achieve 

the meet the cooling demands in the first floor. The distribution system is identical in both the reference and 

proposed cases, utilizing a hydronic system to supply cold to the user. Fig 10 shows the electricity consumption 

of the heat pump over three consecutive days in July (from 10/07 at 00:00 to 13/07 at 23:55). The electricity 

consumption for heating is not considered since it is out of the scope of analysis for this study.  

Regarding the electricity demand for cooling, shown in Fig 10, the electricity consumption is limited to a few 

hours, with the control strategy aiming to cool the water flow until the cold tank temperature drops to 15 °C.  

In the RCE+CC case, the total electricity consumption is 1540 kWh, which accounts for the electricity 

consumption of both air conditioners (the backup system and the one on the second floor). The reference case 

shows a total electricity consumption of 1680 kWh, which includes the energy used by the air conditioners and 

the air-to-water heat pump. The total electricity savings in the improved system throughout the season is 
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approximately 140 kWh due to the use of the RCE field. 

It should be noted that this analysis does not include the electricity consumption of other hydronic components, 

such as the pumps that circulate water through the RCE field and the chilled ceiling. As a result, the actual 

energy savings achieved may differ to those reported in this study, as the additional electricity consumption 

from these hydronic components was not accounted for in the calculated savings. 

 

 

Fig 10. Electric energy consumption for cooling due to the heat pump between the days July 10th at noon and July 13th at 23:55. 

4. Conclusions 

 
This paper presented a first evaluation of the performance of an integrated Radiative Collector and Emitter 

system combined with chilled ceilings in cooling a multifamily building in Lleida, Spain. Using TRNSYS 18 

for simulations over the summer months, key findings are as follows: 

The RCE system’s mean net radiative cooling power was 30.34 W·m-² with an average efficiency of 42.3%. 

The chilled ceiling system operated efficiently and autonomously 87.74% of the time, rarely needing the 

backup system. The system demonstrated modest electricity savings for cooling demand of approximatively 

140 kWh during the observed period compared to the reference case. In terms of indoor comfort, the first floor, 

using the integrated system, experienced minimal discomfort (0.8% of the time with an average discomfort of 

0.21°C). 

The RCE system reduced the storage tank temperature by an average of 3.29°C each night, with peak nights 

up to 7.82°C, while the chilled ceiling increased the tank temperature by 3°C during its operation 

The findings from this study suggest that integrating radiative cooling technologies with chilled ceilings can 

lead to energy savings while maintaining occupant comfort in buildings. However, the RCE system still 

requires further improvement to achieve significant and consistent energy savings. The demonstrated 

performance highlights its potential for widespread application in sustainable building designs, but additional 

research is needed to refine the system's efficiency. Future studies should focus on optimizing the sizing and 

control strategies for these integrated systems and explore their performance across different climatic regions. 

 

 

 
R.V. Miró et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

271



 

5. Acknowledgments 

This publication is part of the grant PDC2022-133215-I00, funded by CIN/AEI/10.13039/501100011033/ and 

by the “European Union NextGenerationEU/PRTR”. This publication is also part of the grant TED2021-

131446B-I00, funded by MCIN/ AEI/10.13039/501100011033/ and by the “European Union 

NextGenerationEU/PRTR”. The authors would like to thank Generalitat de Catalunya for the project awarded 

to their research group (2021SGR 01370). 

6. References 

Chen, L., Zhang, K., Ma, M., Tang, S., Li, F., Niu, X., 2020. Sub-ambient radiative cooling and its application in buildings. 

Build. Simul. 13, 1165–1189. https://doi.org/10.1007/s12273-020-0646-x 

Eurostat, 2019. Energy consumption in households. URL https://ec.europa.eu/eurostat/statistics-

explained/index.php?title=Energy_consumption_in_households#Use_of_energy_products_in_households_by_

purpose 

IEA, 2019. Global energy demand rose by 2.3% in 2018, its fastest pace in the last decade. IEA. URL 

https://www.iea.org/news/global-energy-demand-rose-by-23-in-2018-its-fastest-pace-in-the-last-decade 

(accessed 1.23.20). 

Jin, W., Ma, J., Jia, L., Wang, Z., 2020. Dynamic variation of surface temperatures on the radiant ceiling cooling panel 

based on the different supply water temperature adjustments. Sustainable Cities and Society 52, 101805. 

https://doi.org/10.1016/j.scs.2019.101805 

Kousis, I., Pisello, A.L., 2023. Toward the Scaling up of Daytime Radiative Coolers: A Review. Advanced Optical 

Materials 11, 2300123. https://doi.org/10.1002/adom.202300123 

Remund, J., Müller, S., Kunz, S., Huguenin-Landl, B., Studer, C., Cattin, R., 2019. Meteonorm. 

Su, W., Cai, P., Darkwa, J., Hu, M., Kokogiannakis, G., Xu, C., Wang, L., 2023. Review of daytime radiative cooling 

technologies and control methods. Applied Thermal Engineering 235, 121305. 

https://doi.org/10.1016/j.applthermaleng.2023.121305 

Uponor, n.d. Build on Uponor with Varicool Eco S. URL https://e-cooling.cz/wp-content/uploads/2018/12/EN_Varicool-

Eco-S.pdf (accessed 7.15.24). 

Vall, S., Johannes, K., David, D., Castell, A., 2020a. A new flat-plate radiative cooling and solar collector numerical model: 

Evaluation and metamodeling. Energy 202, 117750. https://doi.org/10.1016/j.energy.2020.117750 

Vall, S., Medrano, M., Solé, C., Castell, A., 2020b. Combined Radiative Cooling and Solar Thermal Collection: 

Experimental Proof of Concept. Energies 13, 893. https://doi.org/10.3390/en13040893 

Vilà, R., Garcia, M., Medrano, M., Martorell, I., Castell, A., 2020. Combining Radiative Collector and Emitter with 

Compression Heat Pump: Numerical Analysis, in: Proceedings of the ISES EuroSun 2020 Conference – 13th 

International Conference on Solar Energy for Buildings and Industry. Presented at the EuroSun 2020, 

International Solar Energy Society, Athens (Greece), pp. 1–7. https://doi.org/10.18086/eurosun.2020.06.01 

Vilà, R., Martorell, I., Medrano, M., Castell, A., 2021. Adaptive covers for combined radiative cooling and solar heating. 

A review of existing technology and materials. Solar Energy Materials and Solar Cells 230, 111275. 

https://doi.org/10.1016/j.solmat.2021.111275 

Yuan, J., Zhang, K., Zhao, D., Yin, X., Yang, R., Tan, G., 2018. Energy saving analysis of a metamaterial-based radiative 

cooling system for low-rise residential buildings by integrating with radiant floor, in: Proceeding of 3rd Thermal 

and Fluids Engineering Conference (TFEC). Presented at the 3rd Thermal and Fluids Engineering Conference 

(TFEC), Begellhouse, Fort Lauderdale, USA, pp. 1747–1750. https://doi.org/10.1615/TFEC2018.nbe.022313 

 

 

 
R.V. Miró et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

272



  

Comparative study on small-scale HPs for decentral DHW 
preparation in multi-family buildings 

William Monteleone1, Fabian Ochs1 

1 Unit for Energy Efficient Building, University of Innsbruck, Austria 

 

Abstract 

In renovated multi-family buildings, domestic hot water preparation is still predominantly supplied by gas-

fired or electric boilers. Where centralized solutions cannot be adopted, flat-wise compact heat pump solutions 

can contribute substantially to the decarbonization of the building stock and reduce the invasiveness of the 

installation, but an experiments-based comparative study of different decentral hydronic concepts is missing 

in the literature. Within this work, three heat pumps based solutions for decentral domestic hot water 

preparation were tested and their dynamic behavior with a predefined tapping pattern was observed. The results 

highlighted that the use of a mantle heat exchanger in common boiler heat pumps results in longer charging 

intervals and increased electricity consumption. Through simulations, the monthly performance of the air-

source systems was evaluated and indicated a mini-split solution as the most efficient, with a yearly 

performance factor of 2.5. 

Keywords: Decentral DHW preparation, Compact heat pumps, serial renovation, multi-family buildings 

1. Introduction 

Space heating (SH) and domestic hot water (DHW) preparation in multi-family buildings (MFBs) are still 

heavily based on fossil fuels or inefficient technologies (IEA, 2022). To achieve the climate-neutrality targets 

of the European Union (EU) concerning the building stock by 2050 (European Commission, 2021), an increase 

in the renovation rate is required as well as a swift transition to efficient and sustainable heating systems. Heat 

Pumps (HPs) will play a decisive role in the decarbonization of the building sector (IEA, 2022) but their 

implementation in MFBs often faces technical and non-technical challenges, among them source-accessibility, 

installation space requirements, noise as well as invasiveness (Cozza et al., 2022). Where centralized HPs 

cannot be adopted, flat-wise HP solutions for DHW preparation are promising candidates to replace gas-fired 

boilers or E-boilers but their investment costs are usually higher than traditional technologies (Gustafsson et 

al., 2017). Within this work, three HP-based solutions for decentral DHW preparation will be evaluated, 

consisting of a façade-integrated mini-split air-to-water HP (Monteleone et al., 2024), a air-source boiler HP 

and a return flow water-to-water HP. The first solution was investigated within the research projects “FitNeS” 

(FFG (Austrian Research Promotion Agency), 2023) and “PhaseOut”  (FFG (Austrian Research Promotion 

Agency), 2024), while the others are commercial solutions already available on the market. Prefabricated 

façade elements allow on one hand the improvement of the building envelope and on the other hand a fast, 

cost-effective replacement of fossil-based technologies. First, the three solutions are tested in the laboratory 

over a cycle of 24 hours and variable heat source temperature to assess their dynamic performance. Based on 

the measurements, performance maps depending on source and sink temperature were obtained for the air-

source HPs and a yearly simulation was performed for the climate of Innsbruck in the Simulink environment 

with the use of the Carnot Toolbox (Solar-Institut Juelich FH Aachen, 2018). Out of the simulations, a yearly 

system performance factor was calculated for the two air-based solutions, as well as the peak photovoltaic 

(PV) power necessary to cover 50% of the yearly HP electric consumption.  

2. Methodology 

The hydronic systems which will be analyzed within this work are depicted schematically in Figure 1 to Figure 

3.  Figure 1 shows a semi-central system with a central HP supplying the SH demand of the building and a 

decentral air-source boiler HP for DHW preparation. The heat source (air) can be either room air or outside air 
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by means of a duct. In Figure 2 a system with a central HP for SH and a decentral return flow HP for DHW is 

shown. The return flow HP uses the return of the SH as a heat source to heat up a storage tank (integrated 

within the HP casing). Then, in Figure 3, the decentral DHW preparation is provided by means of a 1.5 kW 

façade-integrated split air-to-water HP, as the one described in (Monteleone et al., 2024; Ochs et al., 2022). 

With focus only on DHW preparation, all three systems have been replicated and tested in the hydraulics 

laboratory of the University of Innsbruck and their dynamic behavior has been observed. 

 
Figure 1: Conceptual scheme of a hydronic system with central HP for SH and decentral ambient air HP for DHW 

preparation. 

 
Figure 2: Conceptual scheme of a hydronic system with central HP for SH and decentral return flow HP for DHW 

preparation (and optionally for cooling). 

 
Figure 3: Conceptual scheme of a hydronic system with central HP for SH and decentral façade-integrated split air-to-

water HP for DHW preparation. 

2.1. Experiments 

The HP-based solutions mentioned in the previous sections were tested in a double-room climate chamber. 

Each test room is 200 cm x 250 cm x 280 cm and is insulated with 8 cm polyurethane. Heating and cooling in 

each room are provided by means of water-based fan coils. The test duration is 15 hours, during which the 

tapping profile “M” is applied to replicate the hot water consumption of a medium-small flat (CEN/TC 113, 

2017). Table 1 gives an overview of the boundary conditions applied during the measurements to each 

decentral HP concept for DHW preparation. The required source temperature for all air-source HP concepts is 

guaranteed by means of the fan coils installed in the test rooms, while a 5000 Liters water storage tank is used 
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as heat source for the return flow HP. The water is delivered from the heat source (i.e. 5000 Liters hot water 

storage tank) to the test specimen by means of an unpressurised manifold, with the possibility to control the 

flow rate and supply temperature by means of a mixing valve and a variable speed pump, as shown in Figure 

4(a). For the ambient air-to-water boiler HP concept, the unit is installed in a room where the indoor air 

temperature corresponds to the requested source temperature. The tested ambient air and return flow HP are 

commercial units available on the market and share the same HP layout. For their test procedures, the setup 

depicted in Figure 4(b) was adopted.  

Table 1: Boundary conditions applied during the measurements for each decentral HP concept. 

Ambient air-to-water HP 

Source temperature (Room air) / [°C] 10….15….20 

Source (air) volume flow / [m3/h] 160 

Storage tank size / [Liters] 150 

Return flow HP 

Source temperature (SH return) / [°C] 25….30….35 (Manufacturer’s limitations) 

Source (water) volume flow / [l/min] 5 

Storage tank size / [Liters] 150 

Façade-integrated split air-to-water HP 

Source temperature (Outdoor air) / [°C] 10….15….20 

Source (air) volume flow / [m3/h] 350 

Storage tank size / [Liters] 120 

 

  
(a) (b) 

Figure 4: (a) Test infrastructure for the control of source temperature level and flow rate in the measurement of the 

return flow HP and (b) Test layout for the measurement of ducted air-source HP and return flow HP. The probe with 5 

Pt100 sensors inside the storage tank is also shown. 

Water is heated up by means of a mantle heat exchanger installed between the tank lining and the insulation 

layer. Inside the water tank, a rod carrying 5 Pt100 temperature sensors is installed in order to monitor the 

thermal stratification.  Both HP models are provided with an electric back-up heater, which however is 

disconnected during the measurements. To apply the tapping profile, a magnetic 2-way valve is used. The 

(tapped) water volume flow is detected by means of a magnetic flow meter (MFM). The measurement starts 

with a fully charged storage with a setpoint temperature of 55 °C and the tapping cycle is initiated 30 seconds 

afterwards. After the completion of the full tapping cycle, the measurement is stopped.  In the case of the mini-

split air-to-water HP, the outdoor unit is placed in the room replicating the outdoor air conditions, while the 

remaining infrastructure is placed in the ambient room at a temperature of 20 °C. The test layout highlighted 

in Figure 5 is adopted, similar to the one used for the previous HP concepts. Three temperature sensors are 

installed within the DHW storage, 5 cm, 36 cm and 64 cm from the top edge of the tank respectively. The flush 

valve on the cold water side is kept open for the whole duration of the test to guarantee a possibly constant 
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freshwater temperature. Figure 6(a), (b) and (c) depict the double room climate chamber used for the 

measurements, the outdoor unit of the tested mini-split air-to-water HP and its layout when integrated in a test 

façade. 

 
Figure 5: Test setup for a mini-split air-to-water HP with integrated DHW storage. 

 

   
(a) (b) (c) 

Figure 6: (a) Double-room insulated climate chamber used for the testing of air-to-water and water-to-water HPs, (b) 

Outdoor unit of the tested (façade-integrated) mini split air-to-water HP in the chamber and (c) outdoor unit of the 

mini split HP integrated in a test façade. 

The performance of each HP concept is evaluated by means of the following definition of COP: 

𝐶𝑂𝑃𝐷𝐻𝑊 =  
𝑄𝐷𝐻𝑊

𝑄𝑒𝑙,𝐻𝑃 
   (eq. 1) 

Where QDHW is the energy delivered to the DHW user in [kWhth] and Qel,HP the electricity supplied to the HP 

during the whole measurement cycle in [kWhel]. 

To produce the performance maps for each HP, first the measurement data from the HP refrigerant cycle are 

retrieved. For ambient air and for the return flow HPs, the measurement setup represented in Figure 7(a) was 

available, with four temperature sensors installed within the refrigerant cycle, at the entrance and at the exit of 

condenser and evaporator respectively. Additionally, the electric power consumption of the compressor is 

measured, as well as the source and sink temperatures. For the mini-split HP, a more detailed setup (see Figure 

7(b)) was used.  
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(a) (b) 

Figure 7: Schematic representation of the refrigerant cycle of a generic HP with the position of the temperature 

sensors. 

For the tests involving the façade-integrated split HP, the pressure levels and the refrigerant mass flow are also 

available. The measured data are then fed to the refrigerant cycle model described in (Monteleone et al., 2024) 

to complete the missing information and generate the performance maps for each HP concept. The ambient air 

HP, as well as the return flow HP, feature the same vertical rotary-type single-speed compressor with a 

displacement volume of 5.6 cm3. On the other hand, the mini-split HP uses a horizontal rotary-type single-

speed compressor but with a displacement volume of 12.7 cm3. 

2.2. Simulations 

For the DHW preparation in minimal invasive renovations, the HP concepts of Figure 1 and Figure 3 were 

further investigated in a dynamic simulation study within the simulation environment of MATLAB+Simulink 

(Mathworks, 2022) with the use of the CARNOT toolbox (Solar-Institut Juelich FH Aachen, 2018). The aim 

of the simulation study is to evaluate the annual performance of the investigated systems for a single flat in the 

climate of Innsbruck, Austria. However, instead of considering ambient air as heat source for the system in 

Figure 1, a ducted variant (with outdoor air as heat source) was selected for the simulation study. This was 

done in order to guarantee the same ambient boundary conditions to both simulated systems and focus more 

on the dynamic performance of the presented HP concepts. A daily “M” tapping profile was assumed for all 

the simulation studies, with a storage temperature setpoint of 55 °C and freshwater temperature equal to 13 °C. 

The same tank sizes presented in Table 1 were adopted for the simulation study. The heat transfer coefficient 

of the storage envelope was chosen to obtain a tank with energy efficiency class ErP “B” (The European 

Parliament and the Council of the European Union, 2009). In the modelled system shown in Figure 8(a) (ducted 

air-source DHW HP), one temperature sensor is used to turn on and off the HP, positioned at 70% of the 

storage height. The HP is turned on when the temperature measured by the sensor is 8 K lower than the setpoint 

and turns off when the sensor temperature is 2 K above the setpoint. In Figure 8(b) the system with a façade-

integrated mini-split air-to-water HP is illustrated. The system features a façade-integrated outdoor unit 

housing the evaporator and four parallel axial fans, while the indoor unit includes the compressor, the 

condenser, the expansion valve and a 120 litres DHW storage.  An 8-kW electric post-heater is considered and 

the delivery of the DHW demand takes place through a freshwater station. During the startup phase of the HP, 

the temperature of the water supplied to the storage would be lower than the temperature in the tank. For this 

reason, the top mixing valve in Figure 8(b) is closed entirely and water is recirculated in a loop until the 

temperature sensor T0 detects a water temperature higher than 52 °C. Once the water supply temperature has 

reached the setpoint, the HP begins to charge the top part of the storage to guarantee comfort in case of short-

term taps. Once the reserve volume of the storage is charged, the tank is heated up via the intermediate charging 

point. Similarly to the system presented in Figure 8(a), the HP in Figure 8(b) is controlled by means of a 

hysteresis controller based on the temperature sensors T1 and T2. The HP is thus turned on when the sensor 

T1 detects a temperature 5 K lower than the setpoint and turns off when the sensor T2 measures a temperature 

equal to the setpoint plus 1 K.  The temperature sensors T1 and T2 are placed at 32% and 84% of the storage 

height respectively. On the secondary side the speed-controlled pump is modulated by means of a PID 

 
W. Monteleone et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

277



controller to reach a comfort temperature for the DHW user of 45 °C (temperature sensor T3). For both air-

source HPs, minimum and maximum operational time intervals are assigned. If the air temperature is higher 

than 7 °C, the HP is assigned a minimum run time of 3 minutes while there is no maximum run time. If the air 

temperature falls below 7 °C, a maximum run time of 80 minutes is considered, after which the HP is stopped 

for 10 minutes to allow for the defrosting. The degradation of the performance of the heat exchanger due to 

ice formation, as well as the additional electricity consumption for defrosting, are not considered within this 

model.  

 

 

 

(a) (b) 

Figure 8: Modelled (a) ducted air-source DHW HP with integrated 150 litres tank and (b) façade-integrated mini-split 

HP with 120 litres tank, 8 kW post-heater and freshwater station. 

 

For the evaluation of the electricity consumption covered by PV, a reference building, subjected to renovation, 

is considered. The reference building consists of a ground floor and four upper floors, with two-room 

apartments with an area of 44.0 m2 and one-room apartments with an area of 37.3 m2, for a total of ten flats 

(with reference floor plane shown in Figure 9). It is assumed that hot water consumption for each flat is the 

same and corresponds to the “M” profile according to the norm. While the instantaneous hot water 

consumption varies considerably during the day for each flat the in the building, it is assumed that the monthly 

hot water consumption for the entire building is simply the single flat consumption in a month multiplied with 

the number of flats. For all simulated variants, the properties of the PV system are indicated in Table 2. The 

electricity consumption of the appliances as well as for circulation pumps is discarded for this study and for 

the evaluation of the PV coverage. 

 

 
Figure 9: Floor plane of one of the one-room apartments subjected to renovation, with a floor area of 37.3 m2. 

 
Table 2: Assumptions used for the modelling of the PV system in the simulations. 

Installed PV [kWpeak] 5 kW 

Location Roof 
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Slope of PV modules [°] 30 ° 

Azimuth [°] 0 ° (South) 

Inverter efficiency [%] 96 % 

Inverter standby power [W] 2 W 

Maximum AC power for PV [kW] 3.8 kW 

 

The performance of the HP concept has been evaluated for each month of the year by means of a performance 

factor (PF) defined as:  

 

𝑃𝐹𝐻𝑃 =  
𝑄𝑡ℎ,𝐻𝑃

𝑄𝑒𝑙,𝐻𝑃+ 𝑄𝑒𝑙,𝑃𝑜𝑠𝑡𝐻 
   (eq. 2) 

 

Where 𝑄𝑡ℎ,𝐻𝑃 represents the heat delivered from the HP to the DHW storage in [kWhth], 𝑄𝑒𝑙,𝐻𝑃 the electricity 

consumed by the compressor and by the HP control in [kWhel] and 𝑄𝑒𝑙,𝑃𝑜𝑠𝑡𝐻 the electricity consumption of the 

electric post-heater (if available) in [kWhel].  

The PV coverage is defined in turn as: 

𝑓𝑃𝑉,𝑐𝑜𝑣𝑒𝑟 =  
𝑄𝑒𝑙,𝑃𝑉,𝐴𝐶

𝑛𝑓𝑙𝑎𝑡𝑠 (𝑄𝑒𝑙,𝐻𝑃+ 𝑄𝑒𝑙,𝑃𝑜𝑠𝑡𝐻) 
             (eq. 3) 

 

Where 𝑄𝑒𝑙,𝑃𝑉,𝐴𝐶 represents the AC PV yield in [kWhel] and 𝑛𝑓𝑙𝑎𝑡𝑠 the number of flats in the building. 

3. Results and discussion 

3.1. Experiments 

In Figure 10 the measurement results for the ambient air HP at source temperature of 10 °C are shown. The 

top diagram depicts the profile of the temperatures detected by the 5 Pt100 sensors inserted in the probe. 𝜗5 

represents the top sensor, 𝜗1 the lowest one. Then the middle diagram shows the measured HP electric power 

consumption, while the bottom diagram shows the tapping profile with the respective measured water volume 

flows.  

 

 
Figure 10: Dynamic test results for the ambient air HP with 10 °C ambient temperature and “M” tapping profile. 

During the 15 hours of the measurement, only one charging cycle is performed by the HP which lasts for about 

7 hours with an average electric power consumption of 320 W. When the charging starts, the storage is 
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homogeneously heated from the bottom to the top due to the presence of the mantle heat exchanger, which 

results in longer charging intervals and increased electricity consumption. This leads to a COPDHW of 1.28, as 

also illustrated in Table 3. At an air temperature of 15 °C, the COPDHW reaches 1.53 while it jumps to 2.85 at 

an air temperature of 20 °C. This behaviour was expected, since the thermal losses attributed to the storage 

tank are much lower at 20 °C then at 15 or 10 °C. As a consequence, the charging intervals are shorter and the 

electricity consumption drops from 4.03 𝑘𝑊ℎ𝑒𝑙 to 2.17 𝑘𝑊ℎ𝑒𝑙 for the whole tapping cycle. 

 
Table 3: Summary of measurement results for the ambient air HP for DHW preparation. The cold water temperature 

equals 13 °C. 

𝝑𝒔𝒐𝒖𝒓𝒄𝒆 /[°𝑪] 10 15 20 

𝑄𝐷𝐻𝑊/[𝑘𝑊ℎ𝑡ℎ] 6.15 6.15 6.18 

𝑄𝑒𝑙,𝐻𝑃/[𝑘𝑊ℎ𝑒𝑙] 4.83 4.03 2.17 

𝐶𝑂𝑃𝐷𝐻𝑊 /[−] 1.28 1.53 2.85 

 
Figure 11 illustrates the measurements of the return flow HP at a source temperature of 25 °C. For this type of 

HP concept, the charging cycles are much shorter than in an ambient-air HP. In fact, in the diagrams presented 

in Figure 11, the charging interval lasts for less than 3 hours. Therefore, the resulting electricity consumption 

equals 1.09 kWhel, as shown in Table 4. The resulting COPDHW at 25 °C corresponds to 5.61, while it equals 

5.84 and 6.24 at source temperatures of 30 °C and 35 °C respectively. 

 
Figure 11: Dynamic test results for the return flow HP with 25 °C source temperature and “M” tapping profile. 

 
Table 4: Summary of measurement results for the return flow HP for DHW preparation. The cold water temperature 

equals 13 °C. 

𝝑𝒔𝒐𝒖𝒓𝒄𝒆 /[°𝑪] 25 30 35 

𝑄𝐷𝐻𝑊/[𝑘𝑊ℎ𝑡ℎ] 6.11 6.11 6.11 

𝑄𝑒𝑙,𝐻𝑃/[𝑘𝑊ℎ𝑒𝑙] 1.09 1.05 0.98 

𝐶𝑂𝑃𝐷𝐻𝑊 /[−] 5.61 5.84 6.24 

 
Figure 12 shows then the measurement results at 10 °C air temperature for the developed mini-split air-to-

water HP. During the measurement cycle, three charging cycles were observed, with a duration of about 1.5 

hours each and average electric power consumption of 630 W. Since the water heated up in the condenser is 

directly supplied to the DHW storage (i.e. without the use of internal heat exchangers, see also Figure 5), the 

charging phase is also characterized by increased mixing, which causes a perturbation in the temperature of 

upper and medium layers. The smaller hysteresis selected for the HP control (i.e. 5 K) leads to more frequent 

charging cycles.  Nevertheless, the electricity consumption at 10 °C air temperature corresponds to 2.12 kWhel, 

resulting in a COPDHW of 2.82 (see also Table 5). At 15 °C an electricity consumption of 1.99 kWhel is detected 
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while at 20 °C it slightly decreases to 1.96. The resulting COPDHW are therefore 3.06 and 3.11, at 15 and 20 °C 

respectively. 

 
Figure 12: Dynamic test results for the mini-split HP with 10°C source temperature and “M” tapping profile. 

 
Table 5: Summary of measurement results for the mini-split air-to-water HP for DHW preparation. The cold water 

temperature equals 13 °C. 

𝝑𝒔𝒐𝒖𝒓𝒄𝒆 /[°𝑪] 10 15 20 

𝑄𝐷𝐻𝑊/[𝑘𝑊ℎ𝑡ℎ] 5.98 6.10 6.10 

𝑄𝑒𝑙,𝐻𝑃/[𝑘𝑊ℎ𝑒𝑙] 2.12 1.99 1.96 

𝐶𝑂𝑃𝐷𝐻𝑊 /[−] 2.82 3.06 3.11 

Based on the measurements and through the use of the refrigerant cycle model presented in (Monteleone et al., 

2024), the performance maps presented in Figure 13 to Figure 15 were generated. In Figure 13 it is possible to 

remark that the heating capacity of the ambient air HP is lowest among the analysed HP concepts, with about 

900 W being delivered at A20W55. The best performance is obtained, as expected, for the return flow HP, 

with HP COPs well above 2.5 for source temperatures between 25 and 35 °C (see Figure 14(b)). The heating 

capacity however is lower than the one shown in Figure 15(a) for the mini-split HP, which in turn exhibits 

lower electric power consumption for the compressor and therefore lower COPs. 

  
(a) (b) 

Figure 13: Performance maps of (a) condenser power and (b) COP based on measurements and refrigerant cycle 

model (based on (Monteleone et al., 2024)) for the ambient-air HP. 
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(a) (b) 

Figure 14: Performance maps of (a) condenser power and (b) COP based on measurements and refrigerant cycle 

model (based on (Monteleone et al., 2024)) for the return-flow HP. 

 

  
(a) (b) 

Figure 15: Performance maps of (a) condenser power and (b) COP based on measurements and refrigerant cycle 

model (based on (Monteleone et al., 2024)) for the mini-split air-to-water HP. 

3.2. Simulations 

Figure 16 shows the monthly variation of the simulated PF for DHW preparation (defined according to eq. (2)) 

for a system with a mini-split façade-integrated air-to-water HP (FIHP) and for a system with a ducted air-

source HP (AAHP). As highlighted also in the previous section, the low capacity of air-source boiler HPs 

results in longer charging intervals and therefore increased electricity consumption and worse yearly 

performance compared to the mini-split HP. The yearly PF for a mini-split HP reaches a value of 2.50, with a 

maximum of 2.84 in July and a minimum of 2.11 in January. During the whole year, no post-heater operation 

was detected. On the other hand, for the ducted air-source HP a yearly PF of 1.99 was obtained, with a 

maximum of 2.49 in July and a minimum of 1.47 in January. 

 

 
Figure 16: Simulated monthly performance factor for DHW preparation for a mini-split façade-integrated HP and for 

a ducted air-source HP. 
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The evaluation of the monthly PV yield with respect to the monthly HP electricity consumption for the 

reference building (see also section 2.2) yielded the results illustrated in Figure 17(a) and (b), for the mini-split 

HP and for the ducted air-source HP respectively. During the warmer months, the 5 kW PV supplies up to 68% 

of the HP electricity demand for the mini-split HP and up to 57% for the ducted boiler HP. However, a yearly 

coverage factor 𝑓𝑃𝑉,𝑐𝑜𝑣𝑒𝑟 of 46% is obtained for the first, while a value of 37% is obtained for the second. 

Therefore, with a slightly larger PV size (if the location and the angle of each panel remain unaltered) the goal 

of 50% coverage can be easily reached for the mini-split HP but not for the ducted air-source HP.  

 

  
(a) (b) 

Figure 17: Simulated monthly electricity consumption for DHW preparation in the reference building and PV yield for 

(a) a mini-split façade-integrated HP and (b) a ducted air-source HP. 

4. Conclusions 

In this work, a comparative analysis of decentral systems for DHW preparation was performed. The results of 

the experiments indicated that common air-source boiler HPs available on the market have reduced heating 

capacities, which result in longer charging intervals and increased electricity consumption. Moreover, if such 

HPs are used as ambient air HPs, thermal losses further decrease the overall performance, with a 𝐶𝑂𝑃𝐷𝐻𝑊 of 

1.28 at 10 °C ambient air temperature, 1.53 at 15 °C and 2.85 at 20 °C. An improvement can be reached with 

a return flow HP, which uses the return of the space heating as heat source. For this HP concept a 𝐶𝑂𝑃𝐷𝐻𝑊 

ranging between 5.61 and 6.24 was measured for source temperatures of 25 and 35 °C respectively. However, 

this solution is highly dependent on the level of renovation of the heating system, which in turn has a huge 

impact on the invasiveness. A mini-split façade-integrated HP developed within the FFG-funded research 

projects FitNeS and PhaseOut can be a promising and efficient solution in renovated flats. For a source 

temperature of 10 °C a 𝐶𝑂𝑃𝐷𝐻𝑊 of 2.82 was measured, while at 15 °C and 20 °C COPs of 3.06 and 3.11 were 

reached, indicating a clear advantage compared to ambient air HPs. A simulation study was conducted to assess 

the yearly performance of the mini-split air-to-water HP compared to a ducted air-source boiler HP in a 

reference building with 10 renovated flats. A yearly PF of 2.50 was observed for the solution with the mini-

split HP, while a PF of 1.99 was obtained for the solution with the ducted air-source HP. The gap in the 

performance is once again to be attributed to the lower heating capacity of the ducted air-source HP, which 

leads to longer charging intervals and larger electricity consumption. With a 5 kW peak PV system, a yearly 

coverage factor of about 50% could be reached for the system with the mini-split HP, while a coverage factor 

of only 37% was obtained for the ducted air-source HP with the same PV size. From these analyses, it can be 

concluded that the developed mini-split façade-integrated HP can be a viable and efficient solution in renovated 

multi-family buildings, where no disruptive construction works can be carried out and has a better performance 

than conventional air-source boiler HPs available on the market. In future work, the simulation study will be 

extended to the return-flow HP, for which the achieve building quality and the renovation degree of the SH 

system are crucial and for which different renovation scenarios will be evaluated. Furthermore, the optimal PV 

size to cover 50% and 60% of the electricity consumption for DHW will be investigated for all three presented 

HP concepts by means of parametric analyses. 
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Abstract 

A solar domestic hot water tank with direct electrical heating is investigated experimentally. The investigations 

are carried out from January to June 2024 under Danish weather conditions. The tank has five electrical heating 

foils on the outside vertical tank surface. The tank is well insulated, and thermal bridges are avoided by having 

all the pipe connections at the bottom. The different electrical foils are supplied with electricity from PV panels 

or the grid. A semi-smart controller allows the tank to be heated with electricity from the grid at night to 

establish the energy needed to cover the demand the following day. The investigations show that the domestic 

hot water system can supply all the energy needed for domestic hot water at a levelized cost of heat of 0.28 

€/kWh. The levelized cost of heat can be directly compared to the electricity price users pay for purchasing 

electricity from the grid.  

Keywords: PV heated tank, control strategy, levelized cost of energy 

1. Introduction 

Fossil fuels dominate the heating sector. Apart from the use of traditional biomass, only 11% of the global 

heating needs were met by modern renewables in 2021, Solar-Heat-Worldwide-2023.pdf (iea-shc.org). 

Countries worldwide have committed to reducing their CO2 emissions by significantly increasing their share 

of renewable energy by 2030. Worldwide, the operation of buildings accounts for about 40 % of the primary 

energy consumption and approximately 25 % of the greenhouse gas emissions. In Europe, buildings are 

responsible for 40 % of the energy consumption and 36 % of CO2 emissions, of which water heating accounts 

for around 16 % of the energy consumption and 14% of CO2 emissions, IEA-EnergyEnd-

usesandEfficiencyIndicatorsdatabase-HighlightsNovember2023.xlsb (live.com).  

The energy consumption for heating and cooling of buildings can be significantly reduced by building envelope 

improvements in existing buildings and clever design of new buildings. Still, such measures do not affect the 

energy demand for hot water. Therefore, decentralized solutions with individual storage tanks and solar energy 

collectors will be needed in the city of the future, interacting with existing grid infrastructures in the best 

possible way. 

In recent years, photovoltaic technologies have taken over the dominant position of solar thermal water heaters 

in installed renewable capacity globally, Renewables 2023 (windows.net). Direct electric heating with PV 

panels is a robust technology because there is no circulation pump, and the requirements for maintenance are 

minimal. Reduced installation costs are expected because of the system's lower complexity than traditional 

solar thermal water heaters. Further, smart and adaptive control systems can interface with the household’s 

energy consumption for water heating, lighting, household machinery, and possible electrical vehicles, 

optimize the use of the produced energy, and maximize the efficiency and profitability of the system. 

The system types utilizing PV panels for heating are referred to as PV2heat or Power2heat systems and are 

already widely used, especially in combination with heat pumps. However, system solutions utilizing PV 

electricity directly are also on the market. For example, in Germany, the company NEXOL Photovoltaic AG 

(https://www.nexol-ag.net) offers retrofit solutions with one or two heating elements and controller for existing 

hot water tanks if the tank has one or two available 1.5-inch E-sleeves located at suitable heights in the tank.  

In this project, electrically heating foils mounted on the outside surface of the tank supplied with electricity 

from PV panels or the grid are investigated experimentally. This approach is well-suited for new or retrofit 

systems that do not have available E-sleeves.  
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2. Aim and scope 

The research aims to develop a cost-effective PV-heated domestic hot water system with a standard hot water 

tank, a smart control system, and a good interplay with the electrical grid. The suitability of the system will be 

elucidated. Hot water tanks can significantly reduce the non-renewable energy consumption of buildings by 

using energy more efficiently. Further, hot water tanks can help to balance the grid, as they provide a storage 

capacity for a surplus of electricity. 

3. Method 

The solar domestic hot water system comprising an electrical heated hot water tank, PV panels, and inverter is 

installed in a test facility at the Technical University of Denmark (Lat. 55.79, Lon. -12.52).  

The PV panels and the inverter are referred to as the PV system in this paper. 

The domestic hot water tank is a standard hot water tank, type 42002, with a volume of 196 liters from METRO 

THERM, the PV panels are type MG230, Racell BLACK Diamond from RACELL, the inverter is type PIKO 

MP plus 2.5-1 kW from Kostal solar electric, and the electrical heated foils (EHF) are type HSSD/C from SAN 

Electro Heat A/S.  

The temperatures inside the tank are measured at five different levels. The temperature sensors, 

copper/constantan, type TT, are arranged in a glass tube inserted into the tank through the bottom (Figure 1 

and Figure 2). 

 

Fig. 1: Glass tube with temperature sensors (T1-T5) for temperature measurements inside the tank 

The tank is equipped with five electrically heated foils of a maximum of 1000 W each. The electrical heating 

foils cover the complete vertical tank surface. The tank is well insulated with 100 mm of mineral wool on the 

side and 200 mm on the top. The bottom is insulated with molded flamingo. Thermal bridges are avoided by 

having all the pipe connections in the bottom of the tank (Figure 2).  

Six photovoltaic panels with a total gross area of 8.928 m2 are installed on the test facility's 45° tilted south-

facing roof (Figure 3). 

 

Fig. 2: Tank design 
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Fig. 3: PV panels on the roof of the test facility (left) and the inverter (right) 

The five electrical heating foils are supplied with electricity from PV panels or the grid. The tank is heated 

sequentially from the top to a usable temperature. Since only one foil operates at a time, thermal stratification 

is established in an excellent way in the hot water tank. The electricity produced by the PV panels can also be 

used to cover the electricity consumption in the building and/or be sold to the grid.  

Ideally, the use of electricity from the grid is optimized by forecasts of consumption, electricity prices, and PV 

production based on weather forecasts, and electricity from the grid would only be used in low-cost electricity 

periods where the PV panels could not cover the demand. However, consumption, weather, and electricity 

price forecasts are not included in the control of the investigated system.  

4. Operation conditions and evaluation method 

The control strategy is designed in LabVIEW, Bitter et al. (2006), and it provides that the tank is heated 

sequentially from the top with electricity from PV panels or the grid. Only if the electrical energy produced by 

the PV system exceeds 1000 W, which is the maximum power of each electrical heating foil, are two 

neighboring heating foils activated simultaneously. In this case, the first heating foil used 1000 W, and the 

second foil used the rest. 

During nighttime, from midnight until 6 am, the tank is heated by electrical energy from the grid to establish 

the energy to cover the daytime heating demand, if not already present. The tank is heated until the temperature 

of the three upper layers (T1, T2, T3) exceed 55 C. The energy amount established is sufficient to cover the 

domestic hot water demand without considering the solar energy supplied to the tank during the daytime. 

Incoming solar heat from the day can reduce the energy supplied to the tank from the grid the following night. 

During the daytime, all electrical power produced by the PV system is supplied to the tank, and no electrical 

energy from the grid is exchanged with the grid. The tank is heated layer by layer from the top until the 

temperature in each layer reaches 90 C.  

The solar radiation measurements are obtained from the DTU climate station 

(https://weatherdata.construct.dtu.dk) located on the roof of a 3-story building next to the test facility. The test 

facility is a 1-story building surrounded by other buildings and trees. Consequently, the PV panels may be 

shaded in periods where there are no shades affecting the climate station. This is mainly a problem in the 

morning and the evening. Therefore, such periods are excluded when determining the efficiency of the PV 

system. 

The daily hot water consumption is 100 liters heated from 10 C to 50 C. Hot water is tapped from the top of 

the tank through a PEX pipe inserted through the bottom of the tank. Tapping takes place at 7 am, noon, and 

7 pm in three equal portions with a volume flow rate of about 2.5 l/min. 

Measured data are obtained with a time resolution of 1-minute. Data of the used measurement equipment is 

shown in Table 1.  

Tab. 1: Measurement equipment 

Equipment Type Location Accuracy 

Flow sensor Clorius Combimeter 1.5 EPD DHW loop ± 2-3 % 
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Temperature sensor Copper/constantan, type TT DHW loop, Tank ± 0.5 K 

Pyranometer Kipp & Zonen CMP11 DTU Climate station ± 1.4 % 

Pyrheliometer Kipp & Zonen CHP1 DTU Climate station ± 1 % 

Ambient 

temperature 

Vaisala weather transmitter 

WXT520 

DTU Climate station ± 0.3 K 

 

The electrical energy amounts from the grid and the PV system (𝑄𝑔𝑟𝑖𝑑 and 𝑄𝑃𝑉) are measured directly with an 

energy meter, while the tapped energy (𝑄𝑡𝑎𝑝) is calculated from the measured hot and cold water temperatures 

and the volume flow rate. The energy change in the tank (𝑄𝑐ℎ𝑎𝑛𝑔𝑒) is calculated from the measured 

temperatures (T1, T2, T3, T4, T5) and the respective volume each temperature sensor represents, see Figure 

2. The energy balance is used to determine the heat loss of the tank (𝑄𝑙𝑜𝑠𝑠): 

𝑄𝑔𝑟𝑖𝑑 + 𝑄𝑃𝑉 − 𝑄𝑡𝑎𝑝 − 𝑄𝑙𝑜𝑠𝑠 + 𝑄𝑐ℎ𝑎𝑛𝑔𝑒 = 0       (eq. 1) 

𝑄𝑙𝑜𝑠𝑠 = 𝑄𝑔𝑟𝑖𝑑 + 𝑄𝑃𝑉 − 𝑄𝑡𝑎𝑝 + 𝑄𝑐ℎ𝑎𝑛𝑔𝑒       (eq. 2) 

𝑄𝑐ℎ𝑎𝑛𝑔𝑒 = 𝑄𝑡𝑎𝑛𝑘.𝑠𝑡𝑎𝑟𝑡 − 𝑄𝑡𝑎𝑛𝑘.𝑒𝑛𝑑        (eq. 3) 

 

The total solar radiation on the PV panels (𝑄𝑡) is determined with measurements from the DTU climate station 

(https://weatherdata.construct.dtu.dk). The measured solar irradiance data are direct normal irradiance (𝐷𝑁𝐼), 

global irradiance (𝐺), and horizontal diffuse irradiance (𝐺𝑑). The total irradiance on the PV panels (𝐺𝑡) is 

determined in the following way, assuming an isotropic distribution of the diffuse irradiance (Liu and Jordan, 

1963) and a reflectance coefficient (𝜌) of 0.2: 

𝐺𝑏𝑡 = 𝐷𝑁𝐼 ∙ cos, 𝑖          (eq. 4) 

𝐺𝑑𝑡 = 𝐺𝑑 ∙ (
1+cos 𝛽

2
) + 𝐺 ∙ 𝜌 ∙ (

1−cos 𝛽

2
)        (eq. 5) 

𝐺𝑡 = 𝐺𝑏𝑡 + 𝐺𝑑𝑡          (eq. 6) 

𝑄𝑡 = 𝐺𝑡 ∙ 𝐴𝑃𝑉           (eq. 7) 

 

The efficiency of the PV system (
𝑃𝑉

) is determined in the following way: 


𝑃𝑉

=
𝑄𝑃𝑉

𝑄𝑡
          (eq. 8) 

5. Results 

The measurements were obtained from January to June 2024, and Table 2 shows the availability of 

measurements. 

Tab. 2: Periods with available measurements 

Month January February March April May June 

Measurement days 1-31 1-18 1-31 1-30 1-31 1-28 

 

5.1 Weather conditions 

Figure 4 shows the monthly beam and diffuse solar radiation on the PV panels as well as the monthly average 

ambient temperature. About 50% of the energy comes from the beam radiation, except for January and May, 

where the beam radiation accounts for about 65%.  
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Fig. 4: Solar radiation and ambient temperature 

5.2 Domestic hot water consumption 

Figure 5 shows the energy tapped from the tank. There are only small variations in the daily tapped energy. 

 
Fig. 5: Energy tapped from the tank 

5.3 Tank temperatures and heat losses 

Figure 6 shows the weighted average tank temperature and the heat loss from the tank. The tank temperature 

is the lowest in January and February when the contribution from the PV system is limited. As the tank 

temperature increases, the heat loss increases. In June, the tank heat loss is higher than in May, even though 

the average tank temperature is higher in May.  

The test facility where the tank is located is a light building highly affected by weather conditions such as 

ambient temperature, solar radiation, wind speed, and wind direction. During the daytime, the temperature in 

the test facility is higher, especially when the sun is shining, and during nighttime, the temperature is lower.  

When the tank is heated at night with electricity from the grid, the electrical power supplied to the electrical 

heating foils is always 1000 W. Consequently, the temperature of the tank wall is the highest while the 

temperature in the test facility is the lowest.  

When the tank is heated during the day by electricity from the PV system, all the electricity is supplied to the 

heating foils. The electrical power rarely exceeds 1000 W. In case the power exceeds 1000 W, the excess 

power is supplied to the next electrical heating foil. Consequently, the temperature of the tank wall is lower 

most of the time compared to the nighttime conditions, while the temperature in the test facility is highest. 
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Fig. 6: Tank temperatures and tank heat loss 

Figure 7 shows the temperature variations in the test facility from January to June 2024. 

 

Fig. 7: Temperatures in the test facility 

The temperature difference between the tank wall and the water in the tank at the same level is less than 10 K 

when the electric heating foil is operated with the full power of 1000 W and lower when the power is lower. 

The tank wall temperature is only measured at the upper heating element, EHF1. Figure 8 shows the tank 

temperatures during a night period with 1000 W heating through the electric heating foils and the tank wall 

temperature at the level of the upper heating foil. The tank wall temperature difference between the tank wall 

and the water at the upper level is high at the beginning of the heating period. This is explained by the water 

velocity along the inside of the tank wall being downward in periods without heating and upward in periods 

with heating. At the beginning of the heating period, while the water velocity switches direction, the heat 

transfer is lowest. This process takes about 10 minutes. The heat transfer from the hot tank wall to the water 

increases as the upward water velocity develops and reaches its maximum when the water velocity profile is 

fully developed after about 30 minutes.  
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Fig. 8: Temperatures in the tank during heating at night on June 24, 2024 

5.4 Electrical energy supply 

Figure 9 shows the monthly energy supply to the tank from the grid and the PV panels, as well as the average 

efficiency of the PV system. The monthly average PV system efficiency increases slightly from 12.7% in 

January to 13.6 % in June. March stands out with the highest efficiency of 14 %. The reason for the highest 

efficiency in March is that the ambient temperature is still low while the solar radiation is high.  

The hourly PV system efficiency as a function of the total solar radiation on the PV panels is displayed in 

Figure 10. There are some outliers in January, February, and March. These are due to snow laying on the PV 

panels or the pyranometer of the climate station. The outliners in May are due to obstacles casting shading on 

the PV panels while not on the climate station. The PV system efficiency has a maximum when the solar 

radiation is about 2 – 4 kWh/h. For low solar radiation, the share of diffuse radiation is high, resulting in low 

efficiency. For high solar radiation, the PV cell temperature is relatively high, resulting in low efficiency. 

 

 

Fig. 9: Electrical energy supplied to the tank and PV system efficiency 
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Fig. 10: PV system efficiency versus solar radiation on PV panels (8.928 m2)  

Figure 11 shows the monthly energy supply to the tank during nighttime, where the energy comes from the 

grid, and Figure 12 shows the monthly energy supply to the tank during daytime, where the energy comes from 

the PV panels.  

The PV system and the grid use the upper electric heating foils (EHF1, EHF2, EHF3), and the two lowest foils 

(EHF4, EHF5) are only used by the PV system. 

The number of hours the individual heating foils are utilized can be seen in Figure 13. The upper electric heated 

foil (EHF1) is utilized about 60 % of the total operation time, while the next two foils (EHF2, EHF3) are 

utilized about 15 % of the time. The two lowest-located foils (EHF4, EHF5) are only utilized about 4% of the 

time. Utilization of the individual electrically heated foils is a direct consequence of the control strategy and 

the climate under which the system operates.   

 

 

Fig. 11: Electrical energy from the grid 
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Fig. 12: Electrical energy from the PV system 

 

Fig. 13: Operation hours 

5.5 Economy 

The cost of the investigated system is compared to the cost of a conventional heating system comprising a 

domestic hot water tank heated by an electrical heating element with electric energy from the grid and a 

controller always keeping the usable temperature in the tank. Only the extra costs for the investigated domestic 

hot water system over the cost for the conventional domestic hot water system are included in Table 3. The 

prices include VAT. The lifetime of the system is estimated to be 20 years, during which only the anode used 

to protect the tank from corrosion needs replacement approximately every five years. The owner can easily 

replace a flexible anode through the top of the tank. If the tank is well maintained, an exchange of the PV 

modules and the electric heating foils will result in another 20-year system lifetime at a low cost. However, in 

this paper, only a lifetime of 20 years is considered. 

Tab. 3: System costs 

PV panels and inverter 2,800 € 

Electrical heating foils 1,900 € 

Domestic hot water tank 270 € 
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Control system 270 € 

Installation 1500 € 

Total system costs, incl. installation 6,740 € 

 

The levelized cost of heat can estimate the cost of providing domestic hot water with the investigated system 

type, LCoH (Louvet et al., 2019): 

𝐿𝐶𝑜𝐻 =
𝐼0−𝑆0+∑

𝐶𝑡(1−𝑇𝑅)−𝐷𝐸𝑃𝑡∙𝑇𝑅

(1−𝑟)𝑡  𝑇
𝑡=1 − 

𝑅𝑉

(1−𝑟)𝑇

∑
𝐸𝑡

(1−𝑟)𝑡
𝑇
𝑡=1

        (eq. 9) 

The application is for residential use. No subsidies or operation and maintenance costs are included for the 

expected lifetime of the system of 20 years. Therefore, equation 9 can be simplified: 

𝐿𝐶𝑜𝐻 =
𝐼0

∑ 𝑄𝑡
𝑇
𝑡=1

           (eq. 10) 

𝐸𝑡 = 𝑄𝑐𝑜𝑛𝑣
𝑟𝑒𝑓

− 𝑄𝑔𝑟𝑖𝑑          (eq. 11) 

The energy demand of a conventional heating system (𝑄𝑐𝑜𝑛𝑣
𝑟𝑒𝑓

) is estimated in the following way: 

𝑄𝑐𝑜𝑛𝑣
𝑟𝑒𝑓

= 𝑄𝑡𝑎𝑝 + 𝑄𝑙𝑜𝑠𝑠
𝑟𝑒𝑓

         (eq. 12) 

The tapped energy (𝑄𝑡𝑎𝑝) is estimated as the average energy amount tapped each month from the investigated 

system times the number of days in the month. The tapped energy (𝑄𝑡𝑎𝑝) and the energy supplied by the grid 

(𝑄𝑔𝑟𝑖𝑑) are then multiplied by two to account for the whole year. The heat loss of the conventional heating 

system (𝑄𝑙𝑜𝑠𝑠
𝑟𝑒𝑓

) is estimated to be 1 kWh/day during the whole year.  

LCoH is calculated to be 0.28 €/kWh and can be directly compared to the electricity price from the grid. 

The electricity price from the grid is made up of the raw electricity production price, electricity tax, 

transmission network tariff, system tariff, and costs to the grid company. Figure 14 shows the monthly average 

electricity prices hour by hour during the days of the months of January to June 2024. The electricity prices 

are lowest at night when the load on the grid is low, but they are also low during the daytime in the spring and 

summer months due to an increasing number of installed large-scale PV systems that feed electricity into the 

grid. In the evening, when the load on the grid is highest, the electricity prices are also the highest.  

Whether the investigated system as presented here is economically attractive compared to a conventional 

system depends on how the conventional system with an electrically heated domestic hot water tank draws 

electricity from the grid and how the electricity prices will vary in the future.  

A smart control that draws electricity from the grid based on forecasts of electricity prices, solar radiation, and 

consumption patterns could optimize electricity use further. Furthermore, the system cost could be lower if the 

system was sold as a complete plug-and-play unit. Both actions would result in a reduction in LCoH. 
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Fig. 14: Electricity prices, incl. electricity tax, transmission network tariff, system tariff, and costs to the grid company 

6. Perspectivation 

The investigations showed that a PV-based domestic hot water system with electrical heating foils placed on 

the surface of the tank walls and with backup from the electric grid could work and cover the total hot water 

consumption. The system can both be economically attractive for consumers and provide a good interplay with 

the energy system. It is therefore suggested to start research to elucidate the suitability of similar PV-based 

heating systems with backup from the electric grid, which can cover the total yearly heat demand of buildings. 

Among other things, the following questions should be answered for different buildings:  

• What is the best design and size of the system from an economical point of view?  

• Under which conditions is it favorable to include a heat pump or an electric battery in the system? 

• How much can a smart control system optimizing purchases and sales of electricity to/from the 

electric grid improve the system? 

• Are the optimal system solutions more suitable than other solutions, such as heat pump systems, 

solar heating systems, etc., from an economical point of view? 

7. Conclusions 

A 196-liter domestic hot water system heated by electricity from 8.928 m2 PV panels and the grid is 

experimentally investigated. The tank is heated by five electric heating foils mounted on the vertical tank 

surface under the tank insulation. The system is tested under Danish weather conditions from January to June 

2024.  

The investigation shows that the domestic hot water system can supply all the energy needed at a levelized 

cost of heat of 0.28 €/kWh. The levelized cost of heat can be directly compared to the electricity price users 

pay for purchasing electricity from the grid, which varies during the day and the year.  

The investigation also showed that the temperature of the tank wall is less than 10 K compared to the 

temperature inside the tank when the power supplied to the electric heating foil is the maximum of 1000 W. 

The heat transfer between the electric heating foil and the tank water is lowest in the first 10 minutes of a 

heating period, where the water velocity along the inside tank wall changes direction from downward to 

upward and reaches its maximum after about 30 minutes when the upward water velocity is fully developed. 
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9. Nomenclature 

Quantity Symbol Unit 

Energy from the grid 𝑄𝑔𝑟𝑖𝑑  kWh 

Energy from the PV system 𝑄𝑃𝑉  kWh 

Energy tapped from the domestic hot water tank 𝑄𝑡𝑎𝑝  kWh 

Energy loss of domestic hot water tank 𝑄𝑙𝑜𝑠𝑠  kWh 

Energy change in the domestic hot water tank 𝑄𝑐ℎ𝑎𝑛𝑔𝑒   kWh 

Energy content in the domestic hot water tank at the start 𝑄𝑡𝑎𝑛𝑘.𝑠𝑡𝑎𝑟𝑡  kWh 

Energy content in the domestic hot water tank at the end 𝑄𝑡𝑎𝑛𝑘.𝑒𝑛𝑑  kWh 

Energy demand of the conventional heating system 𝑄𝑐𝑜𝑛𝑣
𝑟𝑒𝑓

  kWh 

Energy loss from the conventional heating system 𝑄𝑙𝑜𝑠𝑠
𝑟𝑒𝑓

  kWh 

Total energy on the PV panels  𝑄𝑡  kWh 

Global irradiance 𝐺  W m-2 

Diffuse irradiance on horizontal 𝐺𝑑  W m-2 

Beam irradiance on the PV panels 𝐺𝑏𝑡  W m-2 

Diffuse irradiance on the PV panels 𝐺𝑑𝑡  W m-2 

Direct normal irradiance 𝐷𝑁𝐼  W m-2 

Incidence angle on PV panels , 𝑖   

Tilt of PV panels 𝛽   

Reflectance coefficient 𝜌  - 

Efficiency of PV system 
𝑃𝑉

  - 

Area of PV panels 𝐴𝑃𝑉  m2 

Initial investment 𝐼0  € 

Subsidies and incentives 𝑆0  € 

Operation and maintenance costs 𝐶𝑡  € y-1 

Corporate tax rate 𝑇𝑅  % 

Asset depreciation 𝐷𝐸𝑃𝑡  € y-1 

Residual value 𝑅𝑉  € 

Saved final energy 𝐸𝑡  J y-1 

Discount rate 𝑟  % 

Period of analysis or temperature T,t Years or C 
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Abstract 

The European Renewable Energy Directive (RED) promotes the adoption of Renewable Self-

Consumption strategies for local production and shared consumption of energy. In this paper, the 

authors illustrate S.A.P.I.EN.T.E., an experimental facility consisting of several generation sections, 

energy storage and distribution systems designed to simulate energy communities and related 

experimental tests focused on maximizing self-consumption of locally produced renewable energy. We 

demonstrate, through experimental tests, the benefits in terms of energy self-consumption and self-

sufficiency that such a system architecture can achieve. We show the results of the first experimental tests 

conducted on the Thermo-photovoltaic collectors (PVT) system installed in S.A.P.I.EN.T.E.  

Keywords: Self-consumption, Self-sufficiency, TPV, renewable energy 

 

1. Introduction 

 
In addressing the challenges posed by climate change and the energy crisis, the Renewable Energy Directive 

and its recent update (EU/2018/2001 - EU/2023/2413) encourage the proliferation of Renewable Energy 

Communities (REC) and Jointly Acting Renewable Self-Consumers. These initiatives promote local energy 

production and shared consumption as viable alternatives to traditional centralized energy systems. However, 

transitioning to these new system architectures introduces complexities, particularly regarding the stability and 

reliability of electrical grids due to the intermittent and uncertain output of renewable energy sources. 

Additionally, the growing and variable energy demand of consumers further compounds these challenges. To 

maximize the efficiency of REC, it is imperative to implement demand side management strategies, such as 

load shifting facilitated by storage systems, to prioritize self-consumption and self-sufficiency. [1-8] 

We show the plant structure, operating logics and control systems. We demonstrate how the storage systems 

belonging to such a plant maximize self-consumption of locally produced energy through experimental test 

results. The plant named S.A.P.I.EN.T.E. (Sistema di Accumulo e Produzione Integrata di ENergia Termica 

ed Elettrica - integrated thermal and electrical energy storage and production plant), installed at the ENEA 

Casaccia Research Center, is an experimental facility composed of four different sections: energy generation, 

energy storage, distribution system and energy utilities. A control system based on a Programmable Logic 

Controller (PLC) is used to manage energy flows and implement demand side management strategies. 

2. S.A.P.I.EN.T.E. 

2.1. Description of the facility 

The energy generation section is composed by a photovoltaic (PV) plant provides the plant with a peak power 

production of 11.6 kW. A thermo-photovoltaic collectors (PVT) plant consisting of 20 panels, each with a 

nominal thermal output of 770 W and a nominal electrical power of 320 W (for a total of 6.4 kWp), is also 
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present. An air/water Heat Pump (HP) provides a maximum thermal power of 30.4 kW. A simplified schematic 

of the S.A.P.I.EN.T.E. system is shown, distinguishing the thermal section with dashed lines and the electrical 

section with continuous lines shown in Figure 1. 

e 

Figure 1: S.A.P.I.EN.T.E. system schematic. Continuous lines represent electrical connections, dashed lines thermal connections. 

The electrical section of the PVT powers a hybrid inverter, to which are connected 4 supercapacitors with a 

total capacity of 14 kWh, representing electrical storage section of S.A.P.I.EN.T.E. The thermal storage section 

consists of two thermal storage tanks for heating or cooling with a total capacity of 3.000 liters. Another 1.000 

liters storage tank for domestic hot water (DHW) is present. The load section is composed by devices that can 

emulate thermal and electrical loads. Two 70 kW dry coolers are present, one connected to the heating and 

cooling tanks and the other to the DHW tank, that act as thermal load emulation section. The distribution 

system is equipped with solenoid valves, controlled by the PLC, which allow switching the load between the 

dry cooler, used for emulating the thermal load, and 9 fan-coils from 9 rooms in the nearby office building, 

acting as a real thermal load. 

The electrical load emulation section consists of three regenerative electronic loads (15 kVA each) capable of 

emulating electrical load profiles. If needed, these can be also used to emulate power generators.  

2.2. Coefficient of Self-Consumption and Self-Sufficiency 

In the context of REC, the coefficients of self-consumption (SC) and self-sufficiency (SS) are key indicators 

for assessing the efficiency and effectiveness of energy production and consumption within the community. 

The SC is expressed as a percentage and represents the fraction of energy produced from renewable sources 

that is used directly by the energy community, instead of being fed into the power grid, compared to the total 

energy generated from renewable sources. 

This coefficient can be defined through the following formula: 

𝑆𝐶 =
𝑆𝐶𝐸

𝑇𝐸𝑃
   (eq. 1) 

Where: 

- SCE = Self Consumed Energy is the energy produced and consumed directly within the community. 

- TEP = Total Energy Produced is the total energy generated from renewable sources in the community. 

A high self-consumption coefficient indicates that a large proportion of the energy produced is used directly 

within the community, reducing energy losses due to transmission and improving overall system efficiency. 

The SS indicates the ability of the energy community to meet its energy needs through local renewable energy 

production, without having to depend on energy from the external power grid. It is expressed as a percentage 
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and refers to the amount of self-consumed energy generated from renewable sources relative to the total energy 

consumed, including electricity taken from the grid. 

This coefficient can be defined through the following formula: 

𝑆𝑆 =
𝑆𝐶𝐸

𝑇𝐸𝐶
   (eq. 2) 

Where: 

- SCE = Self Consumed Energy is the energy produced and consumed directly within the community. 

- TEC = Total Energy Consumed is the total energy used by the community, including energy taken from the 

grid. 

A high coefficient of self-sufficiency shows that the community can meet a large part of its energy needs 

through local production, reducing dependence on the electricity grid and increasing energy resilience. 

These coefficients are crucial for: 

- Assessing the energy performance of renewable energy communities. 

- Plan and optimize energy production and consumption. 

- Promote sustainability and energy independence. 

- Incentivize energy policies that encourage the use of renewable energy and the creation of energy 

communities. 

Optimizing SC and SS brings to environmental, economic, and social benefits. It helps reducing greenhouse 

gas emissions and improving environmental sustainability, while also leading to economic savings for 

members of the energy community or collective self-consumption group. It improves the quality of life for 

participants through increased energy independence. 

3. Control system and experimental strategies 

3.1. PLC Management strategies 

We implemented proportional-integral-derivative (PID) control to convert a portion of the electrical energy 

produced by the PV system to thermal energy. This consists of tracking the electrical energy produced by the 

photovoltaic system and using this exact amount to power the heat pump, therefore realizing a power-to-heat 

(P2H) strategy. The PID receives as inputs the power produced by the PV and the electrical power consumed 

by the HP and adjusts its output to minimize the difference between the inputs, controlling the speed of the HP 

compressor. By adopting this strategy, all the energy produced by the PV is used to power the HP, increasing 

the SC. In addition, our system shows the ability to meet thermal needs of the load, decreasing the need to 

draw electricity from the grid, therefore increasing the SS. PID regulation operates within a configurable range 

of HP operating temperatures, determined by low and high temperature setpoints that can be configured both 

for the thermal and DHW tanks. The electrical energy in excess is stored in the supercapacitors. 

When the heat pump compressor starts operating, high peak power absorption can occur, which may exceed 

the instantaneous PV power production. The supercapacitors are used to instantly compensate for electrical 

power demand peaks. The load is managed through the PLC, which allows setting the thermal power profiles 

to be emulated with the dry cooler. The system parameters are monitored through a network of electrical and 

thermal sensors connected to the PLC. 

Following these logics, the electrical power absorbed by the heat pump is limited by the signal generated by 

the PID to match power produced by the PV, so that the two profiles overlap. When the storage temperature 

reaches the high temperature setpoints, the control system deactivates PV tracking, turning off the heat pump. 

When the storage tank temperature falls below the low temperature setpoints, photovoltaic tracking is 

reactivated to feed the HP. The PID saturates the generated signal to its maximum value until the electrical 

power generated by the PV falls below the maximum power the heat pump can absorb, which is influenced by 

the coefficient of performance (COP) and the outdoor temperature. 
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In case wind power is used together with photovoltaic, the heat pump will go in tracking of the power produced 

by photovoltaic and wind power. 

3.2. Experimental tests: boundary conditions 

In this work, we conduced experimental tests focusing mainly in the summer season, producing and storing 

cold thermal energy and DHW. The load profile was designed proportionally to the electricity, central cooling, 

and DHW needs of an apartment building consisting of four units. This choice is mainly agreed upon as a 

function of the dimensions of the PV, storage tanks, and HP of S.A.P.I.EN.T.E.  

The load profile of electrical energy, DHW and cooling load were kept constant throughout the experiment. 

This is to limit the number of variables and to be able to focus on the variation of SC and SS coefficients in 

relation to the diversification of renewable sources used such as PVT, PV and wind. 

The figure 2 with the reference building cooling load and the reference DHW load is shown below. A higher 

peak is observed in the morning for both cooling and DHW load. 

 
Figure 2 DHW and residential cooling load 

 
Two loads are considered, the first domestic hot water and the second for cooling the building. The loads are 

taken constant to reduce the number of variables and emphasize the aspects of self-consumption and self-

sufficiency. We considered standard DHW and cooling load profiles, not investigating the exact typology, but 

focusing on the plant behavior. We focused on the weekly load trends and leave the weekend analysis for 

further discussion 

Regarding generation from renewable sources, a characteristic day of a summer month was chosen to be 

replicated in the experiments. Analyses were made on the contribution of PVT in meeting the DHW load. 

Finally, analyses were made substituting PV generation with PVT and wind-power generation. The peak power 

of the PV and wind system remained the same as that of the PV system alone. Through a Montecarlo method 

[9], we generated the electrical load profile of the building, shown in figure 3 together with the PV generation 

profile. 
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Figure 3 Residential electrical load and summer photovoltaic generation curve 

 

The benefits of the supercapacitor storage system were analyzed in previous publications related to the 

S.A.P.I.EN.T.E. system [10], supercapacitors are a viable and effective alternative to lithium-ion batteries in 

the context of REC, since these can be very useful for handling peak loads that exceed the PV generation curve. 

In fact, the application of these devices resulted in a 10 % increase in SC compared to the case where they 

were not used.  

A scenario with produced wind energy is also considered. This scenario is developed from wind detection data 

that occurred in the research center and simulated in the software, virtually. Thus, the wind generation is 

simulated and not real but follows a pattern consistent with the climatic conditions at the location where the 

S.A.P.I.EN.T.E. system is installed. 

Wind generation is introduced to see how self-consumption and self-sufficiency coefficients can be affected 

by diversified generation.  

Between the case in which the wind curve is predicted and the case in which the wind profile is not predicted, 

the installed capacity of renewables is considered constant, and thus PV has a trend with installed capacity of 

exactly half, as it is replaced by the installed capacity from wind. 

Finally, everything was systematized and summarized through tables. 

4. Experimental 

In the first experimental session we focused on the contributions of the PVT system to DHW. Finally, we 

highlighted the overall test results in the wind plus PV mode. 

4.1. PVT in DHW 

Four days of energy production were compared, in which PVT thermally powered the DHW storage. No 

thermal load was applied. In the first case, we operated the PVT circulator without any special external 

condition; in the second case, the storage was kept at a temperature of 30 °C to maximize the thermal 

performance. On the next two days, the PVT was kept off and we analyzed how the water circulation would 

affect the efficiency of the PV section of PVT.   

Below is the summary table of the tests carried out showing the type of operation considered, in our case the 

type of operation is for domestic hot water production, the thermal and electrical source refers to the same PVT 

system. In cases A and B the thermal source is used, turning on the circulator, in case C and D on the other 

hand it is kept off with the idea of raising the temperature on the panels and see how this aspect can affect the 

electrical efficiency.  
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In this section we focus on the electrical efficiency of PVT and look at how, in this system, the electrical 

production performance can be affected by the conditions in which the PVT thermal collectors are set to work. 

Table 1 Schematic summary of the tests performed on the PVT 

  

The first two cases (A) and (B) showed the potential of the PVT system and how its contribution to the heat 

generation in DHW is maximized when the DHW load is continuously operating. It can contribute to important 

savings in the industrial and commercial sectors where heat absorption is continuous and programmable. 

From the following figure 4 one can see the thermal efficiencies in the cases where the circulator is kept on. 

Case B, the one with the storage tank kept at the constant temperature of 30 °C has the best thermal efficiency 

and for the longest time.  

 
Figure 4 PVT thermal efficiency case A and B as represented in the table 

 
From the latest tests, represented by figure 5, it is shown that the electrical output during the day is not affected 

by temperature if the temperature remains within ten degrees, rappesented by figure 6.  

Case A B C D

Type of 
operation

DHW DHW

DHW 
Thermal 
Source

PVT PVT

Electric 
Source

PVT PVT

Storage 
System

DHW 
Storage

DHW Storage

Thermal 
profile

None
Storage 

temperature at 
30 °C

DHW

OFF

PVT

DHW Storage

None
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Figure 5 Electrical efficiency in the four cases described in the table 

Below in the figure 6, note the trend of reference water temperatures inside the PVT panels in the four 

different cases. The first two with circulator on and the last two with circulator off. 

 
Figure 6 Water temperature of PVT in the four cases described in the table 

 
If we zoom in, we can see that the hydraulic circuits at lower temperature have a higher electrical efficiency 

of PVT during peak hours. This interesting behavior will be investigated with further experiments, to 

evaluate how lower input temperatures can affect the electrical efficiency of our PVT, while producing heat 

for the DHW storage. 

4.2. Production of cold thermal energy 

In experiments conducted producing cold thermal power, two typical days were compared, maintaining the 

same residential cooling load. In the first case, the HP worked by providing comfort according to its own logic. 

In the second case, the HP was employed in the P2H strategy. This logic is realized to maximize SC, being 

able to have a few degrees of adjustment depending on the storage temperature. Below we summarize the 

boundary conditions in Table 2 in which the two tests were done, which differ only regarding the HP control 

strategy. 
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Table 2 Summary data of experiments for summer cooling case E to F 

 

In the first case (E), the HP followed its internal logics while providing thermal comfort following the thermal 

load demand, independently from the PV curve. In the second case (F), we applied the P2H strategy to control 

the HP. It can be seen from Figure 7 how the HP operates independently of the photovoltaic bell. 

 
Figure 7 Power available from PV and Electrical Absorption of HP (case E) 

From Figure 8 below, it is clear how the heat pump strategy goes in tracking of the PV bell by limiting the 

maximum absorption to renewable production. 

Case E F
Type of 

operation
Cooling Cooling

Thermal Source HP HP

Electric Source
Grid and PV 

summer 
profile

Grid and PV 
summer 

profile

Thermal profile
Residential 
cooling load

Residential 
cooling load

Electrical  
profile

Residential 
electric load

Residential 
electric load

HP control 
strategy

No
PV profile 
tracking
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Figure 8 Power available from PV and Electrical Absorption of HP (case F) 

 
Then, we report the results summarized in Table 3 emphasizing the different energies that are considered for 

the calculation of the coefficients. In (F) case, the performance indices reach very high values. We calculated 

the energy coefficients from the experimental results shown above. 

Table 3 Summary parameters of experimental tests E and F 

 

The table shows that in the second case SC and SS are increased mainly because the energy absorbed by the 

HP is used during the PV generation hours, therefore minimizing the energy absorptions outside from the PV 

production curve. 

4.3. Wind and PV Energy 

In this case, a scenario of cooling and DHW in a residential setting were compared. The sources were PV and 

wind power. The electrical load is considered. The only difference between the two systems is the use in the 

second case of the PVT, so the heat load related to DHW consumption has an advantage in that it is no longer 

met by the HP alone but by the HP plus the PVT. Below is Table 4 summarizing the boundary conditions of 

the last two tests, which differ only from the use of PVTs as the thermal source in the (AB) case. 

Case E F

Electricity produced by PV 64 64 kWh

Electrical energy absorbed by the HP in total 26 23 kWh

Electrical energy absorbed by the HP in self-consumption 15 22 kWh

Thermal energy produced by the HP 121 107 kWh

Electricity self-consumed utilities 3 5 kWh

Electricity taken from the utility grid 56 54 kWh

Electricity fed into the grid 47 37 kWh

SC 0,27 0,42 -
SS 0,21 0,32 -
Daily COP 4,7 4,6 -

Calculation Energy Coefficients
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Table 4 Summary parameters of experimental tests with photovoltaic and wind generation 

 

In Figure 9 the generation curve (PV + wind) and the residential electrical load are shown, during the daylight 

hours, when the PV production is available. The four curves shown are related to the electrical load of the 

building and the wind and photovoltaic renewable sources, and finally, the fourth curve is the sum of the 

individual contributions of wind and photovoltaics. 

 
Figure 9 PV and wind power generation profile together with residential electrical profile. 

 

The peak power of the PV and wind power system is the same as in previous cases where only PV was 

evaluated 

In Figure 10 below, note how the HP followed the PV and wind generation curve until the evening when to 

meet the thermal load of cooling and DHW it left the tracking logic and entered a comfort logic. We show the 

graph obtained while the HP was used in P2H strategy, following the wind + PV curve to ensure the maximum 

possible absorption during generation hours, therefore maximizing SC. 

Case AA AB

Type of operation DHW + Cooling DHW + Cooling

DHW Thermal 
Source

HP PVT + HP

Electric Source PV + Wind PV + Wind

Thermal profile
Residential 

cooling and DHW 
heat load

Residential 
cooling and 

DHW heat load

Electrical  profile
Residential 

electrical load
Residential 

electrical load
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Figure 10 Electric power available from PV and wind power and power absorbed by HP (case AA) 

Figure 11 below shows the performance of the heat pump in the case where, in addition to having PV and 

wind as electrical sources, there is also PVT as thermal contribution. The heat pump followed the PV and 

wind generation profile until the evening when the pdc exited the tracking logic and entered the comfort 

logic to ensure the comfort of the users.

 
Figure 11 Electric power available from PV and wind power and power absorbed by HP (case AB) 

No strong evidence is remarked upon from these graphs, in fact even the results summarized in the table 5 

below underscore these aspects, the only factor that emerges is a slight increase in the SS factor. Further testing 

will be needed to obtain clearer data. Table 5 shows the energies considered in the calculation of the 

coefficients and the calculation of the SC and SS coefficients. In the (AB) case where PVT are used as thermal 

sources, there is a SS three percentage points higher than in the (AA) case. 
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Table 5 Summary parameters of experimental tests AA and AB 

 

Note how SC remains constant between the two cases while SC has a slight increase in the second case. This 

data is not very significant; the contribution of PVT is sensitive and difficult to quantify. Having a PV + wind 

generation curve results in a higher SS than the case of using only PV. 

Comparing these two trials where wind power is used versus the previous two cases (E) and (F) where only 

PV is used, it can be seen that diversifying renewable sources can increase benefits compared to SS because 

it allows you to meet consumption for more time during the day but the SC remains constant because the 

difficulty of using all the energy that is produced remains almost constant. 

5. Conclusion 

Realizing RECs that show high self-consumption and self-sufficiency rates by sharing the energy locally 

produced from renewable sources not only follows the recent EC directives, but also have a direct impact on 

the global environment. In this work, we demonstrated effective resource management and control methods to 

enhance SC and SS in the context of RECs, adopting P2H and load shifting strategies. Moreover, we 

demonstrated how diversifying generation capabilities, making the power production available throughout the 

whole day can have a beneficial impact. We also shown how converting electrical power into thermal power 

by means of a HP can enhance the energy coefficients, while also warrantying thermal comfort to the RECs 

users. Finally, we demonstrated that the thermal section of a PVT plant, if used in the right context, can improve 

system performance. 

 

 

 

 

 

 

 

 

 

 

Case AA AB
Electricity produced by PV plus Wind 94,9 94,9 kWh

Electrical energy absorbed by the HP in total 43,7 40,1 kWh

Electrical energy absorbed by the HP in self-consumption 29,4 30,5 kWh

Thermal energy produced by the HP 194,0 170,9 kWh

Electricity self-consumed utilities 9,3 8,6 kWh

Electricity taken from the utility grid 25,6 26,2 kWh

Electricity fed into the grid 56,2 55,8 kWh

SC 0,41 0,41 -
SS 0,49 0,52 -
Daily COP 4,4 4,3 -

Calculation Energy Coefficients
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Abstract 

The innovative heating network of a new development area in the city of Wiesbaden (Germany) is presented. 

The system uses waste heat from a sewer as the only source for heating via a cold heating network. 

Decentralized heat pumps in the buildings are used to raise the temperature level and electrical heating 

elements provide back-up. Possible advantages include high efficiency due to consistent wastewater 

temperatures and minimal noise and visual impact. The 2023 monitoring results are presented, showing that 

the heat pump systems provided 343 MWh to 5 multi-family buildings. Due to a leakage-related outage of the 

wastewater heat exchanger lasting several months and various problems in the operation of the heat pumps, 

the efficiency goals could not yet be fully achieved in operation. The total electricity consumption for heat 

supply in 2023 was 128 MWh. The average Seasonal Performance Factor (SPF) ranged from 2.7 (including 

network shutdown and use of electric heating elements) to 4.1 (fault-free operation). 

Keywords: Renewable District Heating, Heat Pump, Sewage, Wastewater Heat, Ultra-low Temperature 

District Heating 

 

1. Introduction 

In the Germany city of Wiesbaden, a new development area is supplied with heat via a cold heating network 

and decentralized heat pumps. The development of the site is not yet completed. In 2023, five apartment 

buildings were built and have been supplied by the heating supply system in regular operation. When fully 

developed, the system is expected to provide up to 500 MWh/a of heat. A distinctive feature of this system is 

the utilization of high and relatively stable wastewater temperatures throughout the year as heat source, which 

is expected to significantly enhance the efficiency of the heat pump systems.  

Furthermore, the system presents several other advantages: it minimizes noise pollution compared to 

conventional air-to-water heat pumps, reduces fuel delivery traffic (e.g. wood pellets), and avoids adverse 

impacts on the densely developed urban landscape, such as visible plant technology installations. Cold district 

heating networks also offer potential advantages over conventional district heating systems. Operating at very 

low temperatures reduces or even eliminates heat losses which is especially significant while supplying high 

efficiency housing with low energy demand. Also, the decentralized nature over the systems offers flexibility 

and scalability in the development of the supply area. For this reasons, local cold district heating networks with 

decentralized heat pumps are an innovative heat supply system that has become increasingly popular in recent 

years.  

Various publications deal with the operational evaluation of cold district heating networks.  

Ruesch et al. (2015) examine a low-temperature district heating network in Zurich, Switzerland, serving over 

400 households and validating dynamic simulation models with operational data with a focus on pumping 

power prediction. The main heat source of the system is a datacenter. Four large decentralized heat pumps 

provide heat with an average COP of 3.7. Vetterli et al. (2017) presents the monitoring results of a one-year 

operational period of an ultra-low-temperature heating network in the district "Suurstoffi," located in central 

Switzerland. The study focuses on the first development phase of a new residential area with a design heat 
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demand of 1.2 GWh. The heat sources for the system include a geothermal borehole field and photovoltaic-

thermal system. The heat pumps achieve a COP of 4.4, meeting the design expectations. However, the 

electricity consumption for auxiliary equipment, circulating pumps and electric heating, was higher than 

anticipated. Calixto et al. (2021) analyzed different modeling approaches for an existing cold temperature-

temperature district heating network in Ospitaletto. Heat sources included industrial waste heat and aquifer 

wells. Year-round monitoring revealed efficient operation and alignment between different simulation model 

approaches. The decentralized heat pumps were maintaining stable performance and COPs between 4.2 and 

4.5. Zeh and Stocking (2022) describe the long-term monitoring of a cold district heating network in 

Bad Nauheim, Germany with an 11.000 m²- geothermal ground collector system that supplies 400 residential 

units. The COP of the considered heat pumps is 3.9. It is pointed out that the 6 km long, uninsulated cold 

district heating network itself also acts as a form of geothermal collector and thus serving as an additional heat 

source.  

Despite many publications and realized projects, there is still only limited information available on detailed 

real-life operating experience and the potential problems and challenges that can arise when operating a cold 

district heating network especially in the combination with a wastewater heat exchanger. This paper aims to 

provide a comprehensive overview of the system's structure and functionality, including the wastewater heat 

exchanger, the heating network, and the decentralized heat pump systems. Additionally, the monitoring 

concept and the results of the operational monitoring for the year 2023 are presented. The analysis covers the 

operating behavior of the wastewater heat exchanger and the performance of the decentralized heat pumps. 

Furthermore, the paper discusses the challenges malfunctions and outages observed during the operational 

monitoring, along with lessons learned and potential optimization approaches for the systems. 

2. Design and function of the heat supply system 

 

Structure and function of the heat supply system 

At the periphery of a new real estate development area, heat is extracted from a passing sewer at a low 

temperature level (approx. 14°C) with an internal heat exchanger. The thermal energy is distributed via a cold 

local heating network and raised to a temperature level that can be used for domestic hot water and space 

heating purposes (30°-60°C) with decentralised heat pump system in the buildings. The cold heating network 

is designed without a central pump system. Circulation in the network is ensured entirely via pumps at the 

decentralized heat pump systems. Fig. 1 shows the structure schematically. 

         

 

         

 

         

 

             

              

          

              
 

                                   

                    

                 

Fig. 1: Schematic representation of the heat supply system 
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District heating supply area 

The cold local heating network supplies a new development area of around 2.5 hectares, which is divided into 

different construction phases. Only construction phase 1 is already fully completed. It comprises of five 

apartment buildings with a total of 67 residential units and a total living space of around 5000m². The buildings 

are constructed according to low energy standards with a specific design heat requirement < 30 kWh/(m²a) and 

low temperature underfloor heating systems. The total design heat demand for the buildings is 280 MWh/a 

with a peak load of 250 kW. Typically for high-efficiency multi-family houses, a high proportion of the heat 

requirement is needed for hot water preparation. A share of 42 % of the total heat requirement was projected 

here. As the project progresses, it is planned to connect a further 10 semi-detached houses (total design heat 

demand 220 MWh/a) and multiple single-family houses (maximum additional heat demand 80 MWh/a in 

total).  

Waste water heat exchanger and cold district heating network 

The wastewater heat is extracted from a larger channel (DN1500) that acts as a collector sewer for the adjacent 

urban area (not just the newly developed area) to the sewage treatment plant. For this purpose, a channel heat 

exchanger design was installed during ongoing sewer operation. 

The heat exchanger is made from modular stainless-steel elements, which were installed as a retrofit solution 

via the existing shaft infrastructure. The heat exchanger has a length of 112 m, a transfer area of 151 m² and is 

designed for an extraction capacity of 340 kW. Fig. 3 shows a schematic representation of the heat exchanger 

including the measurement equipment (A), a 3D-illustration of the heat exchanger channel design (B), as well 

as a picture of the actual installation situation in the sewer (C).  

 

 

 

 

Fig. 2: A: Schematic illustration of waste water heat exchanger 

B: 3D Illustration of the heat exchanger [UHRIG 2023] 

C: On-site installation situation with wastewater bypass during a repair operation [UHRIG 2023] 

 B 

A 

C 
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The heat transfer fluid of the heating network flows directly through the primary side of the heat exchanger. A 

mixture of water and organic corrosion inhibitors is used.  In terms of its thermal properties, it has no significant 

differences to pure water. It therefore also has no antifreeze protection. In the initial design phase of the system 

a heat transfer medium based on propylene glycol was planned. But because of local water protection 

regulations this had to be changed in the process. 

The heating network is made of uninsulated PE pipes and is designed as a classic two-pipe system. The trench 

length in the current expansion status is only about 500 m. The different parts of the development area supplied 

by main lines that can be shut off individually. To minimize pressure losses, the main line in the multi-family 

house section is dimensioned in DN180 and the branches to the buildings in DN110. 

The entire network and the heat exchanger are designed as completely passive elements. There are no pumps, 

actuators or an active control system in the heating network. There is also no permanent circulation in the 

network, the volume flow in the network is solely generated on demand by the decentralized source pumps at 

the heating systems of the individual buildings. 

 

Heat Pump Systems 

Each multi-family house has its own identically designed heating system. The centrepiece of each system is a 

water/water heat pump with a thermal output of 65 kW (B7/W50 according to EN14511). The heat pump is an 

on/off device with a fixed compressor speed without the ability to actively modulate the output power. Fig. 3 

shows the layout of the system schematically 

The source pump (1) feeds the heat transfer fluid from the network directly to the evaporator of the heat pump 

(2). For efficiency reasons and to avoid freezing, the heat transfer fluid is only allowed to cool down 5°K. Due 

to this low temperature difference, a high-volume flow is required to provide the required source energy for 

the heat pump. In order to match the resulting pressure losses in the network and heat exchanger, a sufficiently 

powerful source pump must be used (nominal flow rate: 18.7 m³/h, nominal head: 18.3 m). The pumps are 

designed without external speed control and deliver a constant flow rate during operation. 

The storage charging pump (3) transports the heating water through the condenser of the heat pump where it 

is heated by a small temperature range (approx. 5°K) each time it passes through. A 3-way motor valve (4) is 

used to control whether the storage charging pump loads the 1000 l domestic hot water buffer storage tank (5) 

or the 1500 l space heating buffer storage tank (6). 

From the buffer storage tanks, heat is transferred to the building. With domestic hot water (DHW) preparation, 

this is done indirectly. For this purpose, cold tap water is heated from around 8°C to 60°C via a temperature-

controlled heat exchanger installation, a freshwater station (7). Also, the thermal losses of the DHW-circulation 

are compensated. For hygiene reasons, the DHW-buffer itself does not contain any domestic hot water. 

Fig. 2 Schematic diagram of heat pump system with measurement locations and energy balance boundary. 
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The heating buffer storage tank is hydraulically connected directly to the underfloor heating circuit of the 

building. The temperature is regulated to the required heating temperature via a circuit mixer (8).  

The heat pump is controlled by a hysteresis-based control scheme with a temperature sensor in each of the 

buffer tanks and a temperature sensor in the return flow of the heat pump. As the temperature of the heating 

water is only increased by a few kelvins with each "pass-through” the storage volume may has to be circulated 

several times for complete charging. DHW-preparation has a higher priority than heating operation, i.e. loading 

of the heating buffer storage tank is interrupted when DHW is required and resumed when the required DHW 

temperature is reached. 

The heat pump systems and the heating network are sufficiently dimensioned to ensure that the building's 

heating requirements can be supplied by the heat pump alone at the design temperatures (-15°C). As backup 

in the event of an outages, electric heating elements (HE) are installed in both buffer storage tanks as alternative 

heat generators. The DHW-HE (9) has an output of 12 kW (2x6 kW) and the heating-HE (10) has an output of 

27 kW (3x9 kW). 

3. Data acquisition and monitoring 

The focus of this study is on the wastewater heat exchanger, the section of the heating network that supplies 

the completed construction area and the decentralized heat pump systems in the five multi-family houses. 

principle of monitoring the innovative heat supply system is to view it as a whole and from a system 

perspective. The internal processes of the individual components, e.g. the cooling circuit functionality of the 

heat pumps, are not examined. 

Fig. 2 A shows the various sensos in the heat exchanger. The temperatures in the heat exchanger flow and 

return on the network side (primary) as well as the flowrate in the network, the absolute pressure in the network, 

and the pressure drop across the heat exchanger are measured. In the wastewater flow, the wastewater 

temperatures upstream and downstream of the heat exchanger are measured. For cost considerations, the 

flowrate of the wastewater is not measured directly. Instead, the water level of the wastewater channel is 

measured using an ultrasonic level measurement, from which qualitative conclusions about the wastewater 

volume flow can be derived.  

All temperatures are measured with PT100 class A sensors. A robust thermal flow-velocity sensor is used to 

measure the flowrate in the network. However, the sensor has a high measurement uncertainty of +-17% in the 

occurring measurement range due to very low flow velocities. This high measurement uncertainty is 

propagated in the measurement chain for thermal power and energy.  

In the decentralized heat pump systems, the combined electrical power consumption of the heat pump, source 

pump, storage charging pump as well as the auxiliary power consumption, and the power consumption of the  

HE are measured with an electric power meter. Due to its specific load profile, the electricity demand of the 

HE can be isolated from the total electricity demand. 

The flow and return temperatures, volume flows, and the resulting thermal energy and power at the output of 

the heat pumps are determined via heat meters. The stationary measurement technology is supplemented by 

mobile ultrasonic flow meters and clamp-on temperature sensors, which are used to measure the flowrates as 

well as the flow and return temperatures of some heat pump sources for selected time periods. The system 

measurement data is supplemented by automatically generated error and status messages from the heat pumps 

and by weather data from the German Weather Service for the location. In fig. 3 all sensor positions can be 

seen. 

Also shown in fig. 3 is the boundary for the energy balance and the performance assessment of the heat pump 

systems. The cut off-point for the heat supply lies directly behind the heat meter at the outlet of the heat pumps.  

For technical reasons, the electric heating elements are located behind the heat meter in the buffer storage tanks 

but could be allocated to the energy balance as heat generators according to their electricity consumption. (An 

electricity-to-heat conversion rate of 100% is assumed). Heat losses in the buffer storage or in the DHW 

circulation pipes or, are not considered in the balancing. 
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The key evaluation parameter for a heat pump system is the coefficient of performance (COP). It describes the 

ratio of electrical energy used to heat generated. The annual average coefficient of performance is also called 

seasonal performance factor (SPF). 

Typically, two different balance sheet limits are used. For COP1 electrical power consumption of the heat 

pump, the source pump, the storage charging pump and other auxiliary power consumption for control systems 

etc. is taken into account (eq.1). The HEs are not considered here. COP2 also includes the electricity demand 

and heat generation of HEs (eq.2) 

 

 

4. Assessment of the wastewater heat exchanger 

In 2023, a total of 160 MWh of wastewater heat was extracted from the sewer and fed into the heating network, 

see fig. 4. The low/absent heat extraction between April and July is due to a network outage caused by a heat 

exchanger leakage. Therefore, the total heat energy delivered does not correspond to a typical operating year. 

The high measurement uncertainty is mainly caused by the thermal flow velocity sensor. 

Wastewater temperatures 

The average monthly wastewater temperature and the average outdoor temperature are plotted on the secondary 

axis in fig. 4. In July to September, the average wastewater temperature is almost identical to the outdoor 

temperature. However, the seasonal variations in wastewater temperature are much less pronounced than the 

variation of the ambient air temperature. During the heating period from 1st October to 30th April, the average 

wastewater temperature is 9 °C higher than the outdoor temperature. The average monthly wastewater 

temperature ranges from 14.5 °C in February to 21.6 °C in July. The average wastewater temperature over the 

entire observation period is 16.2 °C. 

A more suitable approach for examining the wastewater temperature than the average temperature over time 

is the average temperature level at which the thermal energy is actually extracted. The histogram in 5 shows 

what proportion of the total thermal energy is extracted at certain temperature level of the wastewater.  

The largest proportion of the extracted energy, just under 90 % or 141 MWh, is extracted at temperatures 

between 12 °C and 18 °C.  Especially low temperatures of <10 °C are extremely rare, with a share of < 1 % of 

the extracted energy. Around 5 % of the energy is transferred at particularly high temperatures of >18 °C. 

Both, very high and very low temperatures can cause problems with heat pump operation. 

COP1 =
𝑄𝐻𝑃

𝐸ℎ𝑝+𝐸𝑝𝑢𝑚𝑝,𝑠𝑜𝑢𝑟𝑐𝑒+ 𝐸𝑝𝑢𝑚𝑝,𝑠𝑖𝑛𝑘+ 𝐸𝑎𝑢𝑥 
   (eq.1)  COP2 =

𝑄𝐻𝑃+𝑄𝐻𝐸

𝐸ℎ𝑝+𝐸𝑝𝑢𝑚𝑝,𝑠𝑜𝑢𝑟𝑐𝑒+ 𝐸𝑝𝑢𝑚𝑝,𝑠𝑖𝑛𝑘+ 𝐸𝑎𝑢𝑥+𝐸𝐻𝐸 
 (eq.2) 

 

 

  

  

  

  

  

  

 

    

     

     

     

     

     

     

           
     

              
      

                                                   

Fig. 3. Monthly heat extraction from the wastewater heat exchanger and average monthly ambient air and wastewater 

temperature (right y-axis) 
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The energetic average temperature level is 13.7 °C, this is significantly lower than the time average 

temperature. This is of course due to the fact that periods with above-average heat demand correlate with 

below-average wastewater temperatures. 

Precipitation-related temperature drop in the wastewater temperature 

Normally, the wastewater temperature is relatively stable and is subject only to slow diurnal and seasonal 

changes. However, sudden drops in the otherwise relatively constant wastewater temperature could be 

observed sporadically. Fig. 6 shows an exemplary representation of this behavior. The wastewater temperature 

(brown) drops from 15.6°C to 7.4°C within a short period of time. This behavior is due to the design of the 

local sewer, which is a mixing sewage system. During heavy rainfall, rainwater and wastewater are discharged 

together through the sewer. Very high precipitation (blue) leads to a sharp increase in the wastewater level 

(purple) due to the inflow of cold surface water. In combination with low outside temperatures (green), this 

leads to a significant drop in the wastewater temperature. After the end of the precipitation, the temperature 

normalizes again within a day. The minimum observed wastewater temperature can drop to 7.2 °C in similar 

cases. Very pronounced drops in wastewater temperature, cause some of the decentralized heat pump systems 

to repeatedly experience outages. 

 

Heat exchanger operation 

The heat extraction rate from the heat exchanger is rather fluctuating, as the network flow rate varies greatly. 

Depending on the operation of the decentralized heat pumps the flow rate is between 16 m³/h (for one active 

heat pump) and approx. 102 m³/h (for all active heat pumps). The average network flow rate during operation 

is 20 m³/h. The average heat extraction rate during operation is 54 kW, with a maximum stationary extraction 

 Fig. 4 Distribution of the temperature level of waste heat utilisation 

Fig. 5 Temperature drop in wastewater - correlation between precipitation, wastewater level and 

outside temperature 

 
C. Sauer et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

316



 

 

rate of 390 kW in peak conditions. The average temperature reduction of the wastewater during operation is 

only 0.2 °K (within the measurement uncertainty range of the sensors). The same applies to the coarseness of 

the heat exchanger (temperature difference between the wastewater and primary side at the heat exchanger 

outlet). with 0.3 °K during operation. This means that the flow temperature in the cold local heating network 

is essentially identical to the wastewater temperature.  

Typically, sediments and the development of a biofilm (fouling), can lead to a significant reduction in the 

thermal conductivity of a wastewater heat exchanger surface. However, due to the very small temperature 

differences (in the range of the measurement uncertainty), no significant reduction in the heat transfer 

coefficient/heat transfer capacity (UA-value) could be determined.  

Network outage caused by heat exchanger leakage 

In early April 2023, an unexpected pressure drop occurred in the local heating network, accompanied by a 

simultaneous malfunction of all heat pump systems. The cause was identified as a leak in the channel heat 

exchanger, which led to an outage of the entire heating network. The manufacturer’s investigation suggested 

that the most likely cause for the damage were concrete drilling debris from an unknown construction site 

upstream. Extensive repairs were required after locating the fault. Since the damage was below the water level, 

the wastewater channel had to be dewatered without disrupting wastewater transport. In coordination with the 

local authorities, a dam plate was installed and a bypass line was laid within the channel. Subsequently, 

damaged modular heat exchanger components were replaced. The network was fully operational again by mid-

July. The total network outage lasted 91 days. During this period, the heating demand of the connected 

buildings (primarily for domestic hot water preparation) was met using the HEs 

5. Operational assessment of heat pump systems 

In this section, the operating behavior of the heat pump system is presented. Fig. 7 shows the typical operation 

over 24 hours for a selected sample system. In the top panel the electrical power consumption (green) and the 

thermal power output (yellow) of the heat pump could be seen. The source temperature of the heat pump (flow 

temperature of the cold heating network) is plotted in blue on the right y-axes. The flow temperature of the 

heat pump is shown in red. In the bottom panel the current operating mode of the heat pump is shown. 

 

Space heating and drinking hot water preparation 

Marking A flags a typical heating operation phase of the heat pump. With the start of the compressor, the 

electrical power consumption (green) rises to approx. 15 kW. At the same time, the thermal output power 

(yellow) rises to around 75 kW. The flow temperature increases till the target temperature is reached (heating 

curve dependent on the outside temperature) and the heating buffer storage tank is fully charged.  

Fig. 6 Heat pump operation. Top: Electrical and thermal power 

Bottom: Operation mode 

A B 
C 
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For all heat pump systems in 2023, the average flow temperature in space heating operation is 42°C. In steady 

state space heating operation, without consideration of the start-up and shut-down process the heat pump 

systems reach a COP1Space heating  of 5.1  

In a DHW-preparation phase (marking B), the flow temperature rises to the fixed target temperature of 65°C 

degrees. Due to the higher temperature difference between the source temperature and the sink temperature, a 

higher compression rate and therefore a higher electrical power demand of the heat pump compressor is 

required than in space heating mode. For all heat pump systems, the average COP1DHW for DHW preparation 

in steady state conditions is 2.6. 

Operating faults - aborted operating phases:  

From 09:00, there is a significant drop in the flow temperature of the cold district heating network (blue). This 

was caused by a strong reduction in the temperature of the wastewater due to heavy precipitation as described 

in the previous chapter. This drop in source temperature triggers an abnormal behavior of the heat pump. The 

heating operation phases last only a few minutes without reaching the target flow temperature.  

The operation is aborted due a low-pressure fault status of the heat pump (code 721). A low-pressure fault or 

a low-pressure cut-out is an operating pressure shortfall on the low-pressure side (evaporator/heat source) in 

the refrigerant circuit of a heat pump.  

Individual low-pressure faults are typically not considered critical. The fault does not necessitate an immediate 

response from the plant operator and typically has no significant impact on the operation of the heat pump. 

The heat pump restarts after a brief blocking period. However, a more concerning issue is the occurrence of a 

heavy clustering of faults over an extended duration. This can result in the heat pumps being unable to maintain 

normal heating operations over an extended period. In order to prevent an undersupply, the electrical backup 

heating element must then be activated. 

 

In total, over 1,000 operating phases of the five heat pump systems were aborted due to faults in 2023. In 10 

cases, the HE had to switch on to providing backup heat generation for several days at a time.  

In addition, one heat pump had a breakdown due to a defect in the evaporator and had to be substituted with 

the backup HE for over two months. Overall, the five backup HE were required to operate for over 800 hours 

due to direct faults/breakdowns of the five heat pump systems (not including the outage of the district heating 

network from April-July) 

The underlying cause of the many aborted operation phases of the heat pumps is still under investigation. While 

the temperature drops in the wastewater play an important role, they are not considered the sole cause. 

Particularly because only some of the heat pump systems are affected by a high number of low-pressure faults. 

Other systems show no conspicuous behavior. Although all heat pump systems have identical hydraulics and 

share the same network temperature. The issues also arise despite the source volume and temperatures being 

within the permitted operating parameters for the heat pumps. 

Possible causes that are under consideration are: Deposits on the evaporator that reduce heat transfer, 

insufficient refrigerant quantity or malfunctions in the refrigeration circuit control of the heat pumps, and air 

or undissolved gases in the heating transfer fluid of the cold district heating network. Deposits on the 

evaporator that reduce heat transfer, malfunctions in the refrigeration circuit control of the heat pumps, 

insufficient refrigerant quantity and air /undissolved gases in the heat transfer fluid of the cold district heating 

network. 

Operating time and cycle behaviour 

The number and length of the operating cycles and thus the number of compressors starts is an important 

parameter for evaluating heat pump operation. Frequent instationary operating states (start-up and shutdown 

processes) have a negative influence on the efficiency of heat pumps. Experimental and simulation-based 

research indicate that frequent on/off switching can lead to efficiency losses of up to 20% an minimum 

operating cycle times should not be below 15 (Uhlmann und Bertsch 2010) and 20 minutes (Waddicor et al. 

2016) to avoid exceeding efficiency losses. Furthermore, a high number of compressor starts could lead to a 

reduced service life of the heat pump. 

During the observation period, the five heat pumps on average run 730 full operating hours and complete an 

average of 2243 operating cycles each. This equates to an average of just 22 minutes per cycle.  
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In Fig. 8 the typical distribution of duration cycle duration of a heat pump system for one month can be seen. 

In space heating operation the heat pump system have running periods of 26-60 minutes (38 minutes average 

for all systems). DHW preparation phases are much shorter with average cycle duration of only 14 minutes, 

DHW preparation is also responsible for 62 % of all compressor starts. The quite short operating cycle duration 

of the DHW preparation indicates that the heat pump is slightly oversized for the existing DHW buffer storage. 

Although not optimal, the operating cycle duration and the cycle behavior of the heat pumps in regular/fault-

free operation are still within an acceptable range. Much more critical is the high number of very short 

operating phases that are aborted due fault conditions of the heat pumps. In some heat pump systems, these 

account for a considerable proportion of compressor starts (up to 18 %). 

6. Energetic assessment of heat pump systems  

The five heat pump systems in the multi-family houses delivered 343 MWh of thermal energy in 2023. The 

average amount of heat supplied for each building is slightly varying and lies between 55 and 72 MWh. Fig. 9 

shows the monthly distribution across the individual buildings. 

The heat requirement for DHW-preparation is similar for all houses and averages 26 MWh (39% of the total 

heat supply) From June to September, the heat requirement can be fully allocated to DHW preparation. 

The purple area of the bars represents the amount of heat that had to provided by the backup electric heating 

elements. In the months of April-June, the electric heating elements had to take over a large part or all of the 

heat supply due to the described outage of the cold district heating network. During the outage period from 

04/13/2023 to 07/12/2023, the electric heating elements produced 42 MWh of heat 

There were also several occasions when the HE had to provide the load due to problems directly related to the 

heat pumps. From mid-January to March, the heat pump in house 5 failed due to a defect in the evaporator. 

The other HE operation cases were caused by a cluster of heat pump operation faults, as described in the 

previous section. Over the year 59 MWh of heat hat to be provided by the backup HE (17% of the total heat 

supply) 

Fig. 8 Monthly heat quantities provided by the heat pumps and electric heating elements (shaded). Monthly average COP 

(right y-axes)   

Fig. 7: Distribution of the operating cycle duration 
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A total of 128 MWh of electricity, including the consumption of the backup HE was used to generate the 

required heat. The right y-axis in Fig. 9 shows the corresponding monthly average COP2 for each heat pump 

system. Again, the heating network outage between April and June is clearly visible. During this period, heat 

had to be supplied exclusively by the electric HE, which convert electricity directly into heat (COP=1).  

The use of HE during the heat pump related outages also has a significant impact on the corresponding COP2 

of these heat pump systems. In the second half of the year, the COP is much more stable. There was only a 

very low usage of the HE in this time period. With the start of the heating period, the average monthly COP 

for all heat pumps rise from 3.4 in July to around 4.6 in November. This can be attributed to the increasing 

demand for space heating and the resulting decrease in the proportion of DHW preparation in the overall 

heating demand. Due to the lower temperature spread, the heat pumps work correspondingly more efficiently.   

As a result of the various outages of the network and the heat pumps and the resulting need to use the inefficient 

HEs, the overall average seasonal performance factor (SPF2) for all heat pump systems is relatively low at 2.7.  

If the period with the heating network outage is not considered the average SPF2 rises to 3.5. If the complete 

HE operations are excluded the SPF1 rises to 4.1.  

 

7. Conclusion and summary 

The scientific monitoring of the cold district heating network with decentralised heat pumps and sewage water 

as heat source for the year 2023 illustrates the many challenges that can arise while operating an innovative 

and complex heat supply system. 

The evaluation confirms the basic function and efficiency of the wastewater heat exchanger for supplying the 

cold local heating network. It was possible to extract 160 MWh of energy from the waste water at relatively 

high temperatures of 13.7 °C on average. The heat capacity flow of the wastewater is sufficiently large so that 

there is no significant cooling of the wastewater in the current state of expansion of the district heating network. 

Also, the heat transfer capacity is more than sufficient for the current heat requirement. No negative effects of 

deposits (fouling) on the heat exchanger are currently detectable. Sudden drops in temperature (~8 °C) that 

occur after heavy precipitation must be regarded as normal operating behaviour but could trigger unexpected 

faults conditions in the decentralised heat pump systems. 

The leakage of the heat exchanger and the associated failure of the network must be regarded as "force 

majeure". The authors are not aware of any comparable incident with a similar system. However, the incident 

also highlights some of the fundamental challenges of wastewater heat exchanger systems. The environment 

of the sewer and the composition of the wastewater flow cannot be fully controlled. Work and repairs can be 

very time consuming. They often have to be carried out during ongoing sewer operation and must therefore be 

closely coordinated with the sewer operators and implemented with substantial interventions in the wastewater 

infrastructure. 

In addition to the prolonged outage of the district heating network, a high number of direct heat pump-related 

faults meant that 17 % of the required heat energy had to be provided by the electrical backup heating elements. 

This led to an increased electricity requirement and a low overall seasonal performance factor (SPF1) of 2.7. 

Furthermore, an unfavourable operating behaviour of the heat pumps in the form of a high number of 

compressors starts and aborted operation phases caused by fault conditions in the refrigeration cycle could be 

observed. However, in regular operation (not taking into account the use of the backup heating elements during 

outages) an average seasonal performance factor (SPF1) of 4.1 could be reached.  

The high efficiency values achieved during certain periods highlight the potential of the overall system. 

However, they also show that complex heat supply systems often require intensive monitoring and 

optimization over an extended period following commissioning to ensure sustained operational performance. 

Several optimization measures are currently under development, and their implementation will be monitored 

and evaluated in the next phase. 
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Achieving Sustainable Buildings: Balancing Energy Efficiency 
and Comfort through Ventilation Management 
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Abstract 

Proper ventilation management is essential for balancing energy requirements and limiting indoor CO2 

concentration. A high continuous ventilation rate ensures safe indoor CO2 levels but significantly increases 

energy consumption. The high energy demand often leads building owners and occupants to prioritize 

meeting thermal requirements while neglecting the importance of indoor air quality. To optimize energy 

demand while maintaining thermal comfort and safe CO2 limits, intermittent ventilation or reduced 

ventilation rates must be employed. Based on this study, different occupant densities provide varying 

ventilation time gaps to maintain CO2 concentration within safe limits and offer an opportunity to save 

energy. For occupant densities higher than 50 m3/person, a maximum ventilation gap of 250 minutes can be 

utilized, and the ventilation gap depends on the outdoor CO2 level. For safe CO2 levels at occupant densities 

above 20 m3/person, continuous ventilation of 1.0 ACH suffices, while higher densities necessitate 

intermittent ventilation to cut energy demand.  Energy use increases with higher ventilation rates and 

occupant densities, ranging from 1.25 to 2.28 times compared to the base case for 10 m3/person to 90 

m3/person, respectively. Continuous ventilation at 2.0 and 3.0 ACH is required for lower occupant densities 

of 20 m3/person and 10 m3/person, which escalates energy use. So, it is recommended that lower occupant 

densities be avoided in indoor spaces. Tailored ventilation strategies can achieve approximately 50% energy 

savings in building operations.  

Keywords: CO2 concentration, intermittent ventilation, energy saving, occupant density, ventilation gap 

1. Introduction 

Human society is facing a lot of serious trouble in terms of environmental air pollutants and way of life. 

Indoor air quality (IAQ) is essential to enhance the quality of life, given that people spend most of their time 

in indoor spaces. Environmental pollution stands as a consequential and irreversible outcome of heightened 

energy consumption and the consequent combustion of fossil fuels. The International Environmental Agency 

reported that the rise in electricity demand on a global level in 2021 is 5%, which is almost met by fossil 

fuels (IEA, 2021). Total energy-related emissions increased by around 900 Mt between 2019 and 2023 with 

the growing development of major clean energy technologies such as solar PV, nuclear, wind, electric cars, 

and heat pumps. Otherwise, the expected increase in CO2 emissions would have been threefold of emissions 

during the same period (IEA, 2023). In the year 2022, the global demand for air conditioning devices reached 

approximately 117.8 million units, marking the highest figure of the past decade and surpassing the peak 

recorded in 2019, which stood at around 116 million units (Statista, 2022).  The global air quality based on 

the CO2 concentration range underlined is in a good category 86% of the time. However, the Asia–

Pacific (APAC) region belongs to the risk category approximately 10% of the time. The average CO2 

distribution highlighted in the Figure 1 for different regions. This data analysis is a collective representation 

of both the number of occupants present and ventilation. However, relying on simple statistics may not 

provide a comprehensive picture of the indoor air quality because occupancy densities play a vital role in 

CO2 accumulation (“IAQ Data Benchmarks for 2023: What are Average Levels of PM2.5, CO2, and TVOC 

in Different Regions?,” n.d.). As shown in Figure 2 (“Press Release Ifrma Page: Press Information Bureau,” 

n.d.), the AQI index can significantly impact ventilation requirements and underscores the limitation of 

relying solely on statistics for a comprehensive guideline. Figure 2 (a) illustrates the AQI distribution over 

the years based on the number of days, while Figure 2 (b) shows the monthly AQI distribution for various 

years.  
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Figure 1: Global CO2 concentration across all regions (a) percentage bar (b) daily indoor air distribution 

  

Figure 2: Delhi air quality index for different years (a) index division into days (b) monthly AQI level 

A study was presented by  (Baghoolizadeh et al., 2023) with the objective of achieving thermal comfort and 

improving CO2 concentration through the optimization of genetic algorithms in residential buildings. 

Optimization results revealed that thermal comfort improved from 52% to 80%, and concentration of CO2 

improved, ranging from 17% to 30%. (Sakamoto et al., 2022) has been calculated CO2 emissions rate per 

person and measured CO2 concentrations in the control environment once it has reached to steady state. The 

emission rates per person varied from 14.1 to 17.8 L/h for sedentary work: higher emissions calculated in the 

afternoon might be because metabolism increases after diet. (Franco and Leccese, 2020) were estimated 

indoor occupancy through CO2 concentration measurement for different types of activities. (Hussin et al., 

2017) CO2 measurements were observed in the university laboratory for 10 air-conditioned buildings and 

highlighted inadequate ventilation because CO2 concentrations exceeded the limit of 1000 ppm. (Lawrence 

and Braun, 2006) have presented models for predicting indoor CO2 concentrations, taking into account 

people as internal sources of emission. (Shriram and Ramamurthy, 2019) have emphasized that as 

recommended by ASHRAE, continuous ventilation results in high energy demand. (Salthammer, 2024) 

stressed the use of carbon dioxide as an air quality index because of fatal poisoning associated with it, and in 

indoor surveys, this substance receives less attention. (Krawczyk et al., 2016) conducted a CO2 measurement 

in school buildings situated in Bialystok and Belmez and found that with medium occupancy, CO2 

concentration exceeded recommended values. (Borowski et al., 2022) experimentally observed in the 

occupant thermal comfort and indoor air quality of the hotel building. The analysis in a hotel building 

revealed that most of the time, occupants feel thermally comfortable; however, CO2 concentration 

temporarily exceeded 2000 ppm. (Mahyuddin and Essah, 2024) considered CO2 concentrations as a 

parameter to explore the ventilation strategies and design guidelines for classrooms. The research 

documented standard classrooms may have occupant densities in the range of 1.8- 2.4 m2/ person. (Wargocki 

et al., 2002) unraveled indoor air quality improvement by enhancing air change rates; however, energy 

consumption for cooling and heating increased depending on the location and season. (Bakó-Biró et al., 

2007) aimed to establish a link between occupant cognitive performance and air quality using a classroom 

atmosphere. By performing in-situ experimental measurements and considering CO2 as an air quality 

indicator, the investigation revealed that low ventilation rates significantly decrease vigilance, attention, 

memory, and concentration. (Lu et al., 2010) developed a model for individual space for calculating CO2 

generation and ventilation rates in mechanically ventilated buildings. (Kim and Choi, 2019) inquired about 

the impact of increased outdoor CO2 on the ventilation rate for buildings located in Shanghai, China. The 

research unveiled that to maintain indoor CO2 levels with an increase in outdoor CO2 levels, the outdoor flow 
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rate needs to be increased.   

The current amount of literature has extensively explored the challenges posed by the accumulation of CO2 

in indoor environments. Further research has also unveiled the potential for energy saving as a result of 

optimizing indoor air quality and thermal comfort. The comprehensive determination of ventilation cycle 

time or minimum ventilation requirement is imperative for the efficient operation of mechanical ventilation 

in spaces equipped with ductless air conditioning systems. Previous recommendations have resulted in high 

energy demand, emphasizing the need for accurate calculations to optimize energy consumption. By utilizing 

the ventilation cycle time, occupants can effectively reduce accumulated CO2 concentrations in indoor spaces 

without the necessity of installing expensive sensors. The aim of this research is to evaluate the ventilation 

cycle time and potential of energy saving compared to recommended ventilation for different occupant 

densities and ambient CO2 concentrations. 

The analysis, detailed through numerical results and experimental model validation, includes the following 

objectives: 

• Measuring indoor CO2 concentration in the actual environment to validate the numerical model in 

office space.  

• Analysing indoor CO2 concentration levels based on outside concentration levels and indoor 

occupant densities. 

• Determining the impact of ventilation rate on energy consumption and indoor CO2 level for 

numerous occupant’s densities. 

2. Methodology 

In several research studies, CO2 as indoor air quality presented a concern for occupants; however, some 

denied the potential concern and stressed the other indoor quality parameters. The effect of other air quality 

parameters might have a strong potential to deteriorate the occupant's health compared to CO2 

concentrations. However, this research is focused on maintaining the CO2 concentrations within the safe 

limit because other indoor air quality parameters have less concentration change in most indoor spaces than 

CO2 levels. The variation in outdoor CO2 concentration provides an understanding of the season and the 

effect of locations. To analyze the indoor CO2 concentrations, a constant occupancy schedule was considered 

between 8:00 to 18:00 hours, and except this time, there is no occupancy associated with the building spaces. 

As a case study, we developed a two-story building (627.25 m2) model through Design Builder located at the 

Indian Institute of Technology in Delhi (IITD), India. The main methodologies for this study were 

categorized in part:  

• Measurement of indoor CO2 concentration in an actual indoor environment to validate the numerical 

model.  

• Calculation of the CO2 concentration by numerical modeling for specific occupancy duration with 

constant building infiltration.  

• Comparison of the impact of continuous ventilation rate on building energy demand and indoor CO2 

concentration. 

 

Numerical modeling examines how insufficient air circulation can lead to elevated CO2 levels, potentially 

compromising occupants' well-being. By exploring various occupant densities and outdoor CO2 levels, the 

study investigates the impact of the continuous replacement of indoor air on energy consumption and indoor 

CO2 regulation. The study also proposes intermittent ventilation operation as a strategy to effectively 

mitigate CO2 concentrations tailored to different space dimensions and occupancy levels. The research aims 

to recommend optimal ventilation rates and operational time for different occupant densities to maintain 

thermal comfort and acceptable CO2 levels while reducing energy usage. Additionally, it analyzes the 

patterns of CO2 accumulation and dissipation over time across different outdoor CO2 levels. The investigation 

scrutinizes a ventilation system's ventilation rate or operational intervals across different outdoor CO2 levels 

and indoor occupant densities, as delineated in Table 1. The study evaluated through a building model based 
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on the assumption of an infiltration rate of 0.2 ACH, attributing to leakage through cracks, and the occupant 

CO2 generation rate of 4.16 × 10−8 m3/s-W. The ACH is basically a unit of measurement of air circulation 

or replacement in a space, which stands for air changes per hour. The circulation or replacement of air in 

space can happen in controlled and uncontrolled ways. The transient air mass balance equation (eq. 1) 

calculates carbon dioxide concentration in zone air (<i>EnergyPlusTM Version 22.1.0 Documentation 

Engineering Reference</i>, 2022). The two-story building model at IIT Delhi is being considered for the 

analysis of energy-saving potential and validation purposes, as depicted in Figure 3. The details of the 

building dimensions, orientation, and envelope material properties are streamlined (Verma et al., 2023). The 

building space and envelope thermal properties important for building energy modeling have been delineated 

in Table 2 and Table 3, respectively.   

Table 1: The numerical study parameters and variations 

Parameter Range 

Outside CO2 concentration (ppm) 150, 250, 350, 450 

Occupant density (m3/person) or (m3/p) 10, 20, 30, 40, 50, 60, 70, 80, 90 

Exhaust ventilation rate (ACH) 1.0, 2.0, 3.0 

Infiltration (ACH) 0.2 

 

Table 2: Overall building envelope and space information 

Item Description 

Total conditioned area (m2) 627.25 

Overall window-to-wall ratio (WWR) 0.2 

Number of floors 2 

Floor to floor height(m) 3.5 

Floor to ceiling height (m) 3.0 

Window-sill height (m) 0.8 

 

Table 3: Building envelope thermal properties 

Building 

Element 

Component layer Component material Material 

Thickness 

(m) 

U-value (W/m2K) 

 

Exterior wall 

Layer 1(outside) Plaster  0.0125  

Layer 2 Brick 0.225 1.566 

Layer 3(inside) Plaster  0.0125  

 

 

Roof 

Layer 1(outside) Lime sand render 0.1  

Layer 2 Reinforced Concrete 0.1  

Layer 3 Cast Concrete 0.2 1.36 

Layer 4 Air gap 0.5  

Layer 5(inside) Gypsum (false ceiling) 0.01  

 

 

Ground Floor 

Layer 1(outside) Medium weight concrete 0.075  

Layer 2 Brick 0.075  

Layer 3 Concrete, Reinforced 

(with 2% steel)  

0.0250 2.181 

Layer 4 Cement screed 0.025  

Layer 5(inside) Ceramic/clay tiles 0.025  

Internal 

partition 

Layer 1(outside) Cellulosic insulation 0.001  

Layer 2 Plywood (Heavyweight) 0.025 2.180 

 Layer 3(inside) Cellulosic insulation  0.001  
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Figure 3: Building model used to calculate energy consumption and CO2 concentration. 

𝜌𝑎𝑖𝑟𝑉𝑧𝐶𝐶𝑂2
𝑑𝐶𝑧

𝑡

𝑑𝑡
= ∑ 𝑘𝑔𝑚𝑎𝑠𝑠𝑠𝑐ℎ𝑒𝑑 𝑙𝑜𝑎𝑑

×  106 + ∑ �̇�𝑖(𝐶𝑧𝑖 − 𝐶𝑧
𝑡)𝑁𝑧𝑜𝑛𝑒

𝑖=1
𝑁𝑠𝑙
𝑖=1 +  �̇�𝑖𝑛𝑓(𝐶∞ − 𝐶𝑧

𝑡) +

 �̇�𝑠𝑦𝑠(𝐶𝑠𝑢𝑝 − 𝐶𝑧
𝑡)                                                                 (eq.1) 

Where ∑ 𝑘𝑔𝑚𝑎𝑠𝑠𝑠𝑐ℎ𝑒𝑑 𝑙𝑜𝑎𝑑
 

𝑁𝑠𝑙
𝑖=1  indicates internal CO2 load due to occupancy (kg/s),  ∑ �̇�𝑖(𝐶𝑧𝑖 − 𝐶𝑧

𝑡)𝑁𝑧𝑜𝑛𝑒
𝑖=1  

denotes CO2 transfer due to interzone air mixing (ppm-kg/s), �̇�𝑖𝑛𝑓(𝐶∞ − 𝐶𝑧
𝑡) represents CO2 transfer due to 

ventilation and infiltration of ambient air (ppm-kg/s), �̇�𝑠𝑦𝑠(𝐶𝑠𝑢𝑝 − 𝐶𝑧
𝑡) indicates CO2 transfer due to system 

supply (ppm-kg/s). Furthermore, the terms 𝐶∞, 𝐶𝑧
𝑡 , 𝐶𝑧𝑖 , 𝐶𝑠𝑢𝑝  represents the CO2 concentration of outdoor zone 

air, the CO2 concentration at the current time, the CO2 concentration being transferred into this zone, and the 

CO2 concentration in the supply air stream by the system, respectively, measured in parts per million (ppm). In 

addition,  𝐶𝐶𝑂2 indicates CO2 capacity multiplier and  𝑉𝑧 denotes zone volume (m3).  

This study simulated indoor CO2 levels for various outdoor CO2 concentrations and different air change rates 

per hour over a period of 10 hours, from 8:00 AM to 6:00 PM on a typical weekday. Generally, the indoor CO2 

concentration increased starting at 8:00 AM and continued to rise until 6:00 PM due to constant occupancy 

during this period. After these spaces were vacated, the CO2 concentration began to decrease, continuing until 

the start of occupancy the following day. Atmospheric CO2 levels vary with the time of day and exhibit 

seasonal fluctuations in any given location. Therefore, we considered different atmospheric CO2 levels in the 

present study, which cover variations across seasons and locations. In all cases, the indoor CO2 concentration 

was calculated for an infiltration rate of 0.2 ACH.  

The numerical building model for CO2 concentration was validated through experimental monitoring of indoor 

CO2 levels. These concentrations were measured using a carbon dioxide probe connected to a microclimatic 

datalogger (HD32.1), as shown in Figure 3. The CO2 sensor operates on the non-dispersive infrared (NDIR) 

principle with a dual-source configuration. The measurement uncertainty of the sensors is specified as ± (50 

ppm + 3% of the reading) under standard conditions of 20°C, 50% relative humidity, and 1013 hPa. The 

validation results of the building model presented in Figure 5. The model was validated for building space 

known as the Thermal Devices Testing Laboratory (TDTL) at the Department of Energy Science and 

Engineering, IIT Delhi. The two-story building where the laboratory is located has a total area of 627.25 m², 

with the TDTL occupying approximately 30.79 m². A numerical analysis was performed to validate indoor 

CO2 concentration by monitoring occupancy variations and the operation of the ventilation system from 10:00 

to 16:30. The ventilation system was activated one hour prior to the experiment, at 09:00, to equalize the 

indoor CO2 concentration with that of the ambient environment. During this period, the indoor space was 

maintained without occupancy and without the air-conditioning system in operation. The variations in 

occupancy and the switching on/off of the exhaust ventilation system are illustrated in Figure 5. Furthermore, 

the numerical and experimental results were presented, showing a strong agreement. The variation in 

numerical results fell within the uncertainty range of the carbon dioxide sensor measurements.  

 
R. Verma et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

326



 

Figure 4: Thermal microclimatic datalogger HD32.1 

 

Figure 5: Model validation for CO2 concentration 

3.  Results and Discussion 

The calculation of CO2 concentration for various occupant densities, ranging from 10 to 90 m3/person, and 

different outdoor concentrations was performed using computational modeling with Design Builder and 

Energy Plus. The study considered a 10-hour occupancy period from 08:00 to 18:00, during which the CO2 

concentration was monitored starting at 08:00, as accumulation began with the onset of occupancy. After the 

unoccupied period starting at 18:00, the CO2 levels began to decrease due to building infiltration alone, as 

illustrated in Figure 6. The study has been conducted for occupant densities varying from 10 m3/person to 90 

m3/person during the occupied period from 08:00 to 18:00. The safe CO2 concentration limit considered  

1,000 ppm, as highlighted in Figure 6 since exposure to concentrations above this threshold has been linked 

to neurophysiological symptoms such as headaches, fatigue, and difficulty concentrating (Muscatiello et al., 

2015). In addition, Figure 5 illustrates the variation in indoor CO2 concentration over time as a function of 

occupant density under different outdoor CO2 concentrations. The four outdoor CO2 concentrations analyzed 

in the study were 150 ppm, 250 ppm, 350 ppm, and 450 ppm. Unintentional infiltration occurred through 

cracks in the building envelope as well as through doors and windows. This infiltration significantly impacts 
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both energy consumption and indoor CO2 concentration levels. To address this, the study assumed a constant 

infiltration rate of 0.2 ACH for both occupied and unoccupied periods. Maintaining a lower infiltration rate 

helps to minimize energy consumption while ensuring thermal comfort for occupants during occupied 

periods.  

Figure 6 (a) illustrates the accumulation of indoor CO2 concentrations at varying occupant densities, 

assuming an outdoor CO2 concentration of 150 ppm. For occupant densities exceeding 80 m3/person, CO2 

levels remain below 1000 ppm during the 10-hour occupied period. However, lower occupant densities result 

in CO2 concentrations surpassing safe limits. Occupant densities below 50 m3/person are particularly critical, 

as indoor CO2 concentrations increase rapidly, exceeding 2000 ppm. A decrease in occupant density results 

in faster CO2 accumulation. In scenarios without ventilation, indoor CO2 concentration exceeds the safe limit 

within the occupied period for all mentioned occupant densities. Specifically, for occupant densities of 40 

m3/person and below, the safe CO2 limit is surpassed within 200 minutes of occupancy duration. For 

occupant densities above 50 m3/person, mandatory ventilation is not required until 250 minutes of occupancy 

duration. In spaces with an occupant density of 10 m3/person, CO2 concentration rapidly exceeds the safe 

level, necessitating mandatory ventilation within 60 minutes of occupancy. Similarly, for an occupant density 

of 20 m3/person, ventilation is required within 90 minutes of occupancy to maintain a safe CO2 level. 

Furthermore, for occupant densities of 10 m3/person, ventilation is needed at the beginning of the next 

occupancy period to release accumulated CO2, as an infiltration rate of 0.2 ACH is insufficient to reach 

outdoor CO2 levels. Therefore, it is advisable to provide ventilation before the start of the next occupancy 

period for occupant densities below 20 m3/person, which will also help in saving energy. Furthermore, the 

accumulation of indoor CO2 concentration for numerous occupant densities for different ambient CO2 levels 

has been illustrated in Figure 6 (b, c, d). As outdoor CO2 concentration increases, the occupant densities 

cross the safer limit of CO2 concentration in less time. This signifies that outdoor CO2 concentration levels 

are crucial in ventilation requirements and energy consumption. Moreover, the detailed ventilation gap 

analysis for all outdoor CO2 concentrations and occupant densities has been outlined in Table 4.   
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Figure 6: The impact of occupant density on indoor CO2 concentration in case of no ventilation for outdoor concentrations (a) 

150 ppm, (b) 250 ppm, (c) 350 ppm, (d) 450 ppm. 

Table 4: Ventilation gap analysis for indoor space for different ambient CO2 level 
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(ppm) Approximate time (minutes) to cross indoor CO2 concentration above the safer limit  

150   580 450 330 250 190 150 90 60 

250  570 440 350 270 210 170 140 85 55 

350  410 335 285 220 180 140 110 80 45 

450  320 270 245 190 160 125 95 80 45 

 

Ventilating indoor air to the outdoors helps reduce indoor CO2 concentration by introducing lower-pollutant 

outdoor air into building spaces. However, this process also increases the building's energy consumption due 

to the influx of hot or cold ambient air into indoor spaces. The energy consumption is influenced by both the 

ventilation rate and the surrounding environmental conditions. This study conducted calculations with 

ventilation rates ranging from 1.0 ACH to 3.0 ACH in intervals of 1.0 ACH. Atmospheric conditions 

significantly affect building energy consumption, and for the purpose of comparison, the environmental 

conditions were kept constant across all cases. Energy consumption varies substantially throughout the year 

due to fluctuations in the building's thermal load, with the highest thermal loads occurring during the 

summer. This study provides a comparative analysis of the annual energy consumption related to both 

cooling and heating requirements. Figure 7 presents a comparison of energy consumption in relation to 

variations in occupant density and ventilation rates. As illustrated in Figure 7, higher occupant densities 

result in lower energy consumption compared to lower occupant densities. Notably, energy demand increases 

significantly when occupant density falls below 30 m3/person for the same ventilation rate. The lower 

occupant densities necessitate higher energy consumption because the present location belongs to a cooling-

dominated region. The reduced occupant density leads to greater indoor heat accumulation due to the 

metabolic rate of individuals. Additionally, increasing ventilation rates in response to elevated atmospheric 

CO2 concentrations further exacerbates energy consumption. The energy consumption changes with the 

ventilation rate, and the comparison of the energy requirement is calculated as depicted in Figure 8 for 

different ventilation rates with the base case (no ventilation). The energy consumption for the building in the 

case of a 1.0 ACH ventilation rate varies from 1.25 to 1.54 times higher than the base case scenario (no 

ventilation) for occupant densities 10 m3/person to 90 m3/person. The increase in energy consumption is 

higher for higher occupant densities than in comparison with no-ventilation. For the ventilation rate 3.0 

ACH, the energy consumption increased from 1.66 and 2.28 times for occupant densities 10 m3/person and 

90 m3/person as compared to no ventilation case. However, the increase in energy consumption may 

discourage building owners from providing continuous ventilation in indoor spaces.  

 

Figure 7: Annual energy consumption of building to maintain thermal comfort 
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Figure 8: Comparison of energy consumption with no ventilation  

Based on the different continuous ventilation rates, indoor CO2 concentration presented in Figure 9 for 

outdoor CO2 concentration of 450 ppm. Ventilation was provided during the occupied period only, and 

indoor CO2 concentration diffusion happened during the remaining time due to the building's infiltration of 

0.2 ACH. The continuous ventilation rate of 1 ACH, as illustrated in Figure 9 (a) occupant densities of 10 

m3/person and 20 m3/person crosses safe indoor limits. Furthermore, 2.0 ACH continuous ventilation 

maintains indoor CO2 concentrations for all occupant densities except 10 m3/person. The spaces with 

occupant density 10 m3/person required a continuous ventilation rate of 3 ACH. A continuous ventilation rate 

of 3 ACH is sufficient to maintain safe indoor CO2 concentrations. For higher occupant densities above 50 

m3/person, intermittent ventilation can provide significant energy savings. Furthermore, the ventilation rate 

must be controlled according to the outdoor AQI level because severe AQI regions might worsen indoor air 

quality due to the exchange of indoor air with outdoor air. As illustrated in  Figure 2 Delhi's air quality index 

reaches severe conditions that require avoidance of ventilation in these days.  

  

 
Figure 9: Indoor CO2 concentration for 450 ppm outdoor CO2 level with ventilation (a) 1.0 ACH (b) 2.0 ACH (c) 3.0 ACH 
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that inadequate ventilation diminishes indoor air quality by accumulating CO2 released by occupants. The 

annual energy consumption can be reduced by controlling the ventilation rate based on indoor occupant 

densities. The main objective of the research was to enhance indoor air quality and control energy 

consumption by assessing mandatory ventilation requirements for different occupancy scenarios. The 

findings revealed that adapting different ventilation rates for different occupant densities provides less 

energy losses. The conclusions of this work are outlined below: 

 

• Energy consumption escalates with increased ventilation rates and occupant densities, ranging from 

1.25 to 2.28 times the base case (no ventilation). Specifically, at 1.0 ACH, energy consumption rises 

between 1.25 and 1.54 times, while at 3.0 ACH, it increases from 1.66 to 2.28 times in comparison 

with the base case for occupant densities ranging from 10 m3/person to 90 m3/person respectively. 

Therefore, optimizing ventilation is crucial for balancing energy efficiency and indoor air quality. 

• Occupant densities exceeding 20 m3/person require a maximum continuous ventilation rate of 1.0 

ACH to maintain a safe indoor CO2 concentration limit of 1000 ppm. For higher occupant densities, 

intermittent ventilation, as outlined in Table 4, can be utilized to maintain safe CO2 levels and 

ensure thermal comfort, thereby further reducing energy demand. 

• This analysis indicated that maintaining a safe CO2 concentration at an occupant density of 20 

m3/person requires a continuous ventilation rate of 2.0 ACH, while a density of 10 m3/person 

necessitates 3.0 ACH. This escalation in ventilation rates results in an increased energy demand, 

ranging from 1.17 to 1.27 times higher for 2.0 ACH and 1.33 to 1.47 times higher for 3.0 ACH, 

compared to a baseline of 1.0 ACH. Consequently, it is recommended that building owners limit 

occupant density to above 20 m3/person to optimize energy efficiency and maintain indoor air 

quality. 

• After a nighttime occupancy gap, indoor CO2 levels were near the ambient level for most of the 

occupant densities. At the start of occupancy in the morning,  low CO2 levels in indoor spaces can 

be leveraged to save energy by delaying the operation of the ventilation system. Without ventilation, 

indoor CO2 levels exceed the safe limit after 45 minutes of occupancy at a density of 10 m3/person. 

This time frame extends with higher occupant densities and can be strategically utilized based on 

building operation scenarios. 

• Implementing tailored ventilation strategies based on specific building scenarios can save up to 50% 

of building energy. Post-night occupancy, leveraging ambient CO2 levels can also save further 

energy. 

 

This research will assist policymakers and building owners with specific requirements in developing a 

comprehensive roadmap for optimizing energy efficiency and maintaining safe indoor air quality under 

varying occupancy and outdoor conditions. Furthermore, this study was based on constant occupant densities 

over a 10-hour duration, considering an infiltration rate of 0.2 ACH. However, actual building spaces may 

experience fluctuations in occupant density over short timeframes. These variations may not significantly 

impact energy demand, but further research is needed to determine more precise ventilation time. Moreover, 

a detailed analysis might be helpful in more accurate ventilation interval analysis for different types that 

represent different infiltration. 
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Abstract 

The use of central instantaneous water heaters enables the use of buffer storage systems for domestic hot water 

provision. No hygiene requirements need to be observed for buffer storages, so a larger temperature stratification 

with lower temperatures at the bottom is permissible than for potable water storage tanks. This leads to energy 

benefits, as the efficiency of temperature-sensitive heat generators such as solar thermal and heat pump systems can 

be increased by lowering the mean storage temperature. 

This study examines the influence of instantaneous water heaters on the efficiency of three different (partially) 

regenerative central heating systems. They are considered large-scale systems and must comply with the relevant 

regulations in Germany. The results are compared with a reference system with a focus on the CO2 emissions during 

operation and the associated energy costs. For this purpose, a parameter variability study is conducted using the 

TRNSYS simulation environment. Instantaneous water heaters with different performance levels, the influence of a 

return flow distribution using various mechanisms at different actuating times and the influence of the tapping and 

circulation load were investigated. Furthermore, the storage setpoint temperature was minimized for each 

combination option. 

Keywords: potable water hot, buffer storage, instantaneous water heater, efficiency, regenerative combi systems 

Final energy consumption FEC Gas boiler GB 

Potable water hot PWH Instantaneous water heater IWH 

Potable water hot, circulation return PWH-C Electric instantaneous water heater El.IWH 

Potable water cold PWC Buffer storage BS 

Heat pump HP Apartment building AB 

Solar thermal ST   

1. Introduction 

Within the last 10 years, FEC per capita in Germany has fallen slightly and was around 28 MWh (100 GJ) in 2022. 

Just over half of this is accounted for by the heating sector. One focus is on space heating and PWH in the residential 

sector, which accounts for around a third of the total FEC. The FEC share for potable water heating has remained 

relatively constant at around 5 % over the last 10 years. The largest share of this, 4.47 % points, was accounted for 

by private households in 2022. In the same year, the share of renewable energies in total potable water heating was 

only 12.6 %. (AGEB 2023) 

The energy modernization of existing buildings makes it possible to reduce the flow temperature level for heating. 

This is in contrast to the PWH supply. Hygienic requirements pose a challenge in particular for large systems, 

especially for temperature-sensitive heat generators such as HP and ST systems. Therefore, the focus of science is 

increasingly on efficient and hygienic potable water heating. (Pärisch et al. 2020a) 

The use of central IWH enables the use of BS. With BS, no hygiene requirements need to be observed, allowing for 

a wider temperature range, including lower temperatures, compared to PWH storage. This leads to energy benefits, 

as the efficiency of temperature-sensitive heaters such as ST and HP can be increased by creating a cold preheating 

zone. (Pärisch et al. 2020b) 

International Solar Energy Society EuroSun 2024 Proceedings

 

© 2024. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
10.18086/eurosun.2024.02.18 Available at http://proceedings.ises.org334



 

In Germany, 53 % of homes are in apartment buildings (AB), which therefore account for a significant proportion of 

the FEC (Statistisches Bundesamt 2023). Therefore, more efficient PWH systems in AB are particularly relevant for 

the FEC in Germany. 

In order to design the domestic hot water systems more efficiently, this study investigates the influence of technical 

properties of IWH on the efficiency of three different (renewable) central heating systems in AB. The heat centers 

each supply an AB with 8 residential units with PWH. They are therefore considered to be large systems for which 

hygiene regulations according to the generally acknowledged rules of technology must be observed. This means that 

a temperature of 60 °C must be maintained at the IWH outlet and the temperature of the circulating water (PWH-C) 

must not be less than 55 °C. 

The results are compared with a reference system with a gas boiler (GB) and PWH storage. For this purpose, a 

parameter variation study is carried out in the TRNSYS simulation environment. A particular focus is placed on the 

potential savings in energy costs and CO2-equivalent emissions. This study serves as a continuation of the earlier 

investigations by Pärisch et al., see (Pärisch et al. 2020b; Pärisch et al. 2020a; Keuler et al. 2022), in which the 

influence of other parameters and heat centers is investigated. 

2. System models 

This chapter presents the four systems examined. The most important TRNSYS types used and their key parameters 

are: 

• Modulating GB: Type 204 (Glembin et al., eds. 2013) with 28.5 kW, water content 7.3 l and efficiency of 

96.6 %; 

• Modulating HP: Cascade of three Types 401 (Afjei and Wetter 1997) and interpolation with a typical 

thermal output of 20 kW; 

• ST: Type 832v600 (Haller et al. 2012) with 32 m² and an inclination angle of 45° and inversion factor of 

0.81 and coefficient of loss of lin. 3.757 and quadr. 0.0147, which represents a flat-plate collector; 

• BS: Type 340 (Drück 2006) with energy efficiency labeling according to (EU-Verordnung Nr. 812/2013 

2013) and (EU-Verordnung Nr. 814/2013 2014). 

The investigations in this study are carried out in TRNSYS 18 (version 18.04.0001) for an AB with 8 residential 

units. Annual simulations with a time resolution of 5 s are carried out. To reduce the simulation time, the dynamic 

coupling of the system technology with the building is dispensed with and only the PWH load profile is used. We 

consider this to be justified when using a separate heat storage for potable water heating with a PWH priority circuit 

of the heat generator. An ambient temperature is required for the individual components, which is set to 15 °C for all 

components in the boiler room. The storage connection positions are specified from 0 to 1 as a relative height. The 

4 systems shown in Figure 1 are described below. 
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Figure 1: Hydraulic plans of the four systems: I Reference system; II Solar thermal & gas boiler system; III Heat pump & gas boiler 

system; IV Heat pump & electrical instantaneous water heater. 

Description System 1: Gas boiler with PWH storage 

In the reference system, heat is generated by a gas condensing boiler, which heats a PWH storage monovalently. A 

PWH storage supplies the AB with PWH. The PWH outlet is at a height of 1, whereas PWC and the PWH-circulation 

(PWH-C) enter the storage from below, i.e. at a relative height of 0. Due to the size of the system, a circulation pipe 

must be installed. This is connected to the PWC pipe just before the storage inlet. The GB transfers the energy to the 

potable water via an immersed pipe heat exchanger with an inlet height of 0.55 and an outlet at 0.05. This means that 

the storage has four connections. They are equipped with heat siphons to minimize losses. As a result, the storage 

has an average UA value of 2.25 W/K with a volume of 600 l. A thermostatic control unit with a temperature sensor 

is used to control the GB. This is positioned centrally between the flow and return of the GB. It is switched on at a 

temperature below 65 °C and switched off at over 70 °C. 

Description of system 2: Solar thermal & gas boiler 

In the second system, a ST and a GB are used as heat generators (ST&GB-system). They bivalent parallel heat a BS 

with 1600 l. The BS supplies the IWH with heating water. If required, this heats the potable water for the AB. The 

flow of the IWH is located at the top at a relative height of 1. During hot water draw-off, the cold heating water is 

fed in at the bottom. In circulation operation, it can be fed in at a relative height of 0.55. The BS has a volume of 

1600 l and a total of seven connections. All of them are equipped with heat siphons to avoid pipe-internal circulation 

losses. The BS therefore has an average UA value of 4.1 W/K. The flow of the GB is at a height of 0.8, the return at 

0.6. The GB is controlled by means of thermostatic regulation with a temperature sensor. This is positioned in the 

middle between the flow and return. The GB is switched off at 5 K above the set temperature (part of the parameter 

variation). In addition, there is a protective control which stops the GB and the ST as soon as the temperature sensor 

at the top of the BS registers over 95 °C. The flow of the ST is at a height of 0.5, the return flow at 0.03. As suggested 

in (Mercker and Arnold 2017), an area of 4 m² is used for each apartment. This results in a total area of 32 m². The 

heat is transferred via an external heat exchanger with a UA value of 100 W/K per m² collector area (VDI 2014). It 

is also controlled via a centrally positioned temperature sensor between the flow and return. If the collector 

temperature is 15 K higher than the lower BS area, the primary pump is started. It is stopped when the temperature 

falls below 5 K. The secondary pump starts as soon as the temperature in the flow of the primary side of the heat 

exchanger exceeds the BS temperature by 7 K and stops at a difference of less than 3 K. The pumps operate at 640 l/h 

in the low-flow range. As soon as the maximum BS temperature of 95 °C is reached, only the secondary pump is 

switched off. To protect the system components, the primary pump is switched off at collector temperatures above 

130 °C. 

 
J. Walter et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

336



 

Description of systems 3 and 4: Heat pump & gas boiler as well as heat pump & electric instantaneous 
water heater 

The third system uses a HP and a GB as the heat generators (HP&GB-system), the fourth system uses a HP and an 

electric instantaneous water heater (El.IWH) (HP&El.IWH-system). As both systems are very similar, they are 

described in one chapter. They provide bivalent parallel heating for a BS with 1600 l. The storage connections of the 

IWH, as well as the number of connections and size, and the resulting UA value, are the same as for the ST&GB 

system. However, the heat generators are connected differently to the BS. The flow of the heat pump is at a height 

of 0.5, the return flow is at a height of 0.15. The flow of the El.IWH or GB is at a height of 0.8, the return flow at 

0.6. The HP has a geothermal probe available as a heat sourcec. The control works by means of a thermostatic control 

with one temperature sensor each, which is positioned centrally between the respective flow and return. The heat 

pump is switched on at 55 °C and switched off at 60 °C so that the maximum heat pump temperature of 62 °C is not 

exceeded. The upper heat generator is switched off at 5 K above its set temperature, which is part of an optimization. 

The output of the GB and the El.IWH is 28.5 kW. 

Location 

The building location is the city of Zurich and represents a moderate, central European climate (Heimrath and Haller 

2007). The weather data is provided by Meteonorm 8. The radiation data is based on the climate period from 1996 

to 2015, the other parameters are based on the years 2000 to 2019. The PWC inlet temperature is calculated according 

to Task 32 (Heimrath and Haller 2007) using Eq. 

𝜗CW = 𝜗CW,Av + dϑCW,AMP ∙ 𝑆𝐼𝑁 (360 ∙
𝑇𝐼𝑀𝐸 + 24 ∙ (273.75 − d𝑡CW,Shift)

8760
). (eq. 1) 

The following applies to Zurich: the average temperature 𝜗CW,Av [°C] = 9.7, the maximum amplitude  

d𝑇CW,AMP [°C] = 6.3, and the shift d𝑡CW,Shift [d] = 60. The time TIME is given in h and corresponds to the hour of 

the year. BHE is from an internal ISFH pre-simulation and is imported into this simulation in order to shorten the 

calculation time. 

3. Object of investigation: instantaneous water heaters 

The IWH heats the PWC to PWH with a plate heat exchanger in the flow. To provide the thermal energy, BS are 

used, which are heated directly by one or more heat generators. (Albers, ed. 2021) 

The most important features of IWH in terms of energy efficiency are according to (Pärisch et al. 2020b): 

1. The necessary excess temperature of the heating water compared to the desired PWH temperature. 

2. The cooling of the return flow compared to the PWC temperature. 

3. The changeover time of the return valve, or two pump solutions, for switching between circulation and tap 

operation so that temperature stratification can be maintained. 

The UA value of the IWH was determined empirically in the lab of ISFH according to (Pärisch et al. 2020b) based 

on the quality of the heat exchanger and the mass flow rate according to  

𝑈𝐴 = 𝑓𝜗 ∙ (−3
W/K

(l/min)²
∙ �̇�secondary

2 + 295
W/K

(l/min)
∙ �̇�secondary) ∙ 𝑓 (eq. 2) 

with 

𝑓𝜗 = (1,0395 − 0,008 ∙ (𝜗P,in − 60 °C)). (eq. 3) 

The definition of the temperature correction factor f (see eq. 3) is limited to primary inlet temperatures 𝜗P,in between 

60 and 90 °C. The specific heat transfer coefficient (UA) is obtained in W/K where the secondary side flow rate 

�̇�secondary  is in l/min. Various high-performance heat exchangers and station concepts (see Figure 2) are simulated 

by varying the factor 𝑓. The factor is varied in the range from 1.0 to 2.5. A factor range of 1.0 to 1.5 stands for a 

standard IWHs according to Concept I, which is more than sufficiently efficient for the above-mentioned tapping 

profile in AB. The factor range from 1.5 to 2.0 represents large modules for AB in accordance with Concept II or III 

with a circulation module in parallel. A factor of 2.5 stands for particularly powerful heat exchangers or Concept IV, 

in which two heat exchangers are connected in series. 

The changeover time of the primary returns between the lower and middle storage area is examined with modeling 
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from 5 to 130 s, as well as without. The shortest changeover time of 5 s, which is the simulation time-step, is possible 

either with two pumps on the primary side or with fast-switching valves. 
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Figure 2: Left: Comparison of four different instantaneous water heaters according to (Pärisch et al. 2020b); Right: Average daily 

tapping and circulation demand (chapter 4). 

4. Parameter variation 

The parameter variations of the systems with IWH are listed in Table 1. There are 216 different possible parameter 

combinations per system. Including temperature minimization this results in 4536 possibilities. By using a binary 

search algorithm, however, significantly less simulation time is required to find the lowest setpoint temperature for 

each of the 216 different possible combinations. 

Table 1: Parameter variation table of the (partially) regenerative systems. 

UA factor f (IWH) 1.0, 1.5, 2.0, 2.5 

Changeover time return valve (s) 5, 20, 65, 100, 130, without 

Circulation load (kW) 0.2, 1.0, 2.0 

Tapping profile Family, Single, Mixed 

Setpoint temperature (°C) 55, 56, …, 75 

The aim is to find a minimum BS temperature for the respective variation case at which the PWH temperature never 

falls below 60 °C at the outlet of the IWH. The hard criterion makes it possible to compare the variants, as they all 

have the same level of comfort. This is achieved by varying the setpoint temperature, which is examined between 55 

and 75 °C in 1 K steps. Setpoint temperature means that as soon as the temperature at the sensor falls below this 

temperature, the heater is switched on. In all cases, the heaters are operated with a hysteresis, i.e. the heaters are 

switched off again at a certain excess temperature. This is always the case at 5 K above the set temperature. 

The variation of the circulation load is intended to cover different network topologies and insulation standards. The 

load of 0.2 kW stands for short insulated lines, 1 kW for long insulated lines and 2 kW for long uninsulated lines. 

Unlike with the old studies, this study uses high-resolution 5 s tapping profiles according to (Distelhoff et al. 2022). 

These high-resolution tapping profiles are necessary to correctly map the IWH with changeover of the return valve. 

Furthermore, three tapping profile are created for the parameter variation. A low (only young singles (Single)), a 

medium (mixed house occupants (Mixed)) and a high consumption (only families with two children (Family)) are 

considered in order to cover the "normal case" and two "extreme" scenarios. Simultaneities were avoided by shifting 

the profiles by one week each when using identical tapping profiles. The average daily tapping and circulation 

requirements are shown in Figure 2. The maximum peak loads at the tapping point with 45 °C are 22.8 l/min for 

singles, 33.6 l/min for mixed households and 37.2 l/min for families. 

The parameter variations of the reference system are listed in Table 2. The aim is to find a minimum storage volume 

for the 9 reference cases at which the PWH temperature does not fall below 60 °C at the outlet of the PWH storage. 

The results range from 200 l for the lowest to 800 l for the highest load. 
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Table 2: Parameter variation table of the reference system. 

Circulation load (kW) 0.2, 1.0, 2.0 

Tapping profile Family, Single, Mixed 

Storage volume (l) 200, 300, …, 1000 

5. Evaluation 

The key assessment parameters in this evaluation are the CO2-equivalent emission and energy cost savings compared 

to the corresponding reference system. Firstly, the absolute values of the reference system and the systems with 

simple IWH (UA factor of 1 and without return valve) are compared with each other. Then the potential savings of 

the (regenerative) systems with IWH variation compared to the reference system are analyzed. 

Various assumptions regarding energy costs and CO2 equivalents are necessary for this comparison. Considering the 

upstream chain emissions, the values for Germany are shown in Table 3. However, these only represent a snapshot 

for Germany and are subject to fluctuations and trends. For Germany, the Climate Protection Act stipulates, that 

emissions in the electricity sector will fall from 257 Mt of CO2 equivalents in 2022 to 108 Mt of CO2 equivalents by 

2030 (Agora Energiewende 2024). With a forecast electricity consumption of 658 TWh (Kemmler et al. 2021), this 

results in CO2-equivalent emissions of 164 g/kWh without upstream chain emissions. If the upstream chain emissions 

for electricity are neglected, the ratio electricity/gas is already 0.71 in 2030 instead of 2.17 in 2022 and even heating 

directly with electricity emits fewer CO2 equivalents than heating with gas. 

Table 3: Energy costs and CO2 equivalents for electricity and natural gas for Germany in 2022. 

 Electricity Natural gas Ratio 

Costs (€/kWh) 0.28 (Spiegel 2023) 0.0838 (Icha and Lauf 2023) 3.34 

CO2 equivalents (g/kWh) 498 (Statistische Bundesamt 2023) 230 (DVGW 2020) 2.17 

The calculation of the CO2 equivalent savings compared to the reference system with the same circulation load and 

tapping profile is carried out according to: 

𝑓save,CO2
= 1 −

𝑚CO2

𝑚CO2,Ref
. (eq. 4) 

Equivalently, the energy cost savings are calculated according to: 

The different ratio of emission factors and energy prices leads to a different weighting of the savings. The results 

based on costs and CO2 equivalents can therefore also be applied to other assumptions. For example, a natural gas 

price of 13 ct/kWh leads to a ratio of 2.15 and the expected cost savings can be seen from the CO2 equivalent savings. 

In the calculations, only the heat pumps are considered, but not the pumps and control systems. However, these 

values are generally less than 1 % compared to the amount of heat transferred and it is assumed that they are the 

same in all systems. 

Other parameters are important for the assessment: According to (VDI 2014), the solar fraction 𝑓sol and the solar 

utilization factor 𝜂sol are used to evaluate the ST&GB system. The solar fraction can also be transferred to the heat 

pump. The solar utilization factor is defined as the ratio of the amount of energy fed into the storage tank by the solar 

thermal system (system yield) 𝑄sol to the solar radiation energy 𝐻c, which hits the collector surface 𝐴KF within a 

year, to: 

𝜂sol =
𝑄sol

𝐴KF ∙ 𝐻c
. (eq. 6) 

To determine the solar fraction 𝑓sol, the quotient of the annual solar system yield 𝑄sol and the sum of 𝑄sol and the 

system yield of the gas boiler 𝑄boiler is calculated as follows 

𝑓sol =
𝑄sol 

𝑄sol + 𝑄boiler 
. (eq. 7) 

According to (VDI 2019), the seasonal performance factor SPFHP of the heat pump is determined from the ratio 

between the amount of heat generated 𝑄use and the electricity used for this 𝑊drive within a whole year, to 

𝑓save,K = 1 −
𝐾

𝐾Ref
. (eq. 5) 
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𝑆𝑃𝐹HP =
𝑄use

𝑊drive
. (eq. 8) 

According to (Baehr and Kabelac 2016), the GB utilization factor 𝜔boiler is calculated as follows 

𝜔boiler =
|𝑄n|

𝑚fuel
to 𝐻s

. (eq. 9) 

|𝑄n| is the usable heat supplied by the fuel input 𝑚fuel
to  and the calorific value 𝐻s.  

To limit the scope, however, only isolated values are given. 

Comparison of the systems 

First of all, the results contain certain outliers. This has to do with the search for the lowest possible storage tank 

setpoint temperature. Due to unfavorable operating states, there is not one minimum storage setpoint temperature but 

sometimes several. Unfortunately, the use of the binary search means that the lowest minimum is not always found. 

This worked better with the ST&GB system than with the HP&GB and HP&EL.IWH system, as the temperatures 

there are often higher than the set temperature due to the solar thermal system. 

For an initial overview, the 2022 CO2 equivalents and the energy costs of the four systems above the circulation load 

and the tapping profile can be compared in Figure 3. To avoid giving the impression that the current installation of a 

heat pump with direct electric heating has even higher emissions over its lifetime than the reference system, the CO2-

equivalent emissions for the year 2030 are shown in the discussion in Figure 7. The next chapters will deal in detail 

with the savings that can be made by increasing the performance of the plate heat exchanger and the influence of the 

return flow distribution. 

 

Figure 3: Comparison of the 2022 energy costs (left) and the 2022 CO2-equivalent emissions (right) of the four systems over the 

circulation load and the tapping profile (with UA factor of 1 and without return valve). 

The ST&GB system always has the lowest costs and emissions, as the radiation energy is free of emissions and costs. 

With low tapping profile and low circulation load, they can reach almost zero. However, the solar utilization rate 

then reaches its minimum at 18 %. 

The emissions of the HP&GB system are slightly lower than those of the reference system, whereas the energy costs 

are slightly higher. This behaviour can be explained by the relationship between the energy costs and emissions of 

gas and electricity. In this system, the actual efficiency of the GB is between 0.7 and 0.8. Assuming an efficiency of 

0.75, the ratio between gas and electricity is 2.5 for energy costs and 1.6 for emissions. The HP has an SPF of between 

2.8 and 3.3, which means that emissions and energy costs are lower. 

In the HP&El.IWH system, the El.IWH takes over the part of the gas boiler and operates with a significantly higher 

efficiency of 0.98. However, this cannot compensate for the approximately twice as high emissions and 

approximately three times higher energy costs of the electricity. As a result, the emissions are higher than with the 

reference system and the energy costs are significantly higher. 

Solar thermal & gas boiler system 

Figure 4 shows the potential savings of the ST&GB system with IWH variation in terms of CO2 equivalents and 

 
J. Walter et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

340



 

energy costs compared to the respective reference system. With this system, it is possible to show all variations 

clearly in one diagram, as the results of the individual variations are identical in terms of savings in energy costs and 

CO2 equivalents. They are therefore summarized below and described as savings. 

A higher UA factor always has a positive effect on the savings. It can increase the savings by up to 8 % points. This 

influence is to be expected, as the temperatures in the storage tank are lowered with a higher UA value and the ST 

system can therefore provide a higher proportion of the heat generation. The influence is greater the larger the hot 

water demand and the smaller the circulation load. 

In general, the lower the specific demand of the solar collector (kWh/m²) (Family→Single, circulation 

load = 2.0→circulation load = 0.2), the higher the savings from the solar thermal system. With higher circulation 

load, the return valve can be assessed as consistently positive. It can increase the savings by up to 8 % points. The 

shorter the changeover time and the higher the tapping profile, the higher the savings. This behaviour is to be 

expected, as temperature stratification is possible due to the return valve and is improved by a fast changeover time. 

This allows a cold zone to form in the lower part of the BS, which improves the temperature level for the ST system. 

However, with circulation load of 0.2 kW and especially with low UA values and large tapping profile, the savings 

are reduced with slow return valve. This is due to the significantly poorer efficiency of the GB, which becomes worse 

as soon as a return valve is used. This effect is compensated for at high circulation load by increasing the solar 

utilization factor. However, at low circulation load, the solar utilization factor stagnates over the changeover time. 

In addition, the storage losses tend to stagnate over the tapping profile for circulation load of 0.2 kW, whereas they 

can fall by over 300 kWh (1.08 GJ) from without return valve to short changeover time for high circulation load. 

 

Figure 4: Illustration of the savings in CO2-equivalent emissions and energy costs of the solar thermal & gas boiler system compared 

to the reference system via the changeover time (CT) of the return valve and the circulation load (CL) (w. RV: without return valve). 

Heat pump & gas boiler system 

Figure 5 shows the potential savings of the HP&GB system with IWH variation in terms of CO2 equivalents and 

energy costs compared to the corresponding reference system. 

The tapping profile has almost no influence on the CO2 savings. For a better overview, only the tapping profile 

Family is therefore shown. With a low tapping profile and high circulation load, however, the savings from a higher 

UA factor are significantly smaller. 

A higher UA factor always has a positive effect on the savings. It can increase the savings by up to 10 % points. The 

smaller the circulation load, the greater the impact. This influence is to be expected, as the temperatures in the BS 

are lowered with a higher UA value and the heat pump can therefore provide a higher proportion of the heat 

generation. In extreme cases, its share can be increased by up to 30 % points. 

A return valve can minimize the savings with fast switching and low circulation load. If it switches slowly, however, 

it reduces the savings by up to 2.5 % points. Two effects work against each other here: The share of HP drops 

significantly with the introduction of a return valve (up to 25 % points), but then stagnates as the changeover time 

decreases. The SPF of the HP, on the other hand, increases continuously (by up to 0.25), while the degree of 
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utilization of the GB first increases (by around 0.01) and then stagnates. 

When analysing the energy cost savings, the savings of the tapping profile Mixed are not shown for reasons of clarity, 

as they lie between those of the two others. A higher UA factor always has a positive effect on the savings. It can 

increase the savings by up to 8 % points. The smaller the circulation load, the greater the influence. This influence is 

to be expected, as the temperatures in the BS are lowered with a higher UA value and the HP can therefore provide 

a higher proportion of the heat generation. A return valve usually increases the savings by a few % points. The impact 

of the effect is different here than with CO2 savings, as the difference in costs between the heat generators is minimal 

and the efficiency benefits are more important here. The efficiency of both heat generators increases with a return 

valve and the lower the changeover time, the better the efficiency of the HP. 

 

Figure 5: Illustration of the CO2-equivalent savings (left) and the energy cost savings of the heat pump & gas boiler system compared 

to the reference system via the changeover time (CT) of the return valve and the circulation load (CL) (w. RV: without return valve). 

Heat pump & electric instantaneous water heater system 

Figure 6 shows the potential savings of the HP&El.IWH system with IWH variation in terms of CO2 equivalents and 

energy costs compared to the reference system. The tapping profile has only a minor influence on the CO2 savings. 

For a better overview, only the tapping profile Family is therefore shown. With a lower tapping profile and higher 

circulation load, however, the savings due to a higher UA factor are significantly smaller. 

A higher UA factor always has a positive effect on savings. It can increase savings by up to 26 % points. The smaller 

the circulation load, the greater the influence. This influence is to be expected, as the temperatures in the BS are 

lowered with a higher UA value and the HP can therefore provide a higher proportion of the heat generation. In 

extreme cases, its share can be increased by up to 30 % points. The influence in this system is significantly higher 

than in the HP&GB system, where the HP already achieves more savings than the El.IWH from an SPF above 0.98. 

A slow return valve usually reduces the savings significantly, in extreme cases by up to 10 % points. However, in 

the case of small circulation load, the savings can increase again with shorter changeover time, but usually not to the 

original level. Two effects work against each other here. The share of HP falls significantly with the introduction of 

a return valve (up to 25 %), but then stagnates as the changeover time decreases. On the other hand, the SPF of the 

HP increases continuously (by up to 0.25). 

When analysing the energy cost savings, a higher UA factor always has a positive effect. Particularly in the case of 

small tapping profile, these can be very large and increase by up to 37 % points. This influence is to be expected, as 

the temperatures in the BS are lowered with a higher UA value and the HP can therefore provide a higher proportion 

of the heat generation. 

A slow return valve usually reduces the savings significantly, in extreme cases by up to 15 % points. However, as 

the changeover time becomes shorter, they can increase again, but usually not to the level without return valve. The 

effect here is similar to that of emissions and contrary to the energy cost savings of the HP&GB system. Here it is 

always an advantage if the HP has a higher share of heat generation. The explained influences are significantly higher 

in this system than in the HP&GB system, as electricity performs significantly worse than gas in a direct comparison, 

even if the poorer efficiency of GB is considered. 
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Figure 6: Illustration of the CO2-equivalent savings (left) and the energy cost savings of the heat pump & electric instantaneous water 

heater system compared to the reference system via the changeover time (CT) of the return valve and the circulation load (CL) with 

tapping profile Family. 

6. Summary 

In this work, the influence of technical properties of IWH on the efficiency of three different (regenerative or hybrid) 

water heaters with BS was investigated. The central water heater supply 8-party apartment blocks with PWH. The 

results were compared with a fossil reference system. 

In the reference system, the circulation load and the tapping profile were varied in three steps. In each case, the 

storage volume was minimized on a system-specific basis. For the three (regenerative) systems, the exact influence 

of the area-specific heat transfer coefficient (UA value) of the IWH and a return valve with variable changeover time 

was also analyzed. In addition, a minimization was carried out for the setpoint temperature in each case. 

The focus of the analysis was on the savings in CO2-equivalent emissions (ratio electricity/gas 2.17) and energy costs 

(ratio electricity/gas 3.34) of the hybrid systems compared to the reference system using higher-quality IWH in terms 

of UA value and a quicker return diversion with return valve or two pumps. 

A higher UA value always has a positive influence on the savings. This is not the case for the return diversion. 

In the case of solar thermal and gas boiler systems, a high UA value of the IWH can result in savings in emissions 

and costs of up to 8 % points. A return valve is advantageous at higher circulation load and can result in savings of 

up to 8 % points. Savings can also be reduced at lower circulation load. If a return valve is used, the lower the 

changeover time, the higher the savings. 

The savings with the heat pump and gas boiler system can be increased by over 10 % points in terms of emissions 

by a high UA value, and by almost 7 % points in terms of costs. A slow return valve reduces the emission savings. 

return valves with short changeover time only have the same level as a IWH without return valve. However, the 

energy cost savings can be increased by a few % points with a fast return valve. 

The heat pump and electric instantaneous water heater system can be significantly improved by a higher UA value 

of the IWH. The savings in emissions can be up to 26 % points, and in energy costs even up to 37 % points. A return 

valve, on the other hand, is always negative. The savings in emissions can be reduced by up to 10 % points and in 

energy costs by up to 15% points. 

As this study could give the impression that the fossil reference system is better than the partially regenerative 

systems, the values for the year 2030 are shown in Figure 7. The figure shows that the HP&EL.IWH system will 

have the lowest emissions in just a few years, despite the direct electric heater. However, emissions from the HP&GB 

system will also fall significantly, while those from the other two systems will remain constant. 
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Figure 7: Comparison of the CO2-equivalent emissions of the four systems over the circulation load and the tapping profile calculated 

with expected CO2 emission factors for electricity in 2030 (with UA factor of 1 and without return valve). 

In future, the linear search will be used to find the lowest target storage tank temperature. Although this requires 

more computing time, the global minimum will be found. The simulations are to be extended to include a monovalent 

heat pump system. Another relevant option in real life is the use of the roof area for PV to generate electricity for the 

heat pump. In further investigations, the systems are to be used to simulate real tapping profile for non-residential 

buildings. Possible optimization strategies will also be developed and tested. 
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Abstract 

An innovative system for chemical heat storage using photo-induced isomerization will be presented. For this 

process, also known as molecular solar thermal energy storage (MOST), a special collector was developed. The 

initial small collector was scaled up to hybrid collector of a size of 0.5 m². This collector consists of a transparent 

front part for the photo-induced isomerization, but this process does only absorb a small spectral part within the 

UV region of the solar energy spectrum. Therefore, the back part of the hybrid collector is similar to a conventional 

flat plate solar collector to absorb the remaining solar energy. The paper covers the special requirements for 

materials and geometries for an optimum and most efficient operation. The biggest challenge in the development 

at the first stage of the project was the necessity to use of a solvent as a carrier for the molecules with the photo-

induced isomerization properties which was not compatible to any usual materials. Furthermore, the paper 

describes the upscaling process, the testing and the installation of the first complete full-scale prototype of the 

hybrid collector in a complete MOST system, consisting of the collector, pumps, storage tanks, heat release device 

and heat exchangers. 

Keywords: hybrid collector, molecular solar thermal energy storage, MOST, photo-induced isomerization, 

norbornadiene–quadricyclane, chemical heat storage 

 

1. Introduction 

Conventional solar thermal systems are state of the art for regenerative heat generation (Alexopoulos and 

Kalogirou, 2022; Stieglitz and Heinzel, 2013; Tiwari and Tiwari, 2016). The solar cover ratio, which is defined 

by the ratio of heat requirement e.g. of a building to solar generated heat is limited by the size of the collector, the 

size of the thermal heat storage and the maximum temperature of the fluid. The solar-generated heat is thereby 

stored as sensible heat. This means that there are always thermal losses in the thermal heat storage. This paper 

describes the development of a hybrid collector which design and requirements differ significantly from 

conventional solar thermal collectors. This collector is part of a new innovative system for solar energy generation 

using photo-induced isomerization for energy storage, which enables almost loss-free long-term energy storage.  

A first concentrating solar collector with a reflector size of approx. 900 cm² for photo-induced isomerization is 

presented in (Wang et al., 2019). The idea of and the first lab scale prototype of a hybrid collector is described in 

(Orrego-Hernández et al., 2020). In this paper we describe the development of a full-scale hybrid collector which 

is almost ready to the market and embedded in a complete MOST system for outdoor tests under real conditions. 

This innovative energy efficient energy storage has the potential to be a key technology for solar regenerative 

energy supply. 

2. Photo-induced isomerization 

The photo-induced isomerization process used here for chemical energy storage is based on norbornadiene–

quadricyclane derivatives. These molecules absorb the UV part of the solar insolation and store this energy by 
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changing their molecular structure and were dispersed in an UV transparent liquid, together called MOST liquid 

(MOST = Molecular Solar energy Storage System). The energy storage density is up to 103 kJ mol-1 respectively 

396 kJ kg-1. After the photo-induces isomerization the MOST liquid can be stored in tanks for days or even weeks. 

The back reaction for the heat release can be triggered either using catalysts (Gimenez-Gomez et al., 2023; Magson 

et al., 2024) or a heat pulse. The energetic principle of this process is shown in Figure 1 (Dreos et al., 2017): by 

absorbing solar energy the parent molecule in Fig. 1 is lifted to an energetically excited intermediate state (parent* 

in Fig. 1) and then converts into a long-term stable photoisomer. When the isomer overcomes the energetic barrier 

H++ (through the addition of heat or a catalyst), the back conversion to the original molecule takes place whereby 

Hstorage is released as heat. 

 

Figure 1: Schematic energy chart of the norbornadiene–quadricyclane molecular solar thermal energy storage system. 

3. Principle of the molecular solar 
thermal energy storage system 

A complete MOST system for renewable energy generation consists of a hybrid collector, the heat release device, 

a consumer and various storage units. A simplified representation of such a system is shown in Figure 2.  

 

Figure 2: Simplified scheme of a MOST system, consisting of a hybrid collector (1), MOST storage (2), thermal storage (3), heat 

release device (4) and a heat consumer (5, building only as an example).  

The aim is to develop and demonstrate an emission-free solar energy storage system. The MOST system is based 

on a molecular system that can store solar energy for very long periods of time. This corresponds to a closed cycle 
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of energy generation, storage and release.  

In simple terms, the MOST system works as follows: In the hybrid collector (1 in Fig. 2), the UV spectrum of the 

solar irradiation stimulates photo-induced isomerism in the MOST liquid; the remaining solar irradiation is 

converted into heat in the rear part of the hybrid collector and dissipated by a thermal fluid. The MOST liquid and 

the thermal fluid are stored in separate tanks (2) and (3), whereby the MOST liquid can be stored over a long 

period of time without any heat losses. The heat can be utilised either directly from the thermal storage tank or via 

the MOST liquid, which is fed into the heat release device. In this device, the reverse reaction is triggered via a 

catalyst, the chemically stored heat is released again and dissipated via a heat exchanger. MOST liquid and 

thermofluid are then fed back into the collector. 

As part of the MOST project, the molecular systems as well as the associated catalysts and other devices are being 

tailormade for this world first outdoor installation of a complete MOST System. Catalysts and devices will be 

developed beyond the state of the art. 

4. Demonstration Stages 

Four steps, so-called demonstration stages, were planned for the development of the overall system with hybrid 

collector (MOST collector + solar thermal collector) (see Figure 3). Since only part of the solar spectrum is 

absorbed for photo-induced isomerization, (typically wavelengths between 320 nm and 400 nm,), it is necessary 

to have a hybrid collector for a maximum solar efficiency as a development goal. This consists of two functional 

layers (demonstration stage III and IV): the first layer contains the MOST liquid and must be as transparent as 

possible for the entire solar spectrum. the second layer then utilizes the emitting spectrum and largely corresponds 

to a normal thermal flat plate collector. 

 

Figure 3: Device Development stages. I) Small “pre-devices”, II) MOST devices in lab-size, III) Hybrid MOST-TES, still lab-size, 

IV) integrated system according to Figure 2 with hybrid collector in full size. 

4.1 Stage I - Small pre-devices 

First development step I were solar collectors with a size of approximately (2 x 2) cm², which is a standard size 

that fits into smaller lab-scale solar simulators to carry out first tests of the photo-induced isomerization. These 

pre-devices are of low complexity and should allow rapid screening of MOST materials and catalysts without 

consuming large amounts of material. The collectors were developed and constructed at the Center for Applied 

Energy Research, in Würzburg (Germany), the isomerization tests were carried out at the University of 

Copenhagen (Denmark) and University of La Rioja (Spain).  

The following technical requirements and problems arose during the development: 

The carrier material in which the MOST molecules are dissolved can have a considerable influence (usually 

negative) on the photoisomeric properties of the MOST molecules. At the beginning of development, toluene was 

used as a solvent. In addition to the easy flammability, there was the further problem that many of the materials 

required for the collector, (especially adhesives, sealants, hoses and connectors) are not compatible with toluene 

in the long term. Only metals, glass and a few plastics with fluorine content were usable for the implementation 

of the first laboratory scale prototype. Further research revealed that a special epoxy resin (EPO-TEC® 377) and 

a ceramic adhesive (RESBOND® 940 HE and RESBOND® 940) are resistant to toluene. This has opened up 

further possibilities to consider adhesive bonds as well as clamped bonds. 
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Because of the development aim of a hybrid collector as mentioned above, the glass panes of the collector should 

have the highest possible UV transmittance in the wavelength range of approximately 320 nm to 400 nm. For the 

subsequent application of a hybrid collector with solar thermal energy, the MOST collector should have a very 

high surface transmittance of the radiation in wavelengths above 400 nm, too. 

 

 

Figure 4: Overview of the wavelength-dependent normal-hemispherical transmittance  of typical white glass panes and standard 

float glass panes at different glass thicknesses as a function of wavelength. 

Usual plate glass (also known as float glass) with no special properties is not sufficiently suitable for this 

application due to its low UV transmittance in the wavelength range from 320 nm to 360 nm (“Clear 3 mm” and 

“Clear 4 mm” in Fig. 4 (IGDB, 2024)). White glass, produced using quartz sand with a low fraction of Fe2O3 (less 

than 0.03 % in mass) shows significantly higher transmittance values within the relevant wavelength range, even 

at a thickness of 3 mm to 4 mm (Optiwhite® in Fig. 4). 

 

 

Figure 5 : Measurement of the normal-hemispherical transmittance nh of a white glass pane “Guardian Optiwhite” with a 

thickness of 2.9 mm as a function of the wavelength  within the relevant ultraviolet spectral range. A transmittance of approx. 70 

% was measured at 320 nm and of approx. 90 % at 350 nm. 

The commercially available white glass Guardian Optiwhite® from Guardian Industries Holdings (LLC) with a 

thickness of 2.9 mm confirmed the values in the database in the laboratory measurements (see Figure 5) and was 
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therefore suitable. A UV transmittance of approx. 70 % at 320 nm and 90 % at 350 nm was measured. This glass 

type was therefore used for almost all prototypes shown below. Even higher transmittances can only be achieved 

with pure quartz glass (laboratory glass). However, this glass is extremely expensive compared to white glass and 

only available in certain smaller sizes. 

The toluene-resistant material PTFE (Polytetrafluoroethylene), also known as Teflon®, was used as the inlay for 

the prototype (Fig. 6). Further advantage of PTFE is the permanent temperature resistance until 260 °C. The use 

of an inlay in combination with extremely low flowrates ensures, that a uniform turbulent free flow is ensured, so 

that each part of the fluid absorbs the same amount of solar radiation. Laser processes were used for cutting the 

inlay. In some cases, the same results can be achieved with waterjet processes. 

 

Figure 6: Lasered meander inlay made of PTFE (active field (20 x 20) mm²). Different layouts were tested, the right one has 

rounder bows. 

A clamping method was realized as a very small laboratory scale collector (20 x 20) mm² in order to fixate the 

inlay between two panes of white glass. With the existing clamping process, due to the tolerances of the glass 

panes and the caused bending of the glass panes during the clamping, tightness could not be achieved.  

The bonding process could be used for small laboratory scale collectors and larger prototypes. For smaller 

laboratory prototypes, edge bonding only should be sufficient. 

For larger prototypes, a solution must be found to prevent the pane tolerances and deflections of the glass panes. 

In addition to glass edge bonding, the glass pane would also have to be bonded in the surface. 

 

 
Figure 7: The first functional prototype resistant to the solvent toluene ((76 x 76) mm²) – active field (20 x 20) mm². 
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Figure 7 shows the first functional prototype filled with the solvent toluene. A meander inlay made of toluene-

resistant PTFE was selected as the inlay in order to realize a very slow and uniform flow of the MOST fluid. The 

edge areas were bonded with a flexible glass-glass bonding. The prototype was then filled with epoxy resin around 

the meander inlay. The inlet and outlet connectors made of brass are at the back side. For safety, the filling side 

was then masked again with flexible glass-glass bonding. For testing it in lab scale sun simulators, the whole 

collector is covered with a metal mask so that only the active field in the middle is exposed to irradiation. 

4.2 Stage II - MOST devices 

In development stage II, the focus of the collector design was on functional testing of the systems and an initial 

performance evaluation (flow rates and photo-isomerisation conversion rates). This collector development had to 

be carried out with an intermediate step in the panel size 0.09 m² due to the change in the adhesive. Using toluene 

as a solvent, several bonding options, e.g., ceramic adhesives or indium compounds, were tested without 

permanent sealing success. 

The next intermediate stage of the collector is larger and is dimensioned in such a way that two of them placed 

next to each other already reach the size of the last development stage. 

Meanwhile, the project partners searched intensively for a different carrier fluid due to the design problems and 

the fire hazard of all organic solvents, especially toluene. It turned out that a commercially available thermal oil 

from the company Duratherm Extended Life Fluids (USA) was suitable as a carrier fluid. This opened up many 

new possibilities for collector bonding. 

Instead of the opaque PTFE, now a transparent ETFE film (Ethylene tetrafluoroethylene from Nowofol 

Kunststoffprodukte GmbH & Co. KG, Germany) was used for the meander-shaped inlay, increasing the gain of 

the thermal part of the hybrid collector. The solar transmittance of this ETFE in a thickness of 500 µm is 83.3 % 

according to the manufacturer’s datasheet. The film is specified by the manufacturer as resistant to toluene, but 

this requirement has been dropped in the meantime. 

           

Figure 8: Left: Successful cut plotter tests with 500 µm Teflon film (PTFE); Right: ETFE film with very precisely cut out adhesive 

dot circles, again performed with a cut plotter. 

Both films with a thickness of 500 µm could be accurately processed with the cut plotter (see Figure 8). However, 

the ETFE film was clearly easier to process due to its flat contact surface compared to the slightly wavy Teflon 

film. 

Additionally, at this stage several adhesives/glues were tested (Fig. 9). Three of them passed the 8 weeks tightness 

test successfully (Tab. 1). Tests were carried out with glass specimens, consisting of two edge glued glass panes 

(76 x 76) mm² filled with the Duratherm oil.  
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The thermal test was 55 cycles of: 

• stay for 20 minutes at 30 °C 

• heat up to 80 °C within 20 minutes 

• keep at 80 °C for 20 minutes 

• cool down to 30 °C within 120 minutes 

 
Figure 9: Test specimen of various adhesives with Duratherm oil filling. after 8 weeks with thermal cycle tests. Left: Torr Seal 

bonding, middle: DELO PUR 9694 bonding, right: transparent DELO PHOTOBOND GB368 bonding. All passed the testing. 

 

Tab. 1: Manufacturer and product name of the adhesives which passed the test. 

Manufacturer: Product name: 

Agilent Technologies, USA Agilent Torr Seal Low Vapor Pressure Resin 

Sealant 

DELO Industrie Klebstoffe GmbH & Co. KGaA, Germany DELO® -PUR 9694 

DELO Industrie Klebstoffe GmbH & Co. KGaA, Germany DELO® PHOTOBOND® GB368 

The two major changes in collector construction (partially transparent inlay and transparent bonding) significantly 

increased the solar transmission of the whole MOST collector. This will increase the performance of the hybrid 

collector (MOST + solar thermal collector) in the later stages of development. 

For the search for new solvents, collector flow simulations with the dynamic viscosity as parameter was performed 

for the MOST collector. For the flow velocity a typical value of 0.035 mm * s-1 was chosen. 

 
Figure 10: Volume flow simulation for the prototype at different viscosities of the MOST solvent. 
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The viscosity of Toluene ( = 0.49 Pa * s) was taken as the initial value, because the new solvent was not 

determined at this stage of the project, and the viscosity was increased by a magnitude each step (4.9 Pa * s and 

49 Pa * s). There were only minor differences of the fluid velocity in the 45 mm wide channels of the meander 

shape. Thus, it can be concluded that the function of the collector is not affected at viscosities at least up to 

49 Pa * s (see Figure 10). Further result is, that there are no dead edges with stagnation of the MOST fluid.  

 

Figure 11: Almost fully transparent thermal oil resistant collector with DELO PHOTOBOND GB368. For better visibility, the 

edges of the collector are marked with a dotted line. 

The MOST collector was tested for tightness with the new solvent Duratherm oil fluid over 3 months (see Figure 

11). The very good transparency indicates a very high efficiency of the solar thermal collector (note the MOST 

logo behind the collector). 

4.3 Stage III - Hybrid MOST collector 

In development stage III, a hybrid collector was developed. This consists of a MOST collector as the outer layer 

and a thermal flat-plate collector underneath. The collector is an intermediate step with a square area of 0.09 m². 

The size was specified by the maximum dimensions of the solar simulator at the project partner University of 

Copenhagen. As thermal flat-plate collectors of this size are not commercially available, the entire hybrid collector 

was handmade, details are shown in Fig. 12. 

    

Figure 12: Left: Exploded view drawing of the first hybrid collector (MOST collector (top) + solar thermal collector (below); right: 

Picture of the finished hybrid collector. 

An important point in the development was that even with a high thermal load, the temperature in the MOST 

collector does not rise to the temperature limit where the back reaction is thermally activated. The following tests 

were carried out to ensure this. The collector was exposed to an irradiation of around 1000 W * m-2 in a solar 

simulator. The temperature of the thermal collector was kept at 80 °C using a thermostat and then even at 90 °C. 
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The ambient temperature was kept at 35 °C and then at 36 °C. The temperature of the most collector was measured 

at three points (centre inside, centre outside, corner inside). In the first case (with 80 °C in the thermal collector), 

all temperatures in the MOST collector were approx. 54 °C, in the second case (with 90 °C in the thermal collector) 

at 57 °C (Fig. 13). This was still within the tolerable range as the critical temperature for triggering the back 

reaction is approx. 65 °C. 

 

Figure 13: Temperature results of the solar simulator test for the hybrid collector. 

The final stage of upscaling of the collector was a near-series hybrid collector with size of (50.8 * 105.5) cm² (Fig. 

14 and 15). The size of the collector results to the use of a slightly modified commercially available flat plate 

collector for the thermal part of it (FK 8000 from GREENoneTEC Solarindustrie GmbH (Austria)). 
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Fig. 14: Technical drawing of the final hybrid collector 

 

Fig 15: Cross section (schematic) of the final hybrid collector. 

The MOST collector here is divided into two test areas of 0.25 m² each for mechanical reasons. Additional 

advantage of this is, that there are direct comparisons between different fluids, different flow rates or different 

operation modes possible. The design of the hybrid collector is almost close to series production, resistant to UV, 

storm and frost and for a high cycle capacity. The hybrid collector was extensively tested in an indoor solar 

simulator for tightness and stability for three weeks without intermission (Fig. 16). When performing the tests, 

water was flowing through the thermal part of the collector and Duratherm oil (without any photoisomeric 

molecules because there were not available in a sufficient amount at this stage of the project) was flowing through 

the MOST layer of the collector. The tests were therefore related to mechanical stability, tightness to water and 
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oil and thermal performance, especially testing that the MOST layer is not getting to hot which would trigger the 

back reaction inside the collector. 

 

Figure 16: Sun simulator tests of the hybrid collector before the MOST-collector was finally bonded with the thermal collector. 

Instead, it was fixed with several clamps. 

The testing was carried out at a surrounding temperature of 24 °C, the water in the thermal part of the collector 

was kept at 85 °C. Within the MOST layer the Duratherm oil was pumped through the MOST layer with a flow 

rate of approx. 5-10 ml/min.  

 

Figure 17: Glass surface temperatures of the MOST part (first collector-layer) when tested at the solar simulator. Red/blue line: 

temperature at the inside glass pane (pointing to the thermal collector); green line: temperature at the outside glass pane. 

 

As a result, all parts or the collector stayed tight and the glass pane surface temperature of the MOST layer pointing 

to the solar thermal collector is approx. 48-49°C (see Fig. 17) which is not critical to trigger the back reaction. 

The glass panes were glued in with special silicone for outdoor use. Experience from the small version with regard 
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to production processes and connections could be usefully incorporated here. 

In January 2024, two hybrid collectors were shipped to the Universitat Politècnica de Catalunya in Barcelona 

(Spain) for real monitoring of the overall system in Stage IV. 

4.4 Stage IV - Integrated system 

In the final development stage, a complete MOST system is developed and constructed in accordance with Fig. 2 

with all associated components. The setup is supplemented by a normal thermal flat-plate collector whose output 

is measured in parallel operation. The system is realized as an outdoor test stand on the roof of the Universitat 

Politècnica de Catalunya in Barcelona (Spain). The system is south oriented with a variable slope for the collectors. 

The Hardware setup is completed (Fig. 18), software for controlling the MOST system and data acquisition is 

under development by Fraunhofer ISE in Freiburg (Germany). The MOST system will go into operation under 

realistic conditions like changing insolation, changing outdoor temperature and changing heat demand (simulated 

with a chiller unit) in September 2024. 

 

Figure 18: MOST-system at the roof of the Universitat Politècnica de Catalunya (UPC) - Barcelona Tech in Barcelona; on the left 

the hybrid collector (solar thermal + MOST) and on the right a normal solar thermal collector for comparison. 

 

5. Summary 

A small MOST collector was initially developed for the first laboratory-scale tests. This was scaled up in several 

stages into a near-series hybrid collector. The initial major problems with the choice of materials, caused by 

toluene as the carrier liquid, have now been solved. The hybrid collector has been tested for permanent leak-

tightness and all components are UV-resistant.  

The upper layer of the hybrid collector (the MOST collector) is almost completely transparent, so that as much of 

the energy of the solar spectrum as possible still reaches the second thermal collector layer.  
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The world's first complete MOST system with a close to series production collector has been installed at the 

Universitat Politècnica de Catalunya in Barcelona and will go into operation in September 2024. 
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Abstract 

The number of Danish solar heating plants in district heating areas increased strongly from 16 plants in 2009 

to 123 plants in 2019. Many of the plants were installed in district heating systems with natural gas boilers due 

to good economy. The thermal performance of most of the Danish solar heating plants have been measured for 

many years. The average yearly thermal performance for the solar heating plants for the period 2012-2023 is 

459 kWh/m² solar collector and the yearly average utilization of the solar radiation for all the years is 40%.  

Solar district heating plants are based on a simple, well proven and reliable technology. They supply heat with 

a relatively low cost of about 0.04 euro/kWh and the used solar collectors have a lifetime longer than 30 years. 

The solar heating plants provide about 2% of the total heat demand in Danish district heating areas.  

In spite of the good experience from the plants, the Danish market for solar heating plants collapsed in 2020. 

Solar heating plants are produced in Europe, the plants contribute to a global reduction of CO2 emissions, even 

with a strong growth of installed systems. It is therefore hoped that the market for solar heating plants soon 

will be reestablished.  

Keywords: Solar heating plants, measured thermal performances, district heating 

 

1. Introduction 

Solar heating plants in district heating areas consist of a high number of rows of serial connected solar collector 

panels. The rows are connected in parallel and the number of collector panels in each row can vary with up to 

20 panels as shown in Figure 1.  

 

Fig. 1: Solar district heating plant in Silkeborg (156,694 m2) 

The technology for solar heating plants inclusive large solar collector panels was first developed in Sweden 

(Dalenbäck et al., 1981), and further developed and marketed in Denmark by Arcon Solvarme. The first Danish 

solar heating plant for district heating was installed in 1988 in Saltum (Jensen, 1990). The number of solar 
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heating plants in Danish district heating areas increased strongly from 16 to 123 within 10 years, in the period 

2009-2019. The collector area of the Danish solar heating plants in operation during the period from 2005 to 

2023 is shown in figure 2. 

There has been a strong growth of Danish solar heating plants until 2019. Many of the solar heating plants 

were installed by district heating companies using natural gas boilers, since solar collectors in such systems 

were economically favorable. The Danish market for solar heating plants collapsed in 2020. 

Almost all the solar heating plants are based on flat plate solar collectors with one or two cover plates. During 

the period 2002-2012 Arcon Solvarme and the Technical University of Denmark had a close cooperation on 

development of the large solar collector panels marketed by Arcon Solvarme (Fan and Furbo, 2007; Fan et al, 

2009; Bava and Furbo, 2019). The collector efficiency was strongly improved, and a cost reduction of the solar 

collectors was achieved at the same time during the period. 

  

Fig. 2: Solar collector area of Danish solar heating plants during the period 2005-2023 

2. Thermal performances of solar heating plants 

The thermal performances of many Danish solar heating plants are available on the homepage 

(https://solvarmedata.dk/), (Furbo et al., 2018). Most of the plants are based on flat plate collectors from Arcon 

Solvarme, Sunmark or Arcon-Sunmark. In 2015, the two main producers of large flat plate collectors, Arcon 

Solvarme and Sunmark merged to form Arcon-Sunmark.   

For the period 2012-2023 yearly thermal performances have been determined for 78 solar heating plants. The 

thermal performances are measured with energy meters on the water side of the heat exchangers in the solar 

collector loops. In this way the accuracies of the measurements are estimated to be about ±2%, and not 

influenced by the propylene glycol/water mixtures used as solar collector fluids. Further, the solar radiation on 

the solar collectors is measured with pyranometers. Often inexpensive pyranometers are used resulting in 

relatively high inaccuracies, about ±10%.  

The collector areas of the investigated solar heating plants varied between 2970 m² and 156694 m². The tilts 

of the solar collectors varied between 30° and 45°, and the solar heating plants were installed between 1996 

and 2021. Wang et al. (2012) suggested to divide Denmark in six different solar radiation regions as shown in 

figure 3. Table 1 shows the number of solar heating plants investigated in each solar radiation region. 

Measured yearly thermal performances for the solar heating plants for the period 2012-2023 appear from table 

2. The thermal performances are shown as kWh per m² aperture solar collector area. The number of plants, the 
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variations of thermal performances and the average yearly performance of the plants are shown for each year.  

Tab. 1: Locations of 78 investigated solar heating plants 

Region 1 2 3 4 5 6 Total 

Number 
of plants 

13 19 19 20 7 0 78 

 

 

Fig. 3: Six Danish solar radiation regions 

Tab. 2: Measured yearly thermal performances of Danish solar heating plants  

 

Year Number of solar 
heating plants 

Yearly thermal 
performance, kWh/m² 

Average yearly thermal 
performance, kWh/m² 

2012 16 313 – 484 411 

2013 21 389 – 493 450 

2014 31 390 – 577 463 

2015 36 322 – 518 439 

2016 41 324 – 538 433 

2017 54 318 – 495 407 

2018 52 349 – 602 494 

2019 55 378 – 616 454 

2020 56 355 – 638 504 

2021 33 332 – 585 445 

2022 42 343 – 635 512 

2023 42 359 – 617 490 
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Table 3 shows the yearly measured total solar radiation on the solar collectors and the utilization of the solar 

radiation for the investigated solar heating plants. The utilization is the ratio between the thermal performance 

and the total solar radiation on the collectors. The number of plants, the variations of the solar radiation and 

utilizations and the average yearly solar radiation and utilization of the plants are shown for each year. 

Tab. 3: Measured solar radiation and utilization for Danish solar heating plants  

 

Year Number of 

solar 

heating 

plants 

Yearly solar 

radiation, 

kWh/m² 

Average yearly 

solar radiation, 

kWh/m² 

Yearly 

utilization of 

solar radiation, 

% 

Average yearly 

utilization of 

solar radiation, 

% 

2012 16 942 – 1274 1102 28 – 45 37 

2013 21 1039 – 1363 1135 31 – 46 40 

2014 31 991 – 1474 1114 30 – 51 42 

2015 36 876 – 1325 1101 31 – 47 40 

2016 41 975 – 1444 1153 30 – 49 38 

2017 54 848 – 1491 1133 26 – 48 36 

2018 52 942 – 1479 1246 27 – 49 40 

2019 55 913 – 1435 1179 29 – 58 39 

2020 56 948 – 1625 1241 30 – 50 41 

2021 33 891 – 1190 1095 30 – 55 41 

2022 42 843 – 1300 1125 32 – 58 45 

2023 42 866 – 1294 1154 30 – 52 42 

 

Figure 4 shows yearly thermal performance as a function of the yearly solar radiation on the collectors for all 

investigated solar heating plants for all years. Each point corresponds to one year for one plant and the location 

of the plant is indicated as a specific solar radiation region. 

 

Fig. 4: Yearly thermal performance as function of solar radiation on solar collectors for Danish solar heating plants 

There are large variations of the thermal performances and solar radiation from plant to plant and from year to 
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year. There are many reasons for the variations of the thermal performances. Among other things, the following 

reasons can be mentioned: 

• Different temperature levels of the solar collector fluid in the solar collectors. The thermal 

performance will be high if the temperature level is low 

• Different weather conditions. The thermal performance will be high if the solar radiation and ambient 

air temperature are high 

• Different solar collectors and different designs of solar collector fields 

• Different operation strategies inclusive different flow rates 

• Different heat losses from pipes in solar collector loops 

• Different tilts, shadow conditions, moisture conditions, snow conditions and dirt conditions on the 

glass covers for the collectors 

• Some plants have long-term heat storages charged to high temperatures during summer. 

Consequently, the high temperature levels of the solar collector fluid in these plants will result in 

relatively low thermal performances per m² solar collector 

Figures 5 and 6 show yearly average thermal performances and yearly average utilizations of solar radiation 

for the investigated solar heating plants year by year. The yearly average thermal performances variates 

between 407 kWh/m² and 512 kWh/m² and the yearly average utilizations vary between 36% and 45%. The 

average thermal performance for all years is 459 kWh/m² solar collector and the average utilization for all 

years is 40%.  

 

Fig. 5: Average yearly thermal performances of Danish solar heating plants 
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Fig. 6: Average yearly utilization of solar radiation of Danish solar heating plants 

Figure 7 shows average yearly thermal performances of all Danish solar heating plants as well as yearly thermal 

performances of solar heating plants in solar radiation regions 1, 2, 3, 4 and 5. For most years the solar heating 

plants located in regions 1 or 5 perform best while the solar heating plants located in the “dark” region 3 

perform worst. The average yearly thermal performance for all years for all solar heating plants is 459 kWh/m², 

and the average yearly thermal performances for the solar heating plants in regions 1, 2, 3, 4 and 5 are 477 

kWh/m², 453 kWh/m², 435 kWh/m², 466 kWh/m² and 483 kWh/m² respectively. That is, the plants in sunny 

region 5 performs in average 11% better than the plants in region 3.  

 

 

Fig. 7: Average yearly thermal performances of Danish solar heating plants in different solar radiation regions  

Four of the solar heating plants in the investigations are equipped with large seasonal water pit storages: The 

solar heating plants in Marstal located in region 4, Dronninglund located in region 1 as well as Gram and 

Vojens, both located in region 2. These heat storages are charged to high temperatures of about 90°C during 

summer. This results in high temperature levels in the solar collector loops and relatively low collector 
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efficiencies during summer. Measurements show that the average yearly thermal performance of these plants 

for all years is about 10% lower than the average yearly thermal performance of all the plants. 

3. Potential of solar heating plants 

Table 4 shows approximate quantities of solar heating contribution from all Danish solar heating plants to the 

total Danish district heating consumption for the period 2011-2023. During the last 6 years solar heating plants 

have covered about 2% of the total heating demand in Danish district heating networks. Together with 

individual solar heating systems solar heating covers about 1% of the total energy consumption in Denmark. 

Tab. 4: Solar heating contribution to Danish district heating consumption  

 

Year Total district heating, 

PJ/year 

Solar district heating, 

PJ/year 

Solar district 

heating, % 

2011 132 0.33 0.3 

2012 136 0.55 0.4 

2013 135 0.68 0.5 

2014 122 0.98 0.8 

2015 130 1.26 1.0 

2016 135 2.03 1.5 

2017 136 1.93 1.4 

2018 132 2.47 1.9 

2019 131 2.59 2.0 

2020 127 2.87 2.3 

2021 142 2.58 1.8 

2022 130 2.97 2.3 

2023 135 2.84 2.1 
 

There are 445 district heating systems in Denmark supplying heat to about 66% of all Danish buildings. 123 

of the systems have solar heating plants. The energy mix covering the heat demand of the Danish district 

heating systems appear from figure 8 for the period 1990-2022. The share of fossil fuels has been strongly 

reduced during the last decades and replaced by renewables. Today 76% of the energy supply to district heating 

is considered to be renewable. Most of the renewable energy is, however, biomass, and most of the biomass is 

imported from abroad. Consequently, the district heating systems are emitting CO2 and are not operated in a 

sustainable way. There is a need to transform district heating systems into truly sustainable systems. In this 

connection district heating companies have in the last five years installed large electrically driven heat pumps 

in high numbers because electricity costs for district heating companies are expected to be low in the future. 

Further, the installation of such heat pumps is supported economically by the government. 

Our electricity demand is expected to increase strongly in the future. There are many reasons for this increase: 

• The number of electric cars will increase strongly 

• New Power-to-X systems for production of sustainable fuels, chemicals and materials based on green 

hydrogen will be installed 

• New data centers with high electricity consumption will be installed 

• Many buildings outside district heating areas will in the future be heated by electrically driven heat 

pumps 

The strong growth of electricity consumption requires high investments and CO2 emissions, both due to 

installation of new wind farms and new PV solar fields and due to the needed reinforcement of the electricity 

grid. Therefore, electricity savings should be a high priority in future energy plans. The use of solar heating 

systems is an efficient way to reduce electricity consumption in the future. 
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The following advantages of solar heating plants for district heating should be considered: 

• The plants are based on a simple, well proven, and reliable technology 

• High thermal performance of existing solar heating plants: About 460 kWh/m² year 

• Long lifetime of marketed solar collectors, > 30 years 

• Low heat price for solar heat, about 0.04 euro/kWh 

• Low maintenance costs, 0.00027 euro/kWh (Bava et al, 2025) 

• No unexpected solar heat costs 

• Good interplay with the energy system, since the heat storages of the plants can be used by different 

energy systems 

• Produced in Europe 

• Limited heat loss from solar collectors to ambient air resulting in low contribution to increase of 

ambient temperature   

 

Fig. 8: Energy mix for Danish district heating systems  

The strong growth of use of large electrically driven heat pumps in district heating systems is economically 

favorable. But, is it a sustainable solution for society?  

To answer this question, a comparison on CO2 emissions between a solar heating plant and a heat pump 

solution combined with a PV field is given in the following.   

CO2 emissions related to production of large solar collectors in Europe and PV panels with complete glass 

back sheets produced in Chine appear from table 5.  
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Tab. 5: CO2 emissions from production of solar collectors in Europe and PV panels produced in China (Carlsson et al, 2014; 

Reichel et al, 2022) 

 

Panel Solar collector PV panel 

CO2 emission 89 kg/m² panel 810 kg/kWp, corresponding to 

178 kg/m² panel 

 

CO2 emissions from heat production from Danish district heating systems and from Danish electricity 

production are decreasing year by year. The CO2 emissions for heat production in district heating systems was 

in 2022 in average 17 kg/GJ, corresponding to 61 g/kWh (https://ens.dk/service/statistik-data-noegletal-og-

kort/noegletal-og-internationale-indberetninger) and for  electricity production the CO2 emissions was in 2023 

81 g CO2/kWh (https://energinet.dk/media/drikubl5/milj%C3%B8redeg%C3%B8relse-2023.pdf ). 

Based on the above mentioned CO2 emissions and a yearly thermal performance of solar collectors of 459 

kWh/m² in agreement with the average performance of the investigated solar heating plants and a yearly 

electricity production of PV panels of 200 kWh/m², the yearly CO2 emission reduction is 28 kg CO2/m² 

collector for solar collectors and the yearly CO2 emission reduction is 16.2 kg/m² PV panel. That is: The 

number of panel operation years needed until the CO2 emitted by the panel productions is saved is 3.2 year for 

solar collectors and 11 years for PV panels. 

If the CO2 emissions connected to transportation of the panels and the CO2 emissions related to heat pump 

production were considered, the difference between the CO2 emission pay back time for the two solutions will 

be even larger than mentioned above, even if a high SPF for the heat pump is assumed.  

Further, it should be mentioned that a strong growth of yearly installed systems with a high CO2 pay back time 

result in strongly increased global CO2 emissions for society, until the growth is deceased.    

It is concluded that from a CO2 emission point of view solar heating plants produced in Europe is a much better 

solution for district heating systems than PV panels produced in China combined with heat pumps. 

Consequently, it is hoped that the Danish market for solar heating plants soon will be reestablished.          

4. Ups and downs for the market of solar heating plants 

The strong growth of Danish solar heating plants until 2019 has many reasons. Besides the advantages 

mentioned in the previous section the following should be mentioned:  

• Denmark has an ambitious energy plan. By 2050 the country must be independent of fossil fuels 

• Denmark has a lot of district heating. Today 66% of all Danish buildings are heated by district heating  

• Danish district heating systems operate with low temperature levels. A typical forward temperatureto 

towns is about 80°C and a typical return temperature from towns is about 40°C 

• Danish district heating companies are often nonprofit cooperatives  

• There are high taxes for fossil fuels in Denmark. Typical tax is about 0.035 euro/kWh produced heat  

• The Danish energy system is decentralized 

• There is a high share of wind energy for electricity production. In 2023, 54% of the Danish electricity 

consumption was produced by wind turbines  

• The costs for marketed solar collector fields installed on the ground are relatively low, about 150 

euro/m²  

• In many cases relative low ground costs are available 

• There is a good cooperation between solar heating plant owners. Among other things, regular 

meetings with experience exchange are arranged 
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In 2020 the Danish market for solar heating plants collapsed. There are several reasons for the collapse:  

• There is no taxation on biomass fuels. Consequently, biomass fuels are used in large amounts by 

district heating companies. 

• The taxation of electricity for district heating companies was reduced from the start of 2021 from 

0.028 €/kWh to 0.0005 €/kWh. 

• The Danish Energy Agency supports district heating companies on installation of large heat pumps 

in district heating systems economically and inexpensive electricity is foreseen in the future. 

Consequently, heat pumps are installed in high numbers by district heating companies due to good 

economy. 

• In 2020 Arcon-Sumark was sold to GreenOneTec. Therefore, the most important actor in the field is 

no longer a Danish company.   

5. Conclusions 

The number of Danish solar heating plants in district heating areas increased strongly from 16 plants in 2009 

to 123 plants in 2019. Many of the plants were installed in district heating systems with natural gas boilers due 

to good economy.  

The average yearly thermal performance for the solar heating plants for the period 2012-2023 is 459 kWh/m² 

solar collector and the yearly average utilization of the solar radiation for all the years is 40%.  

Solar district heating plants are based on a simple, well-proven, and reliable technology. They supply heat with 

a relatively low cost of about 0.04 euro/kWh, and the used solar collectors have a lifetime longer than 30 years. 

The solar heating plants provide about 2% of the total heat demand in Danish district heating areas.  

Despite the good experience from the plants, the Danish market for solar heating plants collapsed in 2020, 

mainly because district heating systems are installing large electrically driven heat pumps. 

Solar heating plants are produced in Europe and the plants contribute to a global reduction of CO2 emissions, 

even with a strong growth of installed systems. It is therefore hoped that the market for solar heating plants 

will soon be re-established. 
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Abstract 

The purpose of cold district heating systems is to cover the heating and cooling demand of consumers 

connected to the district heating network. Generally, they consist of a thermal energy source, a thermal energy 

store, heat pumps and a cold district heating network for distribution. Some of these cold district heating 

systems use thermal energy sources like an ice store or solar thermal air-brine-collectors supplying 

temperatures below the freezing point of water and therefore in these conventional cold district heating systems 

a mixture of water and antifreeze as heat transfer medium is necessary. As the use of antifreeze leads to 

ecological and economic disadvantages, the development of a new generation of cold district heating systems 

with water as heat transfer medium is being performed. In this paper this new innovative system concept and 

a simulation model of this system concept is presented. Furthermore, an evaluation of the operation strategy 

of the ice store integrated into the overall system based on simulation results is presented. In addition, the 

results of a simulation study related to an energetic comparison of heat losses and gains between the new 

innovative cold district heating network using water and a conventional network using a mixture of water and 

antifreeze are introduced. In conclusion, the evaluations performed clearly show the important role of the ice 

store as a seasonal thermal energy store and the higher heat losses of the new innovative cold district heating 

network compared to the conventional network. It is expected that the new generation of cold district heating 

systems with water as heat transfer medium has ecological and economic advantages compared to conventional 

cold district heating systems. Demonstrating this is part of the ongoing research project “SolKaN2.0” related 

to the development of a new generation of cold district heating systems. 

Keywords: Cold district heating system, cold district heating network, 5GDHC, heat transfer medium, 

antifreeze, ice store, solar thermal air-brine-collector, TRNSYS simulation 

 

1. Introduction 

Cold district heating systems are also known as the fifth generation of district heating and cooling (5GDHC) 

systems. During the evolution of district heating and cooling networks the temperatures in the network 

distributing the heat decreased continuously from generation to generation. As described by Lund et al. (2014) 

the first generation started with steam as heat transfer medium and temperatures up to 200 °C followed by 

pressurized hot water with temperatures mostly above 100 °C in the second generation. In the third generation 

the temperatures decreased often below 100 °C, whilst in the fourth generation they are between 30 and 70 °C. 

With the most recent fifth generation of cold district heating systems this evolution continues towards lower 

temperatures between −15 and 30 °C. 

The main reason to use such systems with low temperatures is the reduction of heat losses to the environment. 

The use of relatively low temperatures is also supported by the continuously improving energetic building 

standard that makes it possible to use heating systems with relatively low flow temperatures. Furthermore, the 

usage of distribution temperatures below approx. 15 °C also offers the possibility to use the district heating 

network for both, heating and cooling. However, the supply of domestic hot water is challenging with relatively 

low temperatures. 
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2. State of the art of cold district heating systems 

Generally, cold district heating systems consist of thermal energy sources such as solar thermal air-brine-

collectors and a thermal energy store, e.g. an ice store, heat pumps and the cold district heating network for 

the distribution of the thermal energy. In Figure 1 the thermal energy sources are located on the left hand side, 

the heat demand of the decentral consumers can be seen on the right hand side and in between the cold district 

heating system and the substations with decentral heat pumps are positioned. 

Some of these systems use thermal energy sources supplying temperatures below the freezing point of water. 

To perform a heat transfer between the thermal energy sources and the cold district heating network in 

conventional cold district heating systems the usage of a mixture of water and antifreeze as heat transfer 

medium is required. However as elaborated in the following chapter, the use of antifreeze results in ecological 

and economic disadvantages. 

 

 

Fig. 1: Schematic set-up of a state of the art cold district heating system with solar thermal air-brine-collectors and an ice store 

as thermal energy sources and a mixture of water and antifreeze as heat transfer medium 

 

3. Disadvantages using antifreeze in cold district heating systems 

Major challenges of using antifreeze are several necessary security measures due to the classification of 

common antifreeze types as slightly water polluting. Therefore, depending on the individual requirements of 

the country, double-walled pipes and an automatic system for leakage detection must be implemented in the 

cold district heating network e. g. in Germany. Furthermore, the decentral substations which transfer the heat 

between the decentral heat pumps and the central cold district heating network must be equipped with 

collecting basins for the antifreeze medium in case of a leakage. These measures lead to increasing costs from 

an economic point of view on the one hand. On the other hand, the collecting basins require additional valuable 

space in the buildings and are therefore related to additional costs.  

In addition, the viscosity of the mixture of water and antifreeze is higher, and the specific heat capacity is lower 

compared to pure water. This leads to an increased electric energy demand for the pumps installed in the 

different cycles operated with the mixture of water and antifreeze as heat transfer medium. 

Moreover, the mixture of water and antifreeze is significantly more costly than water. From an ecological point 

of view, the production of the mixture is associated with additional greenhouse gas emissions. 

To conclude, the replacement of the mixture of water and antifreeze with water is a reasonable improvement 

of cold district heating systems. Therefore, this is the key aspect of the development of a new generation of 

cold district heating systems, which is described in the following chapter. 
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4. New generation of cold district heating systems with water as heat 
transfer medium 

In Figure 2 the schematic set-up of the new generation of a cold district heating system with water as heat 

transfer medium is shown. On the right side the heat demand of the decentral consumers is located. On the left 

side the solar thermal air-brine-collectors as thermal energy source and an ice store as thermal energy store are 

centrally positioned. Between the heat demand and the heat supply the cold district heating network distributes 

the heat using water as heat transfer medium. 

Before the heat supplied by the thermal energy sources can be transferred into the cold district heating network 

a central heat pump is required to increase the temperature. This is necessary as the outlet temperatures of the 

solar thermal air-brine-collectors and the ice store can vary approximately between −15 to 20 °C. This also 

requires the use of a mixture of water and antifreeze for the heat transfer between the thermal energy sources 

and the central heat pump. But after the temperature increase by the central heat pump water can be used as 

heat transfer medium in the main part of the district heating network. 

Additionally, decentral heat pumps are located in the respective buildings to cover the heat demand using the 

cold district heating network as their heat source. In this case the temperature is increased from around 5 to 

15 °C to 35 °C which is suitable for floor heating systems. 

 

 

Fig. 2: Schematic set-up of the new generation of a cold district heating system supplying heat to the customers with water as 

heat transfer medium 

 

Figure 2 and the previous explanation describe the heat supply by the cold district heating system in case of a 

space heating demand. Additionally, the system is suitable for the extraction of heat from the buildings for 

cooling purposes in summer. The extracted heat can then be stored in the ice store or dissipated by the solar 

thermal air-brine-collectors to the environment. 

Unfortunately, e.g. for German weather conditions in times with cooling demand the temperatures of the 

ambient air are mostly too high to use the environment directly by the solar thermal air-brine-collectors as heat 

sink. Additionally, from an economic point of view the ice store capacity cannot be designed to store the 

cooling demand of the whole cooling season and will reach its maximum capacity at about 20 °C water 

temperature in the ice store within the first weeks of summer based on the experience from pilot plants which 

were part of the preceding research project ‘Development of integrated solar supply concepts for climate-

neutral buildings for the “city of the future” (Sol4City)’. Therefore, in an additional operating mode the central 

heat pump can be used to actively extract heat from the buildings by using them as heat source, as shown in 

Figure 3. The resulting heat at a high-temperature level of about 40 °C is transferred to the environment by the 

solar thermal air-brine-collectors. 
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Fig. 3: Schematic figure of the new generation of a cold district heating system using the central heat pump to actively cool the 

decentral buildings and transfer the heat to the environment by the solar thermal air-brine-collectors 

 

In addition, the central heat pump may actively cool the ice store at night and hence decrease the temperature 

of the water inside the store. The gained capacity for heat can then again be used as a heat sink for the cooling 

of the buildings by day. Compared to cooling the buildings via the central heat pump during the day directly, 

it is more efficient to operate the central heat pump during the night when the ambient temperatures are lower. 

Theoretically there is also the possibility to passively cool the ice store in nights with significantly lower 

ambient temperatures compared to the water temperature in the ice store. As those cold nights are rare in 

summer for German weather conditions, this passive precooling of the ice store is not often in use. 

As described previously the ice store can be regenerated or heated respectively on the one hand with the 

extracted heat from the buildings for cooling purposes. On the other hand, heat gains from the solar thermal 

air-brine-collectors can be used to melt the ice and / or increase the temperature of the water inside the ice 

store. 

In conclusion the main innovative aspect of this system is the use of water as heat transfer medium in the 

district heating network. However, this results in the need for an additional central heat pump. To assess this 

new innovative system, in chapter 6 and 8 various investigations are performed by means of numerical 

simulations with the software TRNSYS. This simulation model developed for this purpose is described in more 

detail in the following chapter 5. 

 

5. Simulation model 

The simulation model of the new innovative cold district heating system has been created with the simulation 

software TRNSYS. This software is commonly used for dynamic simulations of energy supply systems. To 

model the overall cold district heating system sub-models for every component are used. The most important 

sub-models are presented in the following. 

For modeling the solar thermal air-brine-collectors the TRNSYS “Type 832” is used. The characteristic values 

for the collector type “SLK-600” which are used in this simulation to parameterize the collector model were 

determined by Fischer et al. (2021). Like other components of the system simulation this model receives 

weather data for a location near Stuttgart, Germany. 

Both the central and the decentral heat pumps are modeled by the TRNSYS “Type 212” which was developed 

at the Institute for Building Energetics, Thermotechnology and Energy Storage (IGTE). This model determines 

the heat output and the electrical energy demand based on characteristic curves depending on the inlet 

temperature in the evaporator and a linear interpolation approach. Those characteristic curves are quadratic 

polynomials which are created based on performance data provided by the heat pump manufacturer. 
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Small hot water stores are used in this system to allow a consistent operation of the heat pumps and therefore 

increase their efficiency and also to hydraulically separate different parts of the cold district heating system 

from each other. To model those hot water stores the TRNSYS “Type 340” by Drück (2007) is implemented 

in the simulation model. These stores are directly charged and discharged without using a heat exchanger. In 

addition to thermal stratification inside the store the model also considers heat losses to the environment. 

The cold district heating network is simulated with the TRNSYS “Type 710” and will be described further in 

chapter 7. 

To simulate the ice store the TRNSYS “Type 343” developed by Hornberger (1994) is used. This model 

includes an underground storage tank with water as storage medium and pipe coils inside the store as heat 

exchanger. Inside these pipe coils a mixture of water and antifreeze must be used in order to generate ice inside 

the store. In addition, the model considers heat gains from the surrounding earth and offers the possibility to 

configure the store dimensions and material properties of the storage material, pipe coils, storage medium, heat 

transfer medium and the surrounding earth. In the following chapter 6 simulation results focusing on the ice 

store are presented. 

 

6. Heat balance and state of charge of the ice store 

The ice store has the ability of balancing seasonally varying heating and cooling demands over a long period 

of time. Additionally, heat gains by solar radiation can be stored in the ice store and used for heating demands 

if required. In the following the operation of the ice store is presented with a monthly heat balance and the 

state of charge for the time of one year based on results of the previously presented simulation model. 

In Figure 4 heat inputs are represented with positive bars and heat outputs with negative bars. Heat inputs occur 

through regeneration with solar heat gains or with heat extracted from the buildings for cooling purposes and 

through heat gains from the earth surrounding the ice store. Heat outputs occur in times with heating demands 

from the buildings and therefore in this case the ice store is used as a heat source for the central heat pump. In 

addition, heat can be actively or passively extracted from the ice store to precool it during summer nights as 

described in chapter 4. 

 

 

Fig. 4: Monthly heat balance and monthly average state of charge of the ice store over the period of one year 
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The development of the state of charge of the ice store is also shown in Figure 4. This state of charge is defined 

as 100 % for a state with only liquid water and a water temperature of 0 °C. With an increasing share of solid 

water or respectively ice, the state of charge is continuously decreasing below 100 %. Theoretically, at a state 

of charge of 0 % all liquid water would be solid ice. But the ice store is operated only until around a state of 

charge of 20 %, as with an increasing ice layer around the pipes of the heat exchanger the efficiency of the 

heat transfer is decreasing. Additionally, a completely frozen ice store would result in tensions in the material 

of the storage wall as ice has a higher volume than liquid water. With a rising water temperature above 0 °C 

the state of charge can increase above 100 % until the water reaches the maximum temperature of 20 °C. This 

maximum temperature is due to avoid material fatigue in the storage walls. 

With the beginning of the heating season in October the state of charge is decreasing as more heat is extracted 

from the ice store compared to heat gains from the surrounding earth and the solar thermal air-brine-collectors. 

This continues throughout the whole heating season until April. Although regeneration through solar heat gains 

reduces the discharging of the ice store in some months the system control intentionally limits this regeneration 

to provide enough capacity for cooling purposes at the end of the heating season. With the beginning of the 

cooling season this capacity is used to store heat extracted from the buildings and thus the state of charge is 

increasing from May to July until it reaches its previously mentioned maximum. Then the active and on a small 

scale the passive precooling of the ice store at night ensures to provide storage capacity for cooling during the  

day. Since the extraction of heat at night and the insertion by day compensate each other, the state of charge 

remains constant from July to September. 

The results of the system simulation presented in this chapter clearly shows the essential role of the ice store 

as a seasonal thermal energy store integrated into a cold district heating system with heating and cooling 

demands. 

 

7. Validation of the cold district heating network model 

For the simulation of the cold district heating network the TRNSYS model “Type 710” originally developed 

by the Institute for Solar Energy Research in Hameln (ISFH) for horizontal ground heat collectors is used. It 

can be configured to model only one horizontal pipe buried in a specified depth below the surface. 

As described by Hirsch (2016) the model can consider the heat exchange between the earth directly 

surrounding the pipe and the undisturbed earth. Therefore, undisturbed earth temperatures are calculated based 

on the Kusuda correlation by Kusuda and Archenbach (1965) and depending on the time of the year, the depth 

below the surface, the ambient temperature and various properties of the earth. This undisturbed earth 

temperature is not influenced by the heat exchange with the fluid. In contrast the area of the disturbed earth 

around the pipe is influenced by the heat exchange with the fluid, the heat exchange between the earth’s surface 

and the ambient air by convection and the influence of solar and thermal radiation on the earth’s surface. 

Finally, the heat related to the phase change between liquid water and solid water or respectively ice included 

in the earth is considered. 

To validate the simulation results of the TRNSYS model “Type 710” the simulation results of the heat gains 

and losses at the flow pipe in the new innovative cold district heating network are compared with the results 

of a simplified analytical calculation of the heat exchange between the fluid and the surrounding earth. Within 

every timestep of the simulation the heat exchange is calculated by the following equation 1. 

𝑄𝑖 = 𝑈𝑑,outer ⋅ 𝐿 ⋅ 𝑃outer ⋅ (𝜗Earth,𝑖 − 𝜗Fluid,𝑖) ⋅ 𝑡𝑖  (eq. 1) 

 𝑄𝑖 Heat exchange between fluid and earth within the timestep i in J 

 𝑈𝑑,outer Heat transfer coefficient in relation to the outer diameter of the pipe in W m-2 K-1 

 𝐿 Pipe length in m 

 𝑃outer Outer perimeter of the pipe in m 

 𝜗Earth,𝑖 Temperature of the surrounding earth in timestep i in °C 
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 𝜗Fluid,𝑖 Temperature of the fluid in timestep i in °C 

 𝑡𝑖 Time duration of timestep i in s 

The calculation of the heat transfer coefficient considers the convective heat transfer between fluid and pipe 

and the conductive heat transfer within the pipe. The convective heat transfer has been calculated with the 

Nusselt correlation for a fully developed turbulent flow by Gnielinski (1975) and a mass flow of 42,908 kg h-1. 

The heat transfer between the pipe and the earth is assumed to be ideal. This results in a heat transfer coefficient 

of 0.259 W m-2 K-1 in relation to the outer diameter of the pipe. 

Regarding the pipe a length of 420 m, an inner diameter of 141.8 mm and an outer diameter of 298.2 mm are 

assumed. There are inner pipe walls and outer pipe walls, both made of polyethylene with a thermal 

conductivity of 0.38 W m-1 K-1 and a thickness of 9.1 mm. In between the inner and the outer pipe walls an 

insulation with a thickness of 60 mm and a thermal conductivity of 0.022 W m-1 K-1 is assumed. 

The time duration of one timestep amounts to 12 minutes. 

Like in the TRNSYS model “Type 710” the temperature of the surrounding earth is calculated with the Kusuda 

correlation by Kusuda and Archenbach (1965), which was already described at the beginning of this chapter.  

As fluid temperature the mean value of inlet and outlet temperature of the flow pipe is used and assumed to be 

constant over the whole pipe length. 

In Figure 5 the resulting monthly heat gains and losses calculated analytically are shown as black line. The 

analytical calculation does not consider the effects due to solar and thermal radiation and the heat exchange 

with the ambient air. In order to compare the results, those effects were also ignored by the simulation model 

in the first step. The resulting continuous grey line is shown in Figure 5. In comparison the simulation results 

are close to the results of the analytical calculation. Although, in the first month and the last five months of the 

year a higher difference between the simulation results and the analytical calculation compared to the other 

months can be observed. In further investigations it was recognized that those differences mainly occur in the 

time periods without mass flow through the pipe. It is assumed that especially in those time periods the fluid 

temperature used for the analytical calculation differs from the fluid temperature used in the model.  

 

 

Fig. 5: Validation of the model of the innovative cold district heating network by comparison with analytical calculation results 

 

In a second step the simulation results of the model including the effects by solar and thermal radiation and 

the heat exchange with the ambient air were calculated and are also shown in Figure 5 as a dashed grey line. 

In comparison to the simulation results without these effects and the analytical calculation the heat gains are 

mostly in the summer months higher. This is plausible as these are usually months with higher heat gains 

through solar radiation and hence higher earth temperatures in the area of the pipe. This also shows the 
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noticeable dependency of the heat gains and losses from impacts originating from the surface as the pipes of 

cold district heating networks are usually buried in a low depth of 1 to 2 m below the surface. 

Overall, the comparison with the analytical calculation results shows that the simulation results by the model 

can be considered as valid with a high probability. To further support this assumption, an additional validation 

of the simulation model with measurement values of a real pilot plant of a cold district heating network is 

planned. Based on the results of that comparison with measurement values the configuration and if necessary, 

the programming of the model will be improved with the goal to model the heat gains and losses of a cold 

district heating network even more accurately. 

 

8. Comparison of the innovative with a conventional cold district heating 
network 

The cold district heating network is an essential part of the entire cold district heating system, as it connects 

the different components exchanging heat with the consumers to cover the heating or cooling demand. The 

change of the heat transfer medium from a mixture of water and antifreeze to only water has an effect on the 

fluid temperatures in the network and therefore on the heat gains and losses of the cold district heating network. 

The results of some investigations regarding these effects are described in this chapter. 

Those investigations are based on system simulations performed with the developed simulation model 

described in chapter 5. For this purpose, both for the conventional and the innovative cold district heating 

system an adapted simulation model has been created. Additionally, both simulation models have the same 

boundary conditions based on a newly built district completed in May 2022. This district is located in the city 

of Ludwigsburg, about 15 km north of Stuttgart and therefore influenced by continental climate. It consists of 

nine multi-family houses and a kindergarten with three residential units above. In total, for the 107 residential 

units with a heated floor space of 8,567 m2 an annual heating demand of 508 MWh and a cooling demand of 

167 MWh is assumed. The supply of domestic hot water is not taken into account, as domestic hot water is 

provided by electric instantaneous water heaters. For the cold district heating network pipes with a length of 

420 m each for flow and return and with the dimensions and material properties described in chapter 7 are 

used. Just like in the validation in chapter 7 those pipes are equipped with an insulation.  

In Figure 6 the average inlet temperatures in the flow pipe and the return pipe of the cold district heating 

network are shown. In addition, the monthly heat gains of the cold district heating network through heat 

transfer from the surrounding earth are shown as positive bars and the heat losses as negative bars. 

 

 

Fig. 6: Comparison between the conventional and innovative cold district heating network regarding temperatures and heat 

gains or losses respectively in the cold district heating network 
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Firstly, the average inlet temperatures of the innovative cold district heating network are significantly higher 

in the months with heat demand, compared to the temperatures of the conventional system. This can be 

explained by the additional central heat pump that is necessary to increase the temperatures for the usage of 

water as heat transfer medium. Due to the partly negative outlet temperatures of the solar thermal air-brine-

collectors and the ice store the temperatures in the cold district heating network of the conventional system are 

accordingly below the freezing point during most of the time in the heating season.  

Secondly, as a result of the higher temperatures in the innovative cold district heating network compared to 

the surrounding earth, heat losses occur from November to April. In contrast, there are heat gains in the 

conventional cold district heating network due to lower temperatures compared to the surrounding earth 

temperature. In relation to the overall heat supplied to the buildings there are significant heat gains in the 

conventional cold district heating network, in contrast to the low heat losses in the innovative network in the 

months with heating demand (as shown in table 1). In the months with cooling demand both the conventional 

and the innovative network have similar heat gains in relation to the overall heat removed from the buildings. 

 

Tab. 1: Comparison of the heat gains and losses of the conventional and the innovative cold district heating network in relation 

to heat supplied and removed from the buildings 

 Conventional Innovative 

Months with heating 

demand 

Oktober until April 

Heat supplied to the buildings 507.7 MWh 507.7 MWh 

Heat gains or losses 
11.2 MWh 

2.2 % heat gains 

3.9 MWh 

0.8 % heat losses 

Months with cooling 

demand 

May until September 

Heat removed from the buildings 163.3 MWh 164.6 MWh 

Heat gains 
6.1 MWh 

3.7 % heat gains 

6.4 MWh 

3.9 % heat gains 

 

Generally, heat gains in the months with heating demand can be rated positive as they can reduce the heat 

supplied by the ice store and therefore preserve its state of charge. Heat gains in the months with cooling 

demand are negative as they require additional electricity to remove the heat gains from the network. 

In relation to the innovative cold district heating network the goal of the ongoing research project “SolKaN2.0” 

is to minimize the heat losses in the months with heating demand or even reach heat gains in those months. 

One approach to accomplish this goal is to reduce the fluid temperature in the network as much as possible by 

means of an optimized control of the central heat pump and the decentral heat pumps in the buildings. As 

shown in Figure 2 the average inlet temperatures in the flow and return pipes vary between 8 and 18 °C in the 

months with heating demand. As a minimal temperature of 3 °C is sufficient to avoid freezing of the water this 

offers a high potential for temperature reductions. Another approach is the use of a thermal insulation with a 

lower heat transfer coefficient or the insertion of the pipes at a greater depth below the surface. These measures 

would also decrease the heat gains in the months with cooling demand and therefore increase the efficiency of 

the system during periods with cooling demand. 

 

9. Conclusion and outlook 

In the research project “SolKaN2.0”, which started at the beginning of the year 2024, the development and 

implementation of a new generation of cold district heating systems with water as heat transfer medium in the 

cold district heating network is performed. The mainly ecological and economic reasons for changing the heat 

transfer medium from a mixture of water and antifreeze, which is commonly used in conventional cold district 

heating systems so far, to water were presented at the beginning of this paper. After that a concept of an energy 

supply system covering heating and cooling demands with the innovative aspect of water as heat transfer 
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medium in the cold district heating network was introduced. To realize this innovative system an additional 

central heat pump between the thermal energy sources and the cold district heating network is necessary. 

In addition, as part of this research project, a simulation model for this innovative system was developed and 

the resulting simulation results were used to perform various investigations. For this paper monthly heat 

balances and the state of charge of the ice store over the period of one year were calculated and presented. 

Thereby the essential role of the ice store as a seasonal thermal energy store integrated in the cold district 

heating system was shown. 

Besides the ice store the cold district heating network has been examined theoretically in more detail. 

Therefore, in a first step the used simulation model for the network was validated with analytical calculation 

results. In a second step numerical system simulations of a conventional and an innovative cold district heating 

network were carried out. The results showed higher heat losses in months with heating demand as a result of 

the higher fluid temperatures in the innovative network compared to a conventional network. As the reduction 

of those heat losses is one goal of the ongoing research project, ideas to achieve this were presented at the end. 

In conclusion, although the heat losses in the cold district heating network can be rated negatively, it is expected 

that the ecological and economic advantages using water as heat transfer medium outweigh potential higher 

heat losses. The development and implementation of a new generation of cold district heating systems with 

water as heat transfer medium and to proof the functionality and advantages of this new innovative system 

concept is the central goal of the research project “SolKaN2.0”. In this context also a prototype of the central 

heat pump will be developed and tested together with a small ice store at the IGTE in Stuttgart in a first step. 

In a second step a pilot plant of the whole new innovative cold district heating system will be implemented in 

a real district in Germany and assessed technically, economically and with regard to environmental aspects 

based on detailed measurement data. 
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Abstract 

For large-scale solar district heating plants, there is often the choice either to provide solar heat to on-site 

consumers or to feed it into a district heating grid. Plant operators get a better price if they sell the heat to the 

on-site consumers instead of to the grid. Current state-of-the-art control strategies typically decide on the basis 

of temperature thresholds on the mode of operation: if the heat should be stored for selling it later to the 

consumers or it should be fed into the district heating grid. Such strategies, however, can lead to frequent rapid 

mode switches throughout the day and sometimes the storage is loaded insufficiently, so that heat has to be 

bought back from the grid. If, the other way around, the storage tank is loaded to a higher extent than needed, 

this leads to increased storage losses. To address these problems, this contribution presents a predictive rule-

based control strategy that takes information on the predicted future conditions into account. By doing so, it 

ensures that the storage is only loaded to an extend which can be sold to the on-site consumers, thus reducing 

storage losses, increasing efficiency and maximizing monetary profit for heat sales. 

Keywords: profit optimization, predictive control strategy, rule-based control, solar district heating 

 

1. Introduction 

It is known since decades that the basis of our energy system has to be transformed from fossil fuels to 

renewable energy, and, with increasing impact of climate change, this need has become painfully obvious, 

(IPCC, 2021). Often, strategies for such a change focus on the electric sector, regarding all demands other 

demands, including heating, just as contributions to the load profile. But #heatIsHalf: Process heat and space 

heating are responsible for almost 50 % of the world end energy consumption, (REN21, 2023). At the same 

time, the electric grid is already often overstressed by current demand and fluctuating production, (Ghavi, 

2024). Here, thermal solutions that do not rely heavily on electric energy can offer a solution. 

Heating grids are particularly useful and versatile for providing renewable heat to households, and large-scale 

solar plants can be an important source of heat, in particular when combined with large-scale thermal storage 

(up to seasonal storage). Thus, optimal operation of such systems is an important task, but, as it is often the 

case with fluctuating renewable energy, a challenging one. 

Beyond just the technical aspects, renewable energy systems are embedded in an economic framework as well, 

and at the moment, they have to compete with other energy sources that create enormous damage (called 

negative externals in economy) and are nevertheless often still subsidized by governments to a larger extent 

(though often less visible) than renewables, (EEA, 2023). This is a rather unfair competition, with emission 

trading systems and carbon taxes only slowly and slightly levelling the field. A more reasonable economic 

system would not require necessary measures for our survival to provide attractive interest rates for investors 

as well – but, at the moment, we have to live with what we have. Thus, also the economic performance of 

renewable energy systems has to be optimized as good as possible when designing operation strategies. 
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2. Description of the System and the Challenge 

Large-scale solar district heating (SDH) plants, as sketched in Figure 1, often consist of a large-scale solar 

thermal field, a storage, on-site consumers and a direct connection to a local district heating grid (DHG). 

 

Figure 1: Schematic representation of a typical large-scale solar thermal plant as investigated in this contribution. 

Via the connection to the DHG, the SDH plant can generate additional profit by feeding the solar heat into the 

grid in case the production exceeds the needs of the on-site consumers. Vice-versa, in case there is not enough 

solar heat available, the grid acts as auxiliary heating and additional heat can be purchased to avoid comfort 

losses for the on-site consumers. Therefore, simply speaking, this kind of SDH plants can run in two general 

operation modes: 

• HSt: transfer the solar heat to the local heat storage in order to sell it to the on-site consumers. 

• DHG: transfer the solar heat to the district heating grid to directly generate profit. 

In order to decide on the operation mode, state-of-the-art high-level control strategies are based on simple state 

machines considering the loading state of the storage and the actual ambient temperature. The idea is that in 

case the ambient temperature falls below a certain threshold, the storage is loaded to a higher extend and vice 

versa. This strategy takes into account the fact that the heat demand is correlated with the ambient temperature; 

it also tries to keep the heated volume in the storage as small as reasonably possible. 

While such strategies are simple and transparent, they can lead to multiple mode switches, which have a 

negative effect on the system, and to profit losses by a suboptimal storage management. For example, profit 

losses can occur for a sunny day followed by a cool night. Then a lot of solar heat is fed into DHG over the 

day since the ambient temperature is relatively high and the storage gets only partially loaded. During night, 

that heat has to be bought back from the DHG at a higher price in order to supply the consumers. Tackling this 

issue by loading the storage to a higher extend as default would in general lead to higher storage losses, which 

again reduce the monetary profit. 

3. A Predictive Algorithm 

A way to deal with issues of multiple mode switches and profit losses is to use a control strategy that also 

considers the expected solar heat output and heat demand of the consumers, (Gölles+, 2021). Such predictive 

control strategies can be based on mathematical optimization, with an optimization problem often formulated 

as a mixed-integer linear program, (Moser+, 2020). Such optimization-based approaches are both powerful and 

versatile, and for operation of trans-sectorial energy systems beyond a certain level of complexity, they are 

usually the best choice. This power, however, comes at a price, both the one-time effort of setting up the 

optimization problem and the computational resources required to repeatedly solve it. In addition, 

optimization-based decisions often lack explainability. For rather simple systems like the SDH-DHG 

interaction, a rule-based predictive approach can provide reasonable performance and transparent decisions, 

while requiring significantly less effort. 
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For this special case, we present such an algorithm, based on (Unterberger, 2021). The goal of the algorithm 

is to decide when to run in mode = HSt or mode = DHG. The number of mode switches is to be minimized, 

while the storage is managed in a way such so that 

• the on-site demand can be satisfied with solar heat, if possible, 

• no excess heat is sold to the DHG and has to be bought back later for a higher price, 

• only heat really required is stored, in order to minimized storage losses. 

In order to determine the optimal operation schedule, the following steps are executed for a forecast horizon 

of 24 hours (and periodically repeated to update the strategy in order to incorporate new information): 

Step 1 – calculate available heat in the storage: The storage is separated in multiple volume elements (e.g. 

100), each with a certain temperature. The temperature of the elements is obtained from a cubic 

interpolation between the measurements of the temperature sensors in the storage. The available heat in the 

storage is calculated with respect to a reference temperature for which the heat is still useful for the 

connected consumers. 

Step 2 – calculate the forecasts for the expected solar heat output and heat demand: The expected solar 

heat output and the heat demand is calculated by using forecasting methods. Advanced methods, e.g. 

adaptive linear regression or machine learning models based on Bayesian regression or Recurrent Neural 

Networks, (Murphy, 2022), continuously adapt to latest measurements and take seasonal changes into 

account. The expected solar heat output is counted positive while the expected heat demand is counted 

negative. 

Step 3 – set default mode to HSt: For all future time steps before sunrise and after sunset, the 

optimal_MODE array is set HSt for the respective indices. By doing so, a day is started and finished by 

loading the storage in order to use the heat for the on-site consumers at the earliest or latest time possible, 

which increases local consumption. 

Step 4 – determine optimal time for switching to mode DHG: Ideally, during each day, there is only one 

transition from mode HSt to DHG and back. A supply-consumers-first policy is enforced by the algorithm, 

as the heat is only fed into the DHG in the case the demand of the on-site consumers is fully satisfied. The 

optimal switching time is determined in three sub-steps: 

• First, the currently available heat is used to iteratively reduce the expected effective heat demand (i.a. 

predicted demand minus demand satisfied by the operation strategy) along the forecast horizon, by 

assuming to fully cover it by heat from the storage. This ensures that the storage is emptied quickly 

(reducing storages losses) and guarantees that no overloading of the storage occurs, as the storage is 

typically designed to store the heat of a full day of sunshine. If the current heat in the storage is 

sufficient to satisfy the heat demand for the next 24 h, all available solar heat can be fed into the DHG. 

Otherwise, it has to be decided along the forecast horizon at which time the solar heat should be fed 

into the storage or into the DHG in order to fully satisfy the demand. 

• Second, the cumulative sum of the predicted demand, reduced by the heat from the storage, along the 

forecast horizon is calculated, in order find times where this effective demand is negative and 

therefore not fully satisfied. The index idx of the first element where the cumulative sum is negative 

determines the time for which part of the solar heat must be fed into the storage beforehand, in order 

to maximize self-consumption and minimize heat purchases from the grid. In order to find the best 

possible time to feed solar heat into the storage, it is evaluated if idx corresponds to a time between 

sunrise and sunset: In case the demand occurs after sunrise but before sunset, the first available solar 

heat after sunrise is used to reduce the effective heat demand. In case the demand occurs after sunset, 

the latest available solar heat before sunset is used to reduce the effective demand. This is done in 

order to reduce mode switches by extending the mode for feeding heat into the storage at the beginning 

or end of a day. The corresponding elements of the schedule are set to HSt. 

• After this step, the remaining cumulative sum is re-calculated until it no longer shows any negative 

heat demand and the schedule is set to DHG for the remaining time. 

Step 5 – apply mode to the system: Finally, the current mode of operation of the plant is set to the first value 

of the schedule. 
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The Algorithm is illustrated in Figure 2, and an example of its application is shown in Figure 3 and Figure 4. 

 

Figure 2: Flow-chart for the proposed algorithm, where the mode values HSt or DHG are stored in an array optimal_MODE 

→  

Figure 3: Example for the action of the proposed algorithm, Step 3 (all heat from storage is used to reduce the effective 

consumption as early as possible, in order to reduce storage losses) 
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Figure 4: Example for the action of the proposed algorithm, Step 4 (predicted production �̂̇�𝐏𝐫𝐨𝐝 is matched against predictive 

consumption, in order to reduce the effective consumption �̂̇�𝐂𝐨𝐧𝐬) 
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4. Methodology for Validation of the Algorithm in a Simulation Study 

A state-of-the-art control strategy, as described in Sec. 2, has been compared to one described in Sec. 3 in 

simulation studies for a representative week during transition time (the period between summer and winter), 

which is typically most sensitive to the quality of the control strategy, in particular the storage management. 

The study, described in more detail in (Unterberger, 2021), is based on data for a solar plant located in the 

south of Austria. The ambient conditions for the investigated week, regarding solar radiation on the collector 

surface Ig´ and the ambient temperature Tamb are shown in Figure 5. 

 

Figure 5: Ambient conditions, solar radiation Ig´ on the collector surface and ambient temperature Tamb, for a representative 

week in the transition period measured on site and used as input for the simulation studies. 

The overall simulation model describing the plant has been implemented in MATLAB®/Simulink for a 

simulation step size of 1 min. For the different components like collector field, heat exchanger and storage, 

simulation-oriented models based on partial differential equations were used. The models for the different 

components had been verified with measurement data from the real plant. For the components of the hydraulic 

heat distribution system such as pumps and valves only static models had been used since their dynamic 

characteristics play a minor role for a step size of 1 min. These models had been parametrized by information 

from the data sheet as well as by measurement data from the plant. 

For the low-level controllers, PI-Controllers have been used which have been extended by a static feedforward 

control in case of the collector field as it is state-of-the-art in such systems. Furthermore, switching between 

modes was assumed to take 1 minute until heat can be supplied again, which is based on the experience with 

the plant. 

For the forecast of the future solar heat �̂̇�Sol and the predicted heat demand �̂̇�Con, the adaptive forecasting 

methods from (Nigitz, 2019) and (Unterberger+, 2021) have been used with a forecast horizon of 1 day and 

with a sampling time of 15 min, considering the last past weeks of measurement for the parameterization. 
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For the state-of-the-art high-level controller that only considers the current state of the system, the parameters 

haven been taken from the real plant controller, which had been optimized by the plant operator for years 

leading to thresholds of THSt,warm = 15 °C and THSt,load,OFF = 72 °C. For the predictive high-level controller, 

additionally considering future information, the only parameter, the reference temperature for the evaluation 

of the heat in the storage (lowest usable temperature), was set to Tref = 55 °C. 

5. Results of Validation 

The results for the state-of-the-art controller, only considering the current state of the system, are shown in 

Figure 6 and for the predictive high-level controller additionally considering future information in Figure 7. In 

each of the figures, the upper graph shows the different energy flows with �̇�Con as the heat demand of the on-

site consumers, �̇�Sol,HSt as the solar heat fed into the heat storage, �̇�Sol,DHG as the solar heat fed into the DHG 

and �̇�Aux as the heat provided to the storage by DHG, which acts as an auxiliary heating system. 

Additionally, in Figure 7 the predicted heat demand �̂̇�Con and the predicted solar heat �̂̇�Sol are shown as black 

dotted lines. The middle graph of each figure shows the mode, with mode = 1 in case heat is fed into the heat 

storage, while for mode = 2 the heat is fed into the DHG. The lower graph shows the temperature of the 

topmost temperature sensor THSt,upper inside the heat storage, together with the critical value THSt,crit indicating 

the threshold for loading the storage via the auxiliary heating. This means in the case that the most upper 

temperature sensor THSt,upper in the storage drops below THSt,crit, the storage is heated up until THSt,upper is above 

THSt,crit plus a safety margin ∆𝑇. 

The state-of-the-art control strategy, based only on the current state of the system, has to heat up the storage 

by heat from the DHG three times during this week, at the beginning of September 30th. This happens even 

though the day before, September 29th, there would have been sufficient solar radiation available to heat up 

the storage to a higher extent. This is an undesirable behavior, since heat must be bought back at a higher price, 

which reduces the profit of the plant operator. In the middle graph of Figure 6, it can be seen that switching 

between modes happens rather often, in total 54 times. 

In the first graph of Figure 7, it can be seen that no auxiliary heating is necessary. Furthermore, in the second 

graph, it can be seen that the modes switches are drastically reduced, in total only 14 times, even if the forecast 

especially for the solar heat output deviates for some days as can be seen in the first graph. In the third graph, 

it can be seen that the most upper temperature sensor never drops below the threshold, but also that the heat 

storage is better managed since the storage is always emptied close to the critical threshold in times before 

solar heat is expected. An economic analysis, using feed-in tariffs and heat consumption prices for the plant 

investigated in (Unterberger, 2021), yields a 3 % increase regarding the overall profit. 

6. Conclusions and Outlook 

The proposed algorithm has several important features, which may help to tap the full potential of SDH plants: 

(1) Performance: The algorithm takes into account predictions and thus can outperform state-of-the-art 

approaches that are solely based on the current state of the system: 

• Reduction of storage losses: By starting and ending a day with loading the storage as well as loading 

the storage only to the extend which is used by the consumers storage losses are minimized. 

• Reduction of mode switching: The algorithm determines the optimal window when to feed into the 

grid and avoids repeated changes of the mode of operation. 

• Priority for supply of on-site consumer: Heat is only fed into the DHG if the local demand of the 

consumers can be satisfied (according to the predictions) 

(2) Transparency and simplicity: The algorithm is rule-based and thus transparent. It can be implemented 

even on rather simple controllers, which is in contrast to optimization-based control, which requires 

more computational resources and offers a lower level of explainability. 

(3) Automatic Adjustment: When using adaptive forecasting methods, the algorithm automatically adapts 

to seasonal changes or changing consumer behavior, reducing parameterization efforts to a minimum. 
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Figure 6: Simulation results for state-of-the-art control strategy 

 

Figure 7: Simulation results for the proposed predictive rule-based control strategy 

 
K. Lichtenegger et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

389



In simulation studies, the developed predictive rule-based control strategy leads to only one third of the number 

of mode switches and about +3 % regarding the overall profit. 

As next steps, more extensive simulation studies (for several weeks, preferably even a whole year) with a more 

detailed analysis of contributions to the results, a consistent inclusion of storage losses, comparison also to 

optimization-based control and the test at a real SDH system are planned. 
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Abstract 

The use of solar energy for renewable heat production for supply to a low-temperature district heating system 

is compared for two solar system concepts: solar thermal system with photothermal collectors and system 

combining photovoltaic modules and air source heat pumps. Both systems are operated with identical seasonal 

heat storage within the borehole field. Renewable heat production and efficiency of seasonal heat storage are 

compared. The analysis shows that for the same area of collectors a system based on heat pumps powered only 

by electricity from photovoltaics has about 10 to 20 % higher production and supply of heat than solar thermal 

system depending on sizing. 

Keywords: solar thermal collector, photovoltaic module, heat pump, seasonal heat storage 

 

1. Introduction 

Heat accounts for approximately half of the world's total energy consumption. Of this, approximately 46 % is 

consumed in buildings for space heating and hot water preparation (IEA, 2019). Decarbonisation of the heating 

sector is expected to play a key role in the transformation to future 100% renewable energy systems. In Europe, 

the transformation of district heating (DH) systems can significantly enable the application of renewable and 

waste-heat utilization technologies such as solar thermal systems, heat pumps, geothermal heat, excess heat 

from processes in industry and commercial buildings (e.g. supermarkets).  

The temperature in modern or retrofitted DH systems usually ranges from 30 to 60 °C thanks to low 

temperature space heating systems in newbuilt buildings, however in the case of existing buildings this means 

a necessary reduction in energy demand through insulation, replacement of windows and energy-saving 

ventilation systems with heat recovery. Furthermore, 5th generation DH systems can also be encountered, 

where the concept of the DH system prefers the distribution of low-potential heat with a temperature level 

between 15 and 30 °C throughout the district to individual buildings, where decentralized “heat transformers” 

are installed, usually heat pumps, which on the one hand can take heat from the distribution system (cooling) 

or transfer it to the distribution system (heating) depending on the type of building or the time of year. The 

centralized supply of heat and cold is connected into one complex system of thermal energy shared within the 

cluster of buildings. In addition to the easy integration of renewable sources and waste heat, the advantages of 

such low temperatures are mainly the elimination of heat losses, a reduction in the level of thermal insulation 

of the distribution system, the possibility of using cheaper plastic pipes or significant use of seasonal storage 

of renewable heat (Lund et al. 2021). 

2. SYNERGYS project 

A unique infrastructure focused on research and testing of renewable energy sources is being realized within 

the SYNERGYS project (under Just Transition Fund) in city of Litoměřice in Czech Republic, including pilot 

systems for the production, storage and supply of renewable heat for district heating purpose. The SYNERGYS 

project combines the topic of using a deep geothermal source of energy and above-ground technologies using 

seasonal heat storage in the underground. The research infrastructure will be created to show possible ways of 

transforming Czech cities towards a carbon-free future in the field of building energy supply. 
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Fig. 1: Scheme of SYNERGYS project with 4 sub-systems  

As a part of the technical study carried out in the planning phase using computer modeling a complex energy 

system consisting of four sub-systems has been designed (see Fig. 1). The core of the entire system is a deep 

geothermal heat source with a depth of 3.5 km and heat output in order of MW for the permanent heat supply 

at temperature level of 90 to 100 °C to the local district heating system. The other three systems use seasonal 

storage based on ground boreholes fields with different operating temperatures and depths (100, 200 and 400 

m). For the annual production of up to 8 tons of green hydrogen an electrolyser with power input of 250 kW 

will be connected to photovoltaic-thermal (PVT) solar collectors with a peak electric output of 500 kWp 

(system 2). Waste heat from hydrogen production and heat from cooling of photovoltaic cells will be stored 

within the borehole field in the summer and will be supplied to the DH system with use of a heat pump in 

winter. The building of the existing RINGEN research center will be heated and cooled by a ground source 

heat pump combined with a photovoltaic system and battery storage. Fuel cell will use part of the local 

hydrogen production from seasonal hydrogen storage (about 1 ton) to supply electricity and heat in winter for 

the building. The goal of the solution is to achieve a carbon neutral building operated in real time only with 

the help of local renewable energy (system 1). System 3 consists of large-scale solar thermal system with a 

collector area of 2000 m2 with seasonal borehole storage, supplemented by air source heat pump (600 kW at 

A7/W35) powered only by PV system with an area of 2000 m2. The systems 2 and 3 are interconnected by a 

low-temperature network 45/25 °C using heat from seasonal storage, and a high-temperature heat pump will 

transform the heat to the temperature level of the DH system in Litoměřice. 

3. Solar systems 

The presented analysis focuses on system 3 (green heat) designed as part of the SYNERGYS project to 

compare two renewable heat supply systems that will be connected to a common seasonal heat storage in the 

form of borehole field. The system SOLAR is solar thermal system, the system PV-HP is a combination of a 

PV and air source heat pumps for production of usable heat from the heat of ambient air using only renewable 

electricity from PV. The analysis thus compares a system with direct conversion of solar radiation into the 

heat, where the efficiency of solar collectors depends on the operating temperature and climatic conditions, 

and on the other hand, a system with direct conversion of solar radiation into electricity, which drives the air 

source heat pump, whose efficiency is also dependent on operating temperature and climatic conditions. Since 

both sources show a significant production of renewable heat in the period from spring to autumn, they are 

connected to seasonal storage with different layouts investigated. 

The aim of the simulation analysis performed in TRNSYS was to compare the overall efficiency of heat 

production and supply from both systems, including the effect of seasonal storage, with the same installed area 

of solar collectors / photovoltaic modules, under the same climatic conditions and conditions of heat supply to 

a low-temperature DH system with a permanent load power of 500 kW (from October 1 to April 30) at the 

temperature level of 45/25 °C. The heat supply system is considered for preheating of the return water, with 

the fact that the required temperature of the supply water to the DH is not exceeded. 
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Fig. 2: Scheme of variant SOLAR  

The basic SOLAR variant considers the solar thermal system with standard flat-plate solar collectors (0 = 

0.75, a1 = 3.8 W/m2K, a2 = 0.014 W/m2K2) with a total area of 3000 m2, installed with slope of 45° and 

orientation to the south. The collector field is connected by DN125 pipe (length of distribution 350 m) to a 

buffer storage tank with a water volume of 45 m3. A simplified scheme is shown in Fig. 2. 

 

Fig. 3: Scheme of variant PV-HP  

The basic PV-HP variant represents a combination of photovoltaic system and air source heat pump and is 

considered as an equivalent to the solar thermal system (see Fig. 3). The area of the photovoltaic modules is 

assumed to be the same 3000 m2 with the same slope and orientation. With a reference efficiency of PV 

modules of 20 %, this practically means 600 kWp peak output of the PV field. The real operational efficiency 

of the entire system is at the level of 16 % (effect of module temperature, inverter efficiency, electric losses, 

etc.). The heat pump is considered as a cascade of three units at 250 kW (at A7/W35, 50 Hz), each with 

continuous power control of compressor from 30 to 120 Hz. The heat pump units are connected to a buffer 

storage tank with a water volume of 45 m3. Based on the produced power of the PV system and the temperature 

in the buffer tank, the system controller determines how many heat pump units and with what compressor 

frequency they should be operated so that their electric power input is equal to the actual electric power of the 

PV system. This is to achieve that the heat pump does not consume any electricity from the grid and uses only 

renewable electricity. The simplified model for the controller uses an equation created from the detailed 

characteristics of given heat pump for different frequencies, temperature to the evaporator and temperature to 

the condenser. Fig. 4 shows an example of controlling the heat pump's electrical input according to the 

electrical output of the PV system in simulation. It is evident that the control is not perfect due to the inaccuracy 

of the simple model for controller. However, the inaccuracy of the control, expressed by the share of electricity 
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that the heat pump had to take from the grid during the whole year, is under 2%. 

 

Fig. 4: Adaptation of power input of heat pumps to power output of PV system 

For both systems, the same variants of seasonal storage were considered using a borehole field with a 

concentric tube and bentonite filling: a) 32 shallow boreholes with a depth of 200 m; b) 16 deep boreholes with 

a depth of 400 m, but with the upper 200 m filled with a heat-insulating mixture to prevent heat loss and 

eliminate the thermal influence of the upper layers of the subsoil with possible groundwater flow. The total 

active length of the ground boreholes is thus considered the same with generally comparable costs of the 

seasonal storage. In all cases, boreholes are considered with a spacing of 5 m. The rock profile up to a depth 

of 500 m was defined on the basis of a geological survey of the given SYNERGYS infrastructure site. An 

underground thermal energy storage with longer boreholes can count on a higher temperature of the massif, 

but its total storage volume is finally smaller than in the case of an underground storage with higher number 

of shorter boreholes. Thus, shallow borehole field has a larger active storage volume than in the case of deep 

boreholes, where the upper half of the boreholes is insulated for the heat transfer. It is clear from the scheme 

of both systems that the seasonal storage is used to store actual excess heat from the buffer tank. The renewable 

heat source supplies heat primarily to the buffer tank, and when the defined temperature 45 °C is exceeded, 

the seasonal storage charging pump is started. 

4. Comparison 

Due to the same area of solar collectors and photovoltaic modules and the same considered configurations of 

seasonal storage, it is possible to make a direct comparison of the total renewable heat delivered to the buffer 

storage from primary production side (QPRIM) and the usable heat transferred further to the low-temperature 

DH system (QDH) during the year. At the same time, the balance of the seasonal storage (QSS) is shown in all 

variants (input: in, output: out). The results of the comparison are presented in Tab. 1 for all variants with basic 

sizing (area of solar systems 3000 m2). 

Tab. 1: Annual energy balance of variants with solar collectors area 3000 m2 

Variant QPRIM 

[MWh] 

QSS,in 

[MWh] 

QSS,out 

[MWh] 

QDH 

[MWh] 

SOLAR 400 m 1571 1259 722 1034 

SOLAR 200 m 1580 1301 715 994 

PV-HP 400 m 1869 1450 816 1235 

PV-HP 200 m 1912 1526 831 1217 

 

Comparison of solar energy systems (SOLAR, PV-HP) producing renewable heat shows that PV-HP 
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combination brings approximately 20 % higher heat gains both on the primary side of the system and in usable 

heat for low-temperature DH supply, despite the fact that the solar thermal system has relatively high specific 

heat gains of over 500 kWh/m2.a. The heat pumps in PV-HP variant work with annual COP of 3.53 (400 m) 

and 3.61 (200 m), the photovoltaic system produces around 177 kWh/m2 of module area (gross area) per year.  

 

Fig. 5: Monthly average temperature of seasonal heat storage volume (borehole field)  

 

Fig. 6: Monthly average temperature of buffer water storage  

Tab. 2: Comparison of performance indicators for variants 

Collector area 

[m2] 

SOLAR PV-HP 

Coverage 

[%] 

Specific gains 

[kWh/m2.a] 

Coverage 

[%] 

COP 

[-] 

1500 15 564 23 4,1 

3000 39 527 48 3,6 

4500 61 498 65 3,3 

 

Results also showed that the layouts of the seasonal storage do not differ much from each other. The efficiency 

of the heat storage as a ratio between the output and the input of the seasonal storage varies between 54 % and 

57 %, as the seasonal storage in general is burdened by a significant share of heat losses. It follows that it is 

not economically advantageous to perform deep ground boreholes (400 m) with thermal insulation compared 

to conventional ground boreholes up to 200 m due to the need to use more expensive drilling technology. For 
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additional information, the graphs in Fig. 5 and Fig. 6 shows the temperature evolvement in the seasonal 

storage and in the buffer storage for both system variants with 200 m boreholes. The displayed temperature in 

the seasonal storage is the average temperature of the entire ground mass within the borehole field. The 

temperature is higher in the center and around the boreholes, and the temperature is lower then the average 

towards the edge of the borehole field. It is evident from the comparison of the temperature trends that the heat 

pumps, by giving more energy, also get the seasonal storage at a higher temperature. The highest temperatures 

are reached at the end of September, the lowest in March. 

 

Fig. 7: Influence of sizing on heat source production  

 

Fig. 6: Influence of sizing on heat supplied to district heating system 

In addition to the basic variants of systems, sizing with 50 % larger (4500 m2) and 50 % smaller (1500 m2) 

area of solar thermal collectors and photovoltaic modules were also analyzed. As the area increased, the volume 

of the buffer storage tank was changed proportionally, in the case of the SOLAR variant, also the dimensions 

of the pipes, and in the case of the PV-HP variant, the nominal heat output of the heat pump units has been 

adapted. Seasonal storage with 32 ground boreholes with a depth of 200 m has been considered for all variants 

of sizing. The comparison of the total annual production of the heat source and the heat supply to DH system 

is shown graphically for the variants in Fig. 7 and Fig. 8. The resulting performance indicators of the 

technologies (coverage of heat consumption, specific heat gains, COP of the heat pump) are summarized in 

Tab. 2. 

The results show that as the heat output of the heat source increases due sizing in both variants, the difference 

in performance between SOLAR and PV-HP variants decreases. In the case of variants with an area of 4500 

m2, the heat production of the PV-HP system is only 10 % higher compared to the SOLAR system, and the 

heat supply to the DH system is only 8 % higher. 
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5. Conclusion 

Renewable heat sources connected to low-temperature heat supply systems will increasingly appear in district 

heating systems in future. Within the upcoming SYNERGYS project renewable heat production will be 

investigated theoretically and experimentally, using seasonal storage in the boreholes field. Presented analysis 

showed possible advantages of the combination of photovoltaic systems and heat pumps for (especially) 

summer heat production with significant efficiency. Compared to solar thermal systems, the combination of 

efficient PV modules with air source heat pumps shows a roughly 10 to 20 % higher heat supply with the same 

area of solar collectors. A certain uncertainty in the results arises from the fact that the effect of possible 

freezing (and therefore necessary defrosting) of the evaporator at outside air temperatures between 5 and 10 °C, 

typically during the transition period has not been taken into account within the simulations. Also the 

limitations of compressor envelope with frequency control were not included. This will be subject of further 

analyses.  

The efficiency of seasonal heat storage was around 55 %, which is a relatively low value. The results and 

practical experience from other projects show that the efficiency increases with increasing collector area, with 

increasing storage size (compactness, lower proportion of heat loss compared to stored heat) and, naturally, 

with a lower temperature of intake to the distribution of centralized heat supply (low-temperature district 

heating systems). At the same time, it has been proven so far that the use of deeper boreholes and storage at 

greater depths (400 m) does not bring an advantage in the efficiency of heat storage compared to more 

affordable shallower boreholes up to 200 m. The results of the analysis will be used for the final design of both 

systems in the JTF SYNERGYS project, in which the effectiveness of the production and supply of renewable 

heat for the district heating will be verified in the real operation of the technologies. 
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Abstract 

Since concentrated solar collectors can deliver higher flow temperatures with higher efficiency compared to 

standard collectors such as high performance flat plate (HPFPC) and evacuated tube collectors, they are of 

interest for heating networks with supply temperatures above 100 °C. In addition, they can usually track the 

sun, which can increase the solar yield over the course of a day.  

In this paper, different collector technologies and their properties are described. In addition, concentrated and 

non concentrated collectors are compared with each other on the basis of their Solar Keymark characteristics 

and in a simulation study for implementing in district heating systems. 

The comparison and simulation of high performance flat plate collectors and parabolic trough collectors for 

heating networks shows that at higher network temperatures, parabolic trough collectors deliver higher yields 

at German locations. The parabolic trough collectors (PTC) investigated are especially interesting at locations 

with high direct radiation, as this can be better reflected and converted into heat than diffuse radiation. 

This work is part of the German research project Pro-Sol-Netz, funded by the German Federal Ministry for 

Economic Affairs and Climate Action (BMWK). Pro-Sol-Netz aims to develop and evaluate technologies for 

the integration of parabolic trough collectors in district heating (DH) and process heat.  

Keywords: concentrated solar thermal collectors, parabolic trough, collector technologies, district heating, 

TRNSYS, simulation study 

 

1. Introduction 

Solar thermal collectors are one important technology for the supply of renewable heat in DH and for industrial 

processes. Among other things, they can be integrated in DH and installed decentrally on detached houses and 

apartment buildings or industrial buildings (Mazhar et al. 2018). There is a great potential for solar thermal in 

DH in Germany, because around 14 % of homes were heated with district heating in 2019 (AGFW, 2022). 

Large-scale high performance flat plate collectors and evacuated tube collectors without and with CPC 

(compound parabolic concentrator) are the state of the art for the integration of solar heat into DH networks 

with supply temperatures up to 90 °C. These standard collector technologies are described e.g. in the AGFW's 

'Solar thermal practice guide' (AGFW, 2021). However, existing heating networks, heating networks with large 

customers and industrial plants often require high transportation capacities or high temperatures respectively. 

In these cases, it can be important to be able to provide temperatures of around 100 to 140 °C economically 

using solar thermal energy (Agora Energiewende, 2019).  

Other collector technologies, such as parabolic troughs (Figure 1) and Fresnel collectors, can provide supply 

temperatures above 100 °C with higher efficiency compared to standard collectors, therefore they are of interest 

for the decarbonization of existing DH networks. These collector technologies are new for utilities and other 

stakeholders in district heating.  

Therefore, an analysis and comparison of collector technologies from various manufacturers is an important 

step towards encouraging the integration of solar thermal energy in heating networks. In this paper, the 

comparison of different solar thermal collector technologies is shown. In addition, a simulation case study 

comparing parabolic trough collectors and flat plate collectors in a DH network was carried out. 
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2. Collector technologies 

Different collector technologies have various characteristics and specific features. Concentrated collectors are 

designed to focus the direct radiation of the sun onto a secondary absorber element, which considerably 

enhances the solar yield at high temperatures. Examples include evacuated tubes with CPC, parabolic troughs, 

and Fresnel collectors. In comparison to standard collectors such as flat plate collectors, evacuated tube 

collectors with and without CPC, which typically have a fixed collector slope angle, there are also collectors 

with tracking systems. Tracking systems allow the collectors to follow the sun, minimizing the angle of 

incidence and thereby maximizing the amount of irradiation received on the collector surface and the collector 

output. Tracking systems can be classified into single-axis and dual-axis types. To avoid damage from 

overheating, collectors can be tracked away from the sun, allowing for better regulation of thermal yield 

(Stahlhut et al. 1-2/2022). 

Various heat transfer fluids are used in solar collectors based on the specific technology and application, as 

typically specified by the manufacturer. The most prevalent fluids include water, water-propylene glycol 

mixtures, thermal oil, and steam. When using water, the costs are generally low, and transferring from the solar 

circuit to a secondary circuit may not be necessary. However, a strategy to prevent freezing under any condition 

is essential. Water can be used for operating temperatures up to around 200 °C, but systems with temperatures 

exceeding 95 °C must be pressurized, which incurs additional costs. Alternatively, using water-propylene 

glycol mixtures can prevent freezing. These fluids can handle operating temperatures up to approximately 170 

°C for short durations and up to 120 °C for extended periods (TYFOROP Chemie GmbH, 2015). Thermal oils 

are suitable for use at temperatures up to 400 °C, but some of these oils have a high viscosity at low 

temperatures. This can cause issues when starting a cold system. The environmental impact of high-

temperature oils should also be considered (Therminol, 2022). 

2.1. Flat plate collector 

Flat plate collectors are typically utilized for low and medium temperature applications below 90 °C. As 

illustrated in Figure 2, these collectors have a large absorber surface, making diffuse radiation a significant 

factor in their heat yield. This feature allows flat plate collectors to generate heat effectively in cloudy, dusty, 

or humid conditions. They are generally constructed with a glass cover, copper tubes, absorber plates, thermal 

insulation, and an aluminum casing, which makes them relatively inexpensive to produce (Shamsul Azha, et 

al. 2020). To enhance performance, many manufacturers of high performance collectors use anti-reflective 

glass. Flat plate collectors can have either single or double glazing. Double-glazed collectors perform better at 

higher temperatures due to reduced heat loss, but they are more costly and heavier than single-glazed versions. 

Figure 1 Photo of parabolic trough collectors (Solarthemen Media GmbH, 2021) 

 
S. Tamm et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

399



 
These double-glazed large-scale collectors are often used in DH applications. 

 

Figure 2 Structure of a flat plate collector for district heating (GREENoneTEC) 

2.2. Evacuated tube collector without and with CPC 

There are two main types of evacuated tube collectors: Sydney tube collectors and single glass tube collectors. 

Sydney tube collectors consist of double glass tubes with an inner absorber tube coated with a selective 

material, and the space between the tubes is evacuated. Single glass tube collectors consist of one evacuated 

tube with a conventional metallic absorber inside. The vacuum insulation in both types reduces heat loss and 

enhances performance at higher collector temperatures. An example of an evacuated tube collector with heat 

pipes is shown in Figure 3. It uses a trapezoidal plate with a high reflection factor, mainly reflecting diffuse 

radiation onto the vacuum tube. 

 

Figure 3 Main components of an evacuated tube collector without CPC (AKOTEC) 

 

A specific design of this technology is the evacuated tube collector with CPC, which includes a parabolic 

mirror on the backside of the absorber tube (see Figure 4). This mirror geometry reflects direct radiation onto 

the absorber tube at any angle of incidence, eliminating the need for tracking and allowing for small row 

spacing due to minimal shading and the flat geometry. This design is highly area-efficient and can 

economically generate high temperatures (manufacturer information). 
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Figure 4 Main components of an evacuated tube collector with CPC, sectional view (Ritter Energie- und Umwelttechnik GmbH 

& Co. KG) 

2.3. Parabolic trough collector 

This technology features a large, curved mirror that focuses incoming radiation onto the absorber tube (see 

Figure 5). An electric servo motor can be used to adjust the angle of incidence in order to optimize solar 

radiation onto the collector plane during the day. Due to their large size, these collectors are typically tracked 

on a single-axis. A significant advantage of this design is comparatively low heat losses because of the small 

surface area of the absorber tube. Consequently, high temperatures exceeding 400 °C can be achieved 

efficiently through the concentration of direct irradiation. However, parabolic trough collectors are generally 

not stagnation safe, meaning that overheating protection is mandatory. Stagnation is typically prevented by 

rotating the collector out of direct sunlight. Most absorber tubes are enclosed by a protective glass tube, and 

many receiver tubes are vacuum-insulated, which can be re-evacuated during maintenance (W. Weiss, M. 

Rommel, 2008). 

Figure 5 illustrates the schematic structure of a large parabolic trough collector, highlighting the key 

components and geometric parameters. 

 

Figure 5 Large parabolic trough collector, perspective view and cross-sectional view (figure: Solites) 
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2.4. Fresnel lenses collector 

The Fresnel lenses by a Danish manufacturer represents an innovative concentrated collector technology. This 

design focuses direct radiation onto the absorber surface behind the lenses, see Figure 6. Each module contains 

eight plastic lenses that act like magnifying glasses to concentrate light. Its compact design allows for two-axis 

tracking, which significantly increases solar yield. Additionally, there is no risk of glare, as the collector 

consistently reflects towards the sun due to the dual-axis tracking (datasheet, manufacturer information). 

 

Figure 6 Photo of Fresnel lenses, Heliac in Denmark (Jensen et al. 2022) 

 

3. Comparison of solar thermal collectors according to Solar Keymark 

Most funding programs for collectors require that the collectors are certified, to have standardized performance 

parameters available. The most widely used certificate in Europe is the Solar Keymark certificate, which is 

also accepted in many countries outside Europe. Accredited test laboratories evaluate collectors according to 

the EN 12975 and EN ISO 9806 standards. The certification process also includes periodic monitoring of the 

manufacturing process and the product. Large parabolic trough collectors are hard to test in laboratories due 

to their size, but in-situ testing is a valid option under the Solar Keymark certification scheme (Solar Keymark, 

2024). 

Concentrated solar collectors focus the solar radiation onto a secondary element, from which the converted 

heat is extracted and, if necessary, converted again. In case of a parabolic trough collectors the radiation is 

directed and focused from the mirrors to the absorber tube. Compared to standard collectors such as flat plate 

collectors and evacuated tubes, the influence of diffuse radiation on parabolic trough collectors is low. This is 

due to the comparatively small surface area of the absorber (Weiss and Rommel, 2008).  

The next Figure 7 shows the specific annual yields of three parabolic trough collectors with gross areas of 6 to 

15 m² and a standard high performance flat plate collector according to their Solar Keymark certificate as a 

function of the average collector temperature. The mean temperature corresponds to the mean value of the 

supply and return temperatures of the collector. Solar Keymark provides specific annual yields for operating 

temperatures of 25 °C, 50 °C, and 75 °C at reference locations in Athens, Davos, Stockholm, and Würzburg. 

The following diagram shows values for Würzburg, Germany. Besides the standard temperatures, an additional 

operating temperature of 100 °C was calculated using the ScenoCalc tool, which is used to calculate the values 

for Solar Keymark certificates (ScenoCalc, 2024). 

From collector mean temperatures above 55 °C, there is a yield advantage for concentrated collectors. The 

drop in specific yield at higher temperatures is not as steep as for the HPFPC. In this comparison concentrated 

collectors are therefore more suitable for high temperature applications.  
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Figure 7 Specific annual heat yield of different small parabolic trough collectors (PTC) and a high performance flat plate 

Collector (HPFPC), related to the gross area, location Würzburg (Solar-Keymark) (ScenoCalc) (figure: Solites) 

All preceding analyses and references are part of the report RA1 in IEA SHC Task 68, which will soon be 

available at (Task 68, 2024). Within this report, further collector technologies are analyzed Subsequent sections 

are based on additional investigations. 

 

4. Case study 

4.1 Parameterization 

In a TRNSYS simulation case study, a heating network with supply temperatures of 140 °C in winter and 120 

°C in summer and an annual heat demand of 6,150 MWh is fed by 2,250 m² aperture area of the PTC 1800 

parabolic trough collector from the manufacturer Soliterm. There is also a buffer storage tank with 1,000 m³. 

Frankfurt am Main, Germany, is the reference location for the weather data used. The tracking axis is north-

south, i.e. the collector tracks the sun from east to west. In addition, a stagnation prevention control is installed, 

which turns the collector out of the sun if the collector temperature is too high. The remaining heat requirement 

is covered by an additional heater. The results are compared with a high performance flat plate collector for 

solar district heating applications simulated in the same system. The main parameters of the case study are 

listed in Tab. 1 (TRNSYS, 2024) 
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Tab. 1 Parameterization of the case study 

Parameter Description 

TRNSYS type / technology Type 1357 / parabolic trough collector 

Collector model, manufacturer PTC 1800, Soliterm 

Aperture area 2,250 m² 

Row distance 4 m 

Storage volume 1,000 m³ 

Maximum storage temperature 150 °C 

Supply/return temperatures summer 120/70 °C 

Supply/return temperatures winter 140/65 °C 

Reference location Frankfurt am Main, TRY 2015 (test reference year) 

Source weather data DWD (Deutscher Wetterdienst, German Weather Service) 

Annual load 6,150 MWh/a 

Feed in type return-supply 

Storage mode Operation with charging to required supply temperature 

Tracking single-axis, north-south axis, tracking away when supply 

temperature of collector is 153 °C 

Simulation period 1 year 

Simulation time step 1 hour 

4.1 Main results 

The solar fraction of the parabolic trough is almost 20 %. Therefore, it generates almost 1,200 MWh heat per 

year while the high performance flat plate collector achieves less than 10 % solar coverage and 600 MWh per 

year heat. The specific solar yield shows the difference between the two technologies. The parabolic trough 

collector achieves 526 kWh/m² per year and the high performance flat plate collector 276 kWh/m² per year. 

The simulation results show that the parabolic trough collector can achieve supply temperatures of over 100 

°C. The flat plate collector, on the other hand, produces significantly lower heat yields in this application. Tab. 

2 gives an overview of the main results of the simulation study for both collector technologies. The solar yields 

of the PTC 1800 parabolic trough collector are at a high level from March to September inclusive. However, 

the yields in winter are not sufficient to supply the heating network, even on sunny days. Nevertheless, they 

are many times higher than the yields of the high performance flat plate collector. Proportionally higher heat 

losses from the storage tank are to be expected using the concentrated collector due to higher supply and 

storage temperatures. The pumps are switched on more often because more heat is supplied by the parabolic 

trough collector. 

Tab. 2 Main results of the case study, comparison of parabolic trough and high performance flat plate collector 

Output Parabolic trough collector Flat plate collector 

Annual solar yield 1,157 MWh/a 600 MWh/a 

Specific solar yield 526 kWh/(m²*a) 276 kWh/(m²*a) 

Solar fraction 18.8% 9.8% 

Number of pump switch-ons 

for the collector circuit 

337 286 

Number of pump switch-ons 

for the solar circuit 

320 267 

Number of stagnation days 5 0 
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4.2 Monthly solar yields 

Figure 8 shows the monthly heat demand (Load) and the solar heat yield supplied by the parabolic trough 

collector (Solar). The remaining heat is supplied by an auxiliary heater (Aux). As there is more irradiation and 

a comparatively low heat demand in summer, the solar fraction is comparatively high from March to 

September. Due to the solar fraction of 100 % in July and August and 5 stagnation days, the collector area and 

buffer storage could be further optimized in their size. 

 

 

 
Figure 8 Monthly solar yield, parabolic trough collector 

4.3 Temperature and radiation evaluation on a typical sunny day 
The evaluation of day-dependent simulation results is an important measure for comparing the parabolic trough 

collector with the high performance flat plate collector. Based on the radiation data, identical days are selected 

and uniform diagrams are generated from the results, which are comparable for the respective day. A daily 

diagram is generated for both collectors, with simulation results provided at hourly intervals. Figure 9 

illustrates the radiation values entering the collector level, represented by dashed lines. The horizontal axis 

indicates the time of day.  

An example of this daily evaluation is shown in Figure 9, which presents the daily diagram of the parabolic 

trough and the HPFPC for 02. July, covering the period from 4 a.m. to 10 p.m. The high proportion of direct 

radiation at the collector level indicates a sunny day. The direct radiation in the collector plane of the PTC has 

a m-shaped curve. This is due to the single-axis tracking in east-west direction The parabolic trough collector 

is therefore able to deliver relatively constant solar yields over a longer period of the day. Constant energy 

yields throughout the day make it easier to control the pumps in the collector and solar circuit, as load demand 

is usually low at midday (12 am to 2 pm) and comparatively high in the morning and afternoon. In comparison 

to that, the direct radiation at the collector level of the HPFPC looks like a downwards facing parabola and is 

highest at midday (12 pm to 1 pm). This is due to the fixed collector slope which is 15°. At midday the direct 

radiation at the collector level of the HPFPC is higher than the direct radiation at PTC level. As the diffuse 

radiation for the HPFPC has an influence on heat generation, it is shown here. 
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Figure 9 Daily diagram, 02. July, sunny day, parabolic trough collector (PTC) and high performance flat plate collector 

(HPFPC), relevant irradiation for heat generation 

The following Figure 10 shows values that relate only to the parabolic trough collector on 02. July. The supply 

and return temperature (T_supply, T_return) of the PTC refer to the secondary vertical axis and are shown 

with solid lines. The scale of the radiation values can be seen, as in Figure 9 on the first vertical axis, which 

are shown with dashed lines. The total, direct and diffuse radiation entering the collector level are shown. In 

addition, the total horizontal radiation is shown in yellow. As previously mentioned, the irradiation in the 

collector plane has a m-shaped curve. This enables the PTC to supply constant temperatures to the DH system 

throughout the day. Due to transmission and storage losses, the collector delivers nearly 140 °C, even though 

the required supply temperature is 120 °C. 

 

 
 

Figure 10 Daily diagram, 02. July, sunny day, parabolic trough collector, solid lines: temperatures, dotted lines: irradiation 

4.4 Conclusion of the case study 

On cloudy days, the solar yields of parabolic trough collectors are significantly lower than those of flat plate 

collectors as the parabolic trough has a comparatively small absorber surface, which is relevant for the yields 

from diffuse radiation. In the case study, the parabolic trough collector has a clear advantage overall. Due to 

the required heating network temperature of up to 140 °C, the flat plate collector is not able to supply heat 

efficiently. 

A decisive advantage of parabolic trough collectors is the increased and adjustable solar yield due to tracking. 

The daily evaluations show that on sunny days, the direct radiation at the PTC level is relatively constant and 

there is no peak of direct radiation at the collector level at midday. This makes pump control easier, as the load 

demand is normally low at midday and higher in the morning and afternoon. Another advantage of parabolic 

trough collectors is the reduction of stagnation events which also results from tracking. However, it is also 

important to consider the row spacing of the parabolic trough collectors. When designing the system, care must 

be taken to ensure that the shading and area utilization are low and that the area efficiency is as high as possible.  
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While concentrated collectors are suitable for applications requiring higher temperatures when using solar 

energy, flat plate collectors remain a promising option, especially in applications where lower flow 

temperatures are sufficient. However, in addition to technological considerations, the economic feasibility of 

these technologies must also be thoroughly assessed, taking into account potential cost variations and 

uncertainties associated with real applications.  

The studies and comparison that were carried out show that concentrated collectors such as parabolic troughs 

are interesting for heating networks in Germany and most probably in Central Europe and are useful in sunny 

locations. The use of these technologies needs to be investigated further. 

 

5. Outlook 

Further investigations will be carried out as part of the project Pro-Sol-Netz (May 2024 to April 2027) and 

IEA SHC Task 68 (April 2022 to March 2025). The TRNSYS simulation model and the assumptions made 

should be further optimized. In addition, different concentrated collector technologies can be compared with 

each other and further case studies can be carried out. In this described case study, mainly the parabolic trough 

collector PTC 1800 was investigated. The investigation of other parabolic trough collectors is also interesting. 

In addition, a comparison with other standard collectors, such as vacuum tube collectors, proves to be relevant.  

Pro-Sol-Netz aims to provide developments and evaluations in order to successfully establish and use 

concentrated collectors in the markets for district heating systems and process heat in central Europe, both 

technically and economically. The availability of knowledge and calculation tools for municipal utilities and 

planning offices plays a central role in enabling them to plan and implement concentrated solar thermal 

systems. 

The work in Pro-Sol-Netz focuses on carrying out the developments and evaluations, including the first pilot 

plants in Germany, in order to be able to use and establish concentrated collectors for heating networks and 

process heat successfully in the German markets, both technically and economically, once the project has been 

successfully completed. These solar collectors should not be seen as competition to other renewable energy 

technologies such as heat pumps, but as a necessary technology for process heat and heating networks. All 

scenarios for the future energy mix of a decarbonized Germany show a strong increase in heat pumps, 

geothermal energy and solar thermal energy. The project-specific conditions lead to the most economical 

selection of the technologies mentioned, with alternatives to heat pumps being required for supply temperatures 

above 95 °C in particular. 

In Pro-Sol-Netz, the thermal yield of commercial parabolic trough systems is scientifically measured and 

monitored. The measurement data is used for validation and as practical proof of the performance of 

concentrated collectors in the future-oriented sectors of heating networks and process heat. Existing simulation 

tools for calculating and predicting system yields, such as SCFW and Greenius, are being further developed 

for use with concentrated collectors. The ROKA³ heating network calculation software is also being improved 

for the integration of solar thermal heat production, thereby supporting the validation and dissemination of 

research results (SCFW, 2024) (Greenius, 2024) (ROKA³, 2024). 

In Pro-Sol-Netz Solites leads two work packages and supports other work packages by contributing expertise, 

carrying out modeling and simulations and developing simulation tools, among others. Solites is also active in 

the international exchange of knowledge in the parallel ongoing IEA SHC Task 68.  
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Abstract 

The transformation of districts into Positive Energy Districts (PEDs) is one of the major EU goals on the path 

to a sustainable building stock. When connecting PEDs to district heating systems, which typically rely on 

non-renewable sources, the energy balance requires careful consideration. Methods for calculating the 

necessary photovoltaic energy to achieve a positive balance are not yet available. To consider different energy 

carriers, the energy demands have to be converted to primary energy or CO2 emissions. In addition to the 

annual energy balance typically used in PED calculations, time-depending methods, i.e. monthly conversion 

factors, address the impact of seasonal variations on energy demand and supply. These methods are applied to 

a case study of a realized residential district in Austria. Alternative system concepts district heating (DH) and 

heat pumps (HP) and different combinations of DH and HP are investigated by applying different balancing 

methods. Insights into the challenges and feasibility of achieving PED for multi-family buildings in urban 

areas with DH are derived. 

Keywords: Positive energy district, district heating, heat pump, CO2 emissions, monthly conversion factors 

 

1. Introduction and aim of the study  

Numerous studies have extensively explored the concept of Positive Energy Districts (PEDs), providing a 

range of definitions and methodologies (Lindholm, et al., 2021), (Albert-Seifried, et al., 2021), (Guarino, et 

al., 2023), (Moreno, et al., 2021), (Walker, et al., 2018), (Shnapp, et al., 2020). Key performance indicators 

(KPIs), including primary energy (PE) (Guarino, et al., 2023), non-renewable (non-RE) PE (Moreno, et al., 

2021), and carbon footprint (Guarino, et al., 2023), have been used in these investigations. The primary focus 

of these studies is on assessing the annual balance between energy demand and supply. However, annual 

methodologies overlook grid-related challenges arising from energy imbalances (i.e. energy demand peaks in 

winter and supply peaks in summer, the so-called winter gap).  

The transformation of districts with multi-apartment buildings connected to a non-RE district heating (DH) 

system requires careful consideration of the balancing method, i.e. annual vs. monthly, PE vs. CO2. 

Furthermore, it is important to address whether it is acceptable and if so, how to overcompensate the use of 

gas in the DH with an additional supply of photovoltaic (PV) energy. As shown in (Ochs, et al., 2022) for the 

DH in Vienna and Innsbruck, the gas demand in DH is particularly high during the winter months due to space 

heating (SH) needs. Hence, the future development of the DH system has to be considered, too. 

This study aims to develop and compare methods for assessing the performance of PEDs connected to DH 

systems. The goal is to determine the necessary PV energy (i.e. PV area) to achieve a PED. The required PV 

area depends on the method employed for the calculation of the PE or CO2 balance. Various methods will be 

developed and tested by means of a comprehensive case study of an existing residential district in Innsbruck, 

Austria. The study will use the design data of the existing system and expand the methods to explore alternative 

system concepts involving DH and heat pumps (HP). This approach aims to draw more general conclusions 

about the requirements for achieving PED with DH and HP. The alternative system concepts that will be 

investigated, include: 1) HP for space heating (SH), and DH for domestic hot water (DHW) (i.e., as built), 2) 

HP only (for both SH and DHW), 3) DH only (for both SH and DHW), and 4) DH for SH, and HP for DHW 

(i.e., opposite of as-built). 
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2. Case Study 

The "Campagne-Areal" Smart City Quarter is a project involving 16 new buildings subdivided into four blocks 

(Figure 1, left). Predominantly residential, some buildings also accommodate non-residential facilities (e.g. 

supermarket and kindergarten). The first four buildings (i.e. the first block) have already been built and tenants 

have been moving in in late 2022, which is also the start of a three-year monitoring campaign. The total living 

area amounts to 22277 m2. A common technical room accommodates the main components of the central 

heating system (Figure 1, right) for the entire quarter. The goal of the Smart City Quarter is the creation of a 

"Zero Emission Urban Region" and to contribute to the Energy Strategy Tyrol 2050, thus it can serve as an 

example of achieving PED in an urban environment with DH.  

 

Figure 1: Left: Campagne Areal district (source: Google Earth). Right: Scheme of the energy system 

The buildings were designed to meet the Passive House standard, with space heating demands ranging from 

15 kWh/(m²a) to 21 kWh/(m²a). A mechanical ventilation system with heat recovery (MVHR) is installed. SH 

is provided by a ground source HP, while DHW is provided by the city DH. Storages for SH and DHW are 

integrated into the hydronic circuit. The Passive House Planning Package (PHPP) (Feist, et al., 2007) was used 

during the planning phase to design the four buildings. Energy demands for space heating, domestic hot water, 

auxiliaries and appliances are calculated on a monthly basis using PHPP. The monthly SH and DHW demands 

are calculated including distribution and storage losses. Monitoring data for the first two years of the districts 

are available on district-, building-, and apartment-level. A comparison between design results and monitoring 

data is carried out in (Venturi, et al., 2024). The annual electricity demand for the HP for SH amounts to 

77 MWhel, while the electricity demand for appliances is 392 MWhel, and for auxiliaries (including the MVHR) 

is 153 MWhel. The thermal demand from the DH system for DHW is 582 MWhth. The monthly electric and 

thermal energy demands are shown in Figure 2.  

 

Figure 2: Left: Monthly electric energy required by HP (for SH), auxiliaries and appliances. Right: thermal energy required 

by DH (for DHW) 
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3. Methods 

Several conversion factors and CO2 balances are proposed in order to explore the necessary PV energy (i.e. PV 

area) to reach a positive energy balance. The conversion factors vary based on the balanced quantity (CO2 or 

non-RE PE) and the type of conversion factor (annual or time-dependent). The CO2 balances differ in the type 

of storage considered (grid as an ideal storage or hydrogen storage with losses). The methods are tested on the 

case study to assess the performance of PEDs connected to DH and HP. Additionally, different variants of heat 

generation are introduced, and the methods are applied to these variants accordingly. 

 

3.1 Conversion factors 

3.1.1 Balanced quantity  

Primary energy (PE), non-renewable primary (non-RE PE) energy and CO2 emissions are commonly used in 

the PED assessment. Since the goal of this study is to calculate the necessary PV area to offset the energy from 

non-renewable sources, the CO2 and the non-RE PE conversion factors are relevant. The renewable part of PE 

is excluded, as it does not require offsetting with PV energy (as it already comes from renewable sources). In 

the case of absence of nuclear energy, CO2 and non-RE PE conversion factors are the same. Therefore, for 

sake of simplicity, only the CO2 conversion factor is considered in the current study, however, the method is 

valid with non-RE PE, too. 

The quantity of equivalent CO2 (in kg) produced by the energy (electric and thermal) demand is calculated 

according to eq. 1: 

𝐶𝑂2 =  𝑊𝑒𝑙 ∙ 𝑓𝐶𝑂2𝑒𝑞,𝑒𝑙 + 𝑄𝐷𝐻 ∙ 𝑓𝐶𝑂2𝑒𝑞,𝐷𝐻 (eq. 1) 

Where: 

- 𝑊𝑒𝑙  is the electric energy demand from the electric grid [kWhel] 

- 𝑄𝐷𝐻 is the thermal energy demand from the city district heating [kWhth] 

- 𝑓𝐶𝑂2𝑒𝑞,𝑒𝑙  is the CO2 conversion factor for electricity [kgCO2/kWhel] 

- 𝑓𝐶𝑂2𝑒𝑞,𝐷𝐻 is the CO2 conversion factor for DH [kgCO2/kWhth] 

Since the energy mix for DH is highly dependent on the specific city or region, this study uses the energy mix 

specific to the DH of Innsbruck, rather than the Austrian national values. In contrast, the conversion factors 

for electricity are based on the Austrian national energy mix. 

 

3.1.2 Type of conversion factor (annual and time-dependent) 

In the current study both annual and time-dependent (i.e., monthly) conversion factors are used. The annual 

conversion factors represent the energy mix (electricity or DH) over the course of a year, providing a 

generalized average of the energy sources used in each month. In contrast, the monthly conversion factors, 

which vary throughout the year, reflect the energy mix for each individual month. These monthly variations 

occur due to the fluctuating availability of renewable sources throughout the year. 

The annual values of the CO2 conversion factor for electricity are country-specific and are documented in the 

literature, often provided in standards and norms. For example, the Austrian norm OIB 2023 (OIB, 2023) 

specifies the CO2 conversion factor for electricity as fCO2eq,el = 156 g/kWh. The annual values used in the 

current paper for the DH of Innsbruck is fCO2eq,DH = 127 g/kWh (Ochs, et al., 2022), based on (Streicher, 2018). 

Although the data from (Streicher, 2018) refers to the year 2017, the annual values for 2023 from (TIGAS, 

2024) confirm similar shares with only minor changes. 

To account for the timing of energy demand and supply, it is necessary to assess the CO2 conversion factor 

based on the time of the year (at least on monthly basis). In the current study, monthly conversion factors are 

considered. This approach, initially proposed by (Ochs & Dermentzis, 2018) and then applied by (Dermentzis, 

et al., 2021), allows for consideration of the so-called winter gap. Monthly conversion factors for the Austrian 
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electricity mix are available in (OIB, 2023), while those related to the Innsbruck DH system are derived by 

(Ochs, et al., 2022). It is important to note that the availability of monthly conversion factors depends on the 

country, or in case of DH on the specific city/region. Finding accurate monthly conversion factors for DH can 

be challenging and the assumptions used in their calculation can have a significant impact on the results. 

The monthly and annual CO2 conversion for electricity and DH are illustrated in Figure 3. 

 

Figure 3: Annual (dotted line) and monthly (continuous line) CO2 conversion factor for electricity (in green) and DH (in 

orange). Source for electricity: (OIB, 2023). Source for DH: (Ochs, et al., 2022) 

The monthly conversion factor for electricity shows peaks during the winter months. In contrast, the monthly 

conversion factors for the DH system in Innsbruck have peaks in both winter and summer (June to August) 

when fewer renewable sources are utilized (Ochs, et al., 2022). 

 

3.2 CO2 balance 

A CO2 balance between the required energy and the produced energy by the PV system is necessary, regardless 

of the conversion factor used. The CO2 balance means that the annual CO2 emissions due to the energy demand 

must be offset by the annual CO2 savings due to the PV production (see eq. 3). 

∑𝐶𝑂2,𝑑𝑒𝑚𝑎𝑛𝑑,𝑖 = 

12

𝑖= 1

∑𝐶𝑂2,𝑠𝑢𝑝𝑝𝑙𝑦,𝑖

12

𝑖=1

 (eq. 3) 

Where: 

• 𝐶𝑂2,𝑑𝑒𝑚𝑎𝑛𝑑,𝑖 is the CO2 emissions due to the energy demand in every month (i) 

• 𝐶𝑂2,𝑠𝑢𝑝𝑝𝑙𝑦,𝑖 is the CO2 savings (or negative emissions) due to the PV production in every month (i) 

Knowing the annual required CO2 negative emissions, the necessary PV energy (i.e., PV area) to achieve a 

PED can be calculated. In the current study, two CO2 balance approaches are used: one considers the grid as 

an “ideal storage” (i.e., no losses), and the other involves a seasonal storage system with losses (i.e., a more 

realistic approach), such as using hydrogen (H2) technologies. These two possible balances are called: “Grid 

as ideal storage” and “Seasonal storage (H2)” and are detailed in the following sections. 

 

3.2.1 CO2 balance: “Grid as ideal storage” 

The most common balance used in the literature is the annual balance with the grid (here called “Grid as ideal 

storage”). In this scenario, the required PV energy to achieve PED can be produced during the summer months 

(when the PV production is high and the energy consumption is low) and used in winter. Since no losses are 

accounted for, the grid is considered as an ideal storage system. The required PV area for the case “Grid as 
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ideal storage” is calculated to have CO2 balance according to eq. 4: 

 

𝐴𝑟𝑒𝑎𝑃𝑉 =  

∑ (
𝐶𝑂2,𝑠𝑢𝑝𝑝𝑙𝑦,𝑖
𝑓𝐶𝑂2,𝑒𝑞,𝑖

)12
𝑖=1

∑ 𝐼𝑠𝑜𝑙,𝑖
12
𝑖=1  ∙  𝜂𝑃𝑉

 
(eq. 4) 

Where: 

• 𝐴𝑟𝑒𝑎𝑃𝑉 is the required PV area 

• 𝐼𝑠𝑜𝑙,𝑖 is the solar radiation in each month (i)  

• 𝜂𝑃𝑉 is the efficiency of the PV panel 

• Monthly CO2 negative emissions (𝐶𝑂2,𝑠𝑢𝑝𝑝𝑙𝑦,𝑖) and monthly conversion factors (𝑓𝐶𝑂2,𝑒𝑞,𝑖) are as 

described in section 3.2 and 3.1.1 

The efficiency of the PV panels (𝜂𝑃𝑉) is assumed to be 22%. The monthly solar radiation is obtained from the 

standard weather data of Innsbruck provided in Passive House Planning Package (PHPP), see Table 1.  

Table 1: Solar radiation in kWh/(m2 month) for Innsbruck according to PHPP 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

58.5 70.9 106.2 134.6 139.2 125.8 137.3 129.0 113.9 96.7 50.5 49.8 

 

It has to be noted that when the current method is applied using annual conversion factors, the balance is known 

as the so-called “net balance”.  

 

3.2.2 CO2 balance: “Seasonal storage (H2)” 

Hydrogen can serve as an alternative method for storing electric energy produced during the summer months 

for later use in the winter months. This CO2 balance accounts for the losses in the hydrogen storage process. 

The process includes: electrolyzer (efficiency η = 70% (Tosatto & Ochs, 2024)), H2 storage (charging 

efficiency ηcharge = 89% and discharging efficiency ηdischarge = 100% (Tosatto & Ochs, 2024)), and fuel cells 

(efficiency η = 50%). Consequently, the total roundtrip efficiency (ηH2) of the process is 31%, which affects 

the PV overproduction in the summer months (i.e., the electricity that can be stored). 

The calculation of the required PV area must consider the energy self-consumption in each month (unlike in 

the “Grid as ideal storage” calculation where the process efficiency was assumed to be 100%). The required 

PV area is determined by solving the eq. 5, which is based on eq. 6, and further derived from eq. 7. The 

calculation necessitates an iterative process. 

∑𝑊𝑃𝑉𝑜𝑣𝑒𝑟,𝑖

12

𝑖=1

=  0 (eq. 5) 

  

{
 
 

 
 𝑊𝑃𝑉𝑜𝑣𝑒𝑟,𝑖 = (𝑊𝑝𝑟𝑜𝑑𝑃𝑉,𝑖 −

𝐶𝑂2,𝑠𝑢𝑝𝑝𝑙𝑦,𝑖

𝑓𝐶𝑂2,𝑒𝑞,𝑖
) ∙ 𝜂𝐻2       𝑤ℎ𝑒𝑛 (𝑊𝑝𝑟𝑜𝑑𝑃𝑉,𝑖 −

𝐶𝑂2,𝑠𝑢𝑝𝑝𝑙𝑦,𝑖

𝑓𝐶𝑂2,𝑒𝑞,𝑖
) > 0 

𝑊𝑃𝑉𝑜𝑣𝑒𝑟,𝑖 = (𝑊𝑝𝑟𝑜𝑑𝑃𝑉,𝑖 −
𝐶𝑂2,𝑠𝑢𝑝𝑝𝑙𝑦,𝑖

𝑓𝐶𝑂2,𝑒𝑞,𝑖
)                 𝑤ℎ𝑒𝑛 (𝑊𝑝𝑟𝑜𝑑𝑃𝑉,𝑖 −

𝐶𝑂2,𝑠𝑢𝑝𝑝𝑙𝑦,𝑖

𝑓𝐶𝑂2,𝑒𝑞,𝑖
) < 0

 (eq. 6) 

  

𝑊𝑝𝑟𝑜𝑑𝑃𝑉 ,𝑖 = 𝐼𝑠𝑜𝑙.𝑖 ∙ 𝜂𝑃𝑉 ∙ 𝐴𝑟𝑒𝑎𝑃𝑉 (eq. 7) 
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Where: 

• 𝑊𝑃𝑉𝑜𝑣𝑒𝑟,𝑖 is the PV overproduction in each month (i). 𝑊𝑃𝑉𝑜𝑣𝑒𝑟,𝑖 is negative in months when the PV 

production is less than the required energy  

• 𝑊𝑝𝑟𝑜𝑑𝑃𝑉 ,𝑖
 is the produced energy by PV panels in each month (i) 

• 𝜂𝐻2 is the roundtrip efficiency of the total H2 process (electrolyzer, H2 storage and fuel cells), which 

is 31% 

• Monthly CO2 negative emissions (𝐶𝑂2,𝑠𝑢𝑝𝑝𝑙𝑦,𝑖) and monthly conversion factors (𝑓𝐶𝑂2,𝑒𝑞,𝑖) are as 

described in section 3.2 and 3.1.1. Monthly solar radiation (𝐼𝑠𝑜𝑙.𝑖) and PV efficiency (𝜂𝑃𝑉) are as 

described in section 3.2.1 

 

3.3 Methods for assessing the performance of PEDs 

Four methods are derived from the combination of the type of conversion factors (section 3.1.2) and the CO2 

balance (section 3.2). These methods are illustrated by the white cells in Figure 4. The methods become eight 

when also the balanced quantity of the conversion factor (section 3.1.1) is changed (CO2 and non-RE PE, in 

case of presence of nuclear energy in the grid). The comparisons of the possible methods are indicated by the 

colored arrows in Figure 4 and include: 

- Comparison of the type of the conversion factor (green arrow), it will be presented in section 4.1.1 

(i.e. annual vs. monthly conversion factor) 

- Comparison of the CO2 balance (orange arrow), it will be presented in section 4.1.2. 

(i.e. “Grid as ideal storage” vs. “Seasonal storage (H2)”) 

 

 

Figure 4: Schematic representation of the 4 methods (illustrated by the white cells) resulting from different combinations of 

conversion factors and CO2 balances. The number of methods increases to 8 when the non-RE PE conversion factors are also 

considered 

 

3.4 Variants of the heat generation 

To draw more general conclusions on the requirements to achieve PEDs using DH and HP, several alternative 

system concepts are investigated. These variants combine different heat generations and are as follows: 

1) HP for SH, and DH for DHW (i.e., as built), 

2) HP only (for both SH and DHW), 

3) DH only (for both SH and DHW), 

4) DH for SH, and HP for DHW (i.e. opposite of as-built). 

The electric and thermal energy demands for these four systems are calculated using PHPP. Electricity for 

auxiliaries and appliances is included. The energy demands are available on monthly basis. 
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4. Results 

The methods are compared in section 4.1. Section 4.2 focuses on comparing the different heat generation’s 

variants. The different methods are applied to the four heat generation’s variants of the Campagne district, but 

for simplicity, results are presented using only the monthly CO2 conversion factor. 

 

4.1 Comparison of the methods 

4.1.1 Comparison of the type of conversion factors 

The influence of using the annual or the monthly conversion factor (green arrow of Figure 4) is discussed in 

the current section.  

The monthly CO2 emissions (due to the energy demand) are presented in Figure 5 with calculations using 

annual and monthly CO2 conversion factors. 

 

Figure 5: Equivalent CO2 emissions calculated using the annual (blue line) and monthly (orange line) CO2 conversion factors 

(based on the same energy demand) 

The use of monthly conversion factors leads to higher CO2 emissions during the winter months, reflecting the 

increased reliance on non-renewable sources during these months. In contrast, the annual conversion factor 

tends to underestimate these emissions. This discrepancy impacts the calculation of the required PV area: 

3604 m2 using the annual CO2 conversion factor and 4518 m2 using the monthly CO2 conversion factor, 

according to the “Grid as ideal storage” CO2 balance, which is commonly used in the literature. The PV 

production corresponding to these PV areas results in negative CO2 emissions, shown in Figure 6 alongside 

the positive CO2 emissions due to the energy demand (as depicted in Figure 5). 

0

5000

10000

15000

20000

25000

30000

35000

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

C
O

2-
eq

 /
 [

kg
/m

o
n

th
]

Emissions, Annual f(CO2eq) Emissions, Monthly f(CO2eq)

 
E. Venturi et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

415



 

 

Figure 6: Positive CO2-equivalent emissions (dotted lines) due to the energy demand and negative CO2-equivalent emission 

(continuous lines) due to the PV production. Monthly emissions are presented using annual fCO2eq (blue) and monthly fCO2eq 

(orange) 

As observed in Figure 5, the monthly conversion factors affect also the negative emissions associated with the 

PV production. The peaks in negative CO2 emissions calculated using the monthly CO2 conversion factor 

during the intermediate months (e.g., March and October) result from the combination of relatively high 

conversion factors (higher than the annual value, see Figure 3) and the relatively high PV production compared 

to the winter months (due to the higher solar radiation, see Table 1). 

 

4.1.2 Comparison of the CO2 balance 

The impact of the ideal or seasonal storage in CO2 balance (orange arrow of Figure 4) is discussed in the 

current section. The two CO2 balances (i.e. “Grid as ideal storage” and “Seasonal storage (H2)”, as described 

in section 3.2) are calculated using monthly conversion factors.  

Due to the losses associated with the “Seasonal storage (H2)”, the required PV area is 5623 m2, which is 24% 

larger than the area calculated using the “Grid as ideal storage” (4518 m2). The resulting monthly PV 

production is illustrated in Figure 7.  

 

Figure 7: Electricity produced by the PV areas calculated according the two CO2 balances. Calculations with monthly fCO2eq 
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Figure 8 shows the equivalent CO2 emissions, highlighting the positive emissions due to the energy demand 

(black line) and the negative emissions due to the PV production. 

 

 

Figure 8: Monthly equivalent CO2 emissions calculated with the monthly fCO2eq. Positive emissions (black) are due to the 

energy demand, negative emissions are due to the PV production, based on the PV area calculated using the two CO2 balances. 

The area between the two lines of negative emission represents the conversion losses associated with the H2 storage process. 

 

The areas under the black line (representing the CO2 emissions) and the blue line (representing the CO2 savings, 

calculated using the “Grid as ideal storage” balance) are identical. This indicates that the total annual CO2 

emissions and CO2 savings due to the PV installation are equal, as defined by the “Grid as ideal storage” CO2 

balance. This implies that the overproduction of electricity during summer (characterized by high solar 

radiation and low energy demand) is shifted to the winter months without accounting for any associated losses. 

In contrast, the “Seasonal storage (H2)” CO2 balance exhibits a similar trend, but with increased required CO2 

negative emissions (i.e., increased PV production) because a part of these will be lost due to the H2 storage 

process. The yellow area between the two lines of negative emissions represents the conversion losses 

associated with the H2 storage process (roundtrip efficiency ηH2 = 31%).  

 

4.1.3 Comparison of the methods based on the required PV area 

To summarize the comparison of methods discussed in the previous sections, the required PV area calculated 

using each method is presented in Table 2. 

Table 2: Required PV area (in m2) to achieve PED calculated according to the four different methods 

 CO2 conversion factor (fCO2eq) 

Annual fCO2eq Monthly fCO2eq 

Grid as ideal storage 3604 4518 

Seasonal storage (H2) 4866 5623 

 

The net balance (i.e. the combination of annual fCO2eq and “Grid as ideal storage” balance) results in the smallest 

required PV area (3604 m2). Conversely, using monthly conversion factor combined with the “Seasonal storage 
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(H2)” balance yields the largest required PV area (5623 m2), which is 56% more than the area determined by 

the net balance. The other combinations produce results that fall between these two cases. 

  

4.2 Comparison of the heat generation variants 

The four variants of the heat generation are compared using the monthly CO2 conversion factors. The required 

PV area to reach PED is calculated using both CO2 balances.  

The required PV areas are presented in Figure 9, and Table 3 shows the increase in PV area relative to the “as 

built” case.  

 

Figure 9: Required PV area (in m2) to achieve PED for different heat generation variants and the two CO2 balances. 

Calculation with monthly fCO2eq 

 

Table 3: Increase in the required PV area compared to the “as-built” case. Calculation with monthly fCO2eq 

 SH: HP 

DHW: DH 

(as-built) 

SH: HP 

DHW: HP 

(only HP) 

SH: DH 

DHW: DH 

(only DH) 

SH: DH 

DHW: HP 

(opposite of as-built) 

Grid as ideal storage 0% -33% 13% -20% 

Seasonal storage (H2) 0% -26% 21% -4% 

 

Regardless of the CO2 balance, the solution involving only the HP results in a reduced required PV area to 

reach PED, while the solution using only DH increases the required PV area. The “Grid as ideal storage” 

balance significantly reduces the required PV area for the “opposite of as-built” variant (-20%), while the 

“Seasonal Storage (H2)” balance narrows the reduction to just -4%, making the two system concepts 

comparable in terms of PV area. Therefore, the choice of CO2 balance can significantly impact the results and 

influence the evaluation of systems that implement different energy sources. 

 

4518

5623

3022

4157

5115

6796

3619

5420

0

1000

2000

3000

4000

5000

6000

7000

8000

Grid as ideal storage Seasonal storage (H2)

R
eq

u
ir

ed
 P

V
 a

re
a 

/ 
 [

m
2

]

SH: HP, DHW: DH
(as built)

SH: HP, DHW: HP
(only HP)

SH: DH, DHW: DH
(only DH)

SH: DH, DHW: HP
(opposite of "as-built")

 
E. Venturi et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

418



 

5. Discussion and conclusions 

Various methods for calculating the necessary photovoltaic energy (i.e., required PV area) to achieve a positive 

CO2 balance in PEDs with combinations of heat pump (HP) and district heating (DH) are investigated and 

compared. The methods differ for the type of conversion factors (annual or time-dependent, i.e., monthly), and 

the CO2 balance, i.e., the use of “Grid as an ideal storage” or “Seasonal storage (H2)”. The methods are tested 

using an existing residential district in Innsbruck. To draw more general conclusions on the requirements to 

achieve PED with DH and HP, four system concepts are investigated, varying the heat generation: 1) HP for 

space heating (SH), and DH for domestic hot water (DHW) (i.e., as built), 2) HP only (for both SH and DHW), 

3) DH only (for both SH and DHW), and 4) DH for SH, and HP for DHW. 

As in case of absence of nuclear energy in the electric grid (as in the case of Austria), using CO2 or non-RE 

PE conversion factors leads to the same conclusions, the analysis is carried out only by implementing the CO2 

conversion factors (fCO2eq). Using monthly conversion factors results in higher CO2 emissions during the winter 

months compared to annual conversion factors and provides a more accurate or “fair” representation of the 

available renewable sources throughout the year (which contrasts with the significantly higher demand in 

winter). In contrast, the use of annual conversion factors tends to underestimate this mismatch. However, 

obtaining monthly conversion factors could be challenging, especially for DH systems, which depend on the 

city/region and where often there is a lack of information about the time depending operation of the DH.  

The net balance (i.e., the combination of annual fCO2eq and “Grid as ideal storage” balance) leads to the smallest 

required PV area. Considering the grid as an ideal storage underestimated the required PV area because it 

assumes that the surplus of PV energy produced in summer can be used in the winter months without any loss. 

In contrast, implementing the seasonal storage (H2 with roundtrip efficiency of 31%) in the CO2 balance leads 

to a 23% increase of the required PV area (using monthly CO2 conversion factor). The adoption of monthly 

CO2 conversion factor and “Seasonal storage (H2)” results in a 56% increase of the required PV area (5623 m2) 

compared to the net balance.  

Different heat generation variants are compared in terms of the required PV area against the “as-built” case. 

The choice of CO2 balance method can significantly impact the results and even change the ranking of the 

systems implementing different energy sources. For the system with DH for SH and HP for DHW (opposite 

of “as-built”), the required PV has different trends (compared to the “as-built” case) depending on the CO2 

balance used. When using the “Grid as ideal storage”, the required PV area significantly decreases (-20%), 

whereas with the “Seasonal storage (H2)” balance, it slightly decreases (-4%), making the two variants 

comparable. Contrarily, the system concept with only HPs achieves the greatest savings in PV area 

independently of the use of storage in CO2 balance (e.g. -26% with the “Seasonal storage (H2)”) and the case 

with only DH shows the largest increase in the required PV area (e.g. +21% with the “Seasonal storage (H2)”).  

The results of the current study are influenced by the choice of the conversion factors, which are subject to 

change as the electric grid and the DH systems are supposed to undergo future decarbonization. The use of 

adapted conversion factors could significantly affect the results. Future studies should consider future scenarios 

of energy sources and the development of the load in particular in the building stock, such as e.g. in case of 

the electricity conversion factors suggested by (Ochs & Dermentzis, 2018). Challenging is the decarbonization 

of the DH, which will rely on high-temperature HPs and seasonal energy storage. To achieve a comprehensive 

assessment, it is also essential to consider the industry and mobility sectors, in particular electric vehicle 

charging. An open question that remains is, whether it is appropriate or justified at all to compensate non-

renewable sources (e.g., natural gas in the DH) with renewable sources (e.g., PV), or whether a district relying 

on non-renewable energy sources can be considered a PED at all. 
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Abstract 

Two case studies of renewable district heating in rural areas with high solar fraction are presented. The first 

solar district heating system is currently under construction. Here, an approximately 8 km heating network will 

supply heat to 180 households. The main heat supply components are a large collector field (11,700 m²), a 

seasonal pit storage tank with 26,600 m³, two internal heat pumps (combined 1.5 MW thermal) to discharge 

the storage tank and raise the temperature for district heating, and a biomass boiler. The total energy demand 

of 3.6 GWh/a is supplied by solar thermal (67%) and biomass (26%). The rest is supplied by the internal heat 

pump (electricity 6%). The second district is smaller, with a total energy demand of 2.3 GWh/a for 100 

buildings and a 5 km heating network. The demand is covered exclusively by solar thermal energy (87%) and 

an internal heat pump (electricity 13%). The main components of the second case study are 5,700 m² of 

collectors (flat plate and evacuated tube), one 15,000 m³ storage tank and the large heat pump (1 MW thermal). 

Both systems were modeled in TRNSYS and optimized by using numerical algorithms to achieve the lowest 

levelized cost of heat (LCoH).  

 

Keywords: Solar District Heating, High Solar Fraction, Renewable District Heating  

1. Introduction 

Around 57 % of Germany's final energy consumption in 2022 was used to provide heating and cooling (33 % 

for space heating and hot water) with a renewable share of 17.5 % (German Association of Energy and Water 

Industries 2024; Umweltbundesamt 2024). In order to achieve a climate-neutral heat supply, local authorities 

in Germany are obliged to develop heating plans by 2028 (municipalities with more than 10,000 inhabitants 

by 2026) (German Federal Government 2023). These plans shall define how a climate-neutral heat supply for 

citizens and companies can be achieved in the respective municipalities by 2045 at the latest. 

Based on previous experience and the guidelines of Baden-Württemberg (KEA Baden-Württemberg 2020) and 

Hesse (Landes Energie Agentur Hessen 2020), a special focus is put on heating networks. Various nationwide 

studies (Blesl and Eikmeier 2015; Gerbert et al. 2018; Gerhardt 2019) also predict a significant expansion of 

heating networks, as this can reduce the transformation costs and speed up the process for achieving a climate-

neutral heat supply. Local heat sources (solar energy and environmental heat for heat pumps) are generally not 

sufficiently available to guarantee a comprehensive regenerative heat supply, especially in large cities with 

dense development (Hess et al. 2019). Fossil-free heating networks are therefore an important prerequisite for 

decarbonizing the heat supply in these areas. For rural areas, the main focus lies currently on extensive energy-

efficient building refurbishment and a building-specific heat supply with individual heating systems (especially 

heat pumps). The share of heating networks in the future heat supply is less than 20% in the study of Gerhardt 

(Gerhardt 2019), for example. The reason for this is the low heat density of rural areas, which makes the 

implementation of heating networks more difficult. However, extensive building refurbishment is generally 

very cost intensive and also very time-consuming due to low refurbishment rates. In rural areas, this is 

exacerbated by the fact that the buildings have significantly lower market values compared to urban areas and 

the refurbishment costs increase relative to the value of the building, which makes implementation less likely. 

As a result, the challenges for the heating transition in rural areas are particularly large. On the other hand, 

there are also opportunities. For example, rural areas generally have larger undeveloped areas that represent 
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an important resource for the provision of renewable heat and can be used, for example, for large solar thermal 

fields, storage facilities and heating centers. Furthermore, the laying of pipelines in rural areas is significantly 

cheaper than in cities. 

This paper examines initiatives to decarbonize the local heating supply in German villages based on two case 

studies in Rauschenburg-Bracht and Amöneburg-Rüdigheim. Decentralized solutions that include building-

specific refurbishments and heat pumps are compared with centralized solar local heating systems that include 

extensive use of solar fields and thermal energy storage. The results of existing feasibility studies, simulation 

analyses and cost assessments will be analyzed to identify the most effective strategies to significantly reduce 

CO2 emissions. The investigations will form the basis for the implementation of climate-neutral heat supply 

systems that are economically viable and can cover both current and future energy needs in order to show other 

villages possible future scenarios for a regenerative heat supply. 

2. Case Study 1: Rauschenberg-Bracht 

2.1. Boundary Conditions 

The first case study focuses on the German village called Rauschenberg-Bracht (or in short “Bracht”) in 

northern Hesse. The village with around 860 inhabitants consists of 2 districts, which are around one kilometer 

apart, and has a total of 294 buildings. In 2013, a feasibility study was presented for solar local heating (solar 

coverage rate 100%) for the village at a citizens' meeting in order to make the village's heating supply CO2 

neutral and independent of fossil resources (Solarwaerme Bracht eG 2024). This concept envisaged a 

12,000 m² solar field with a 45,000 m³ above-ground tank thermal energy storage (TTES) and did not include 

any other heat generators. As this concept turned out to be very costly and funding from the state of Hesse or 

the federal government was ruled out, the Department of Solar and Systems Engineering at the University of 

Kassel was asked to optimize the solar district heating system and to investigate whether an individual building 

refurbishment with decentralized heat supply (mainly via air-to-water heat pumps) or a central heat supply via 

a regenerative heating network would be the more cost-effective solution for a CO2 saving of at least 80 %. To 

coordinate (and later finance) the implementation of a regenerative heat supply in the village, the people of 

Bracht have founded a citizens' cooperative that collected data on the heat supply and the conditions of the 

cooperative members' buildings. Based on current data, approximately 180 out of the 294 buildings in Bracht 

will be linked to the local heating network. This includes 156 current buildings and 24 new ones that are being 

built in the next years. 

Figure 1 shows the relative distribution of heat generators and the age structure of thes buildings in Bracht. 

More than 80 % of the buildings were constructed before 1980, with some being half-timbered. The category 

“renovation sensitive” refers to those half-timbered houses and buildings constructed before 1919. 

Additionally, a significant part of these predominantly single-family homes is heated using oil heaters or wood 

stoves, as Bracht is not connected to a natural gas network . 

 

 

 

 

Figure 1: Relative distribution of heat generators in the analyzed buildings (left) and years of construction of the buildings divided 

into 5 categories (right) (Kelch et al. 2023). 
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2.2. Centralized vs. dezentralized solution 

 
Kelch et al. (Kelch et al. 2024) examined the refurbishment of buildings with decentralized supply via mainly 

air source heat pumps or the creation of a regenerative heating network as more cost-effective solution. Here, 

several assumptions were initially made to make them comparable. Firstly, in both scenarios, 180 potential 

consumers had to be supplied with heat, including space heating and hot water. Furthermore, the heat supply 

had to be achieved without the local use of fossil fuels and the use of biomass was not allowed to exceed level 

of the original state. 

 

In the decentralized renovation scenario described in the paper, decarbonization is targeted through specific 

insulation measures in individual buildings. This involved using reference buildings in the village, for which 

detailed information was available, to estimate when building renovation measures would be necessary. For 

example, it was determined that all buildings that exceed a certain limit value in the heat transfer coefficient 

must be renovated in such a way that limit values for current funding programs are achieved. The number of 

underfloor and panel heating systems already installed in the buildings was also investigated. For the new 

buildings, it was assumed that these would be fitted exclusively with panel heating systems. In addition, new 

biomass boilers were only proposed for buildings with the highest heat demand that are difficult to renovate 

(half-timbered houses) or for buildings that already heat with biomass. All other buildings should be equipped 

with air heat pumps in that scenario. The result of these calculations was that once the insulation measures 

have been implemented, the total heat consumption of the buildings examined can be reduced by an average 

of 18%. This, coupled with heat generation using only biomass boilers and heat pumps, meant that CO2e 

emissions in the buildings concerned could be reduced by 95%. The proportion of heat provided after the 

renovation measures is finally shown in Figure 2. 

 

The solar district heating scenario focused on a significant reduction in CO2e emissions through the integration 

of renewable energy sources, primarily by solar thermal energy. This approach targeted the 156 existing 

buildings and focused on minimal renovation measures in the buildings (such as insulation of basement ceilings 

etc.). In this scenario, these measures reduced the heating requirement by around 2 %. The core components 

of the heating network scenario included an extensive solar thermal collector field coupled with a seasonal pit 

thermal energy storage system (PTES), coupled with an electric heat pump to cool the storage to about 31°C 

during the heating season. This cooling significantly reduces both the size and cost of the storage system 

compared to maintaining it at the higher temperatures traditionally required. As it was assumed that the 

proportion of biomass can remain the same compared to the original situation, but must not exceed this in 

future solutions, the concept also provided for the use of biomass boilers to cover the remaining heat demand. 

The system sizing was optimized using TRNSYS simulations over a period of 3.5 years, with a focus on the 

last year in which the system reached thermal equilibrium. The optimization aimed to achieve the lowest 

levelized cost of heat and involved configuring the sizes of the system components using GenOpt software. Of 

the various possible variants, all of which had similar costs, the variant that offered the greatest flexibility for 

the future, such as additional consumers connected to the heating network, was favored. This variant comprised 

a 13,000 m² flat-plate collector field, a PTE storage volume of 26,600 m³, 2 biomass boilers with a total power 

of 600 kWth and a heat pump with 1.300 kWth, which supply the network with heat via a 250 m³ short-term 

storage tank (Kelch et al. 2024). Taking into account the practical boundary condition, a collector area of 

Figure 2: Reduction of heat consumption and shares of heat supply 

for decentralized renovation scenario in Bracht (Kelch et al. 2024). 
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around 11,700 m², a heat pump output of 1.200 kWth and a total biomass boiler output of 550 kWth working 

on a 400 m³ buffer storage tank turned out to be the best solution, achieving net levelized costs of heat after 

subsidies of 104 €net/MWh (213 €net/MWh before subsidies) (Kelch et al. 2022). With this system (see Figure 

3), which would have a solar fraction of almost 70 %, a CO2 reduction of approx. 97 % could also be achieved. 

In a comparison of the two possible solutions for CO2-neutral heat supply, Kelch et al. found that centralized 

solar heating and decentralized building refurbishment achieve the same full heating costs per building within 

the scope of the calculation accuracy (see Figure 4). However, the main difference between the two variants is 

that the centralized solution achieves the full CO2 reduction in just a few years after commissioning, while the 

decentralized refurbishment takes significantly longer, considering realistic refurbishment rates of 2-3 %/a at 

most (figure 4, right). 

 

These investigations reinforced the citizens' cooperative's original goal of installing a renewable heating 

network in their village, so that they finally entered the implementation phase with the aim of setting up the 

system shown in Figure 3. 

 

2.3. Implementation, current design and status 
 

In the original concept developed by Kelch et al. (Kelch et al. 2024), all heat generators initially worked on 

the buffer storage tank. One of the reasons for this was that the heat pump did not have to provide heat at the 

network supply temperature. The goal was to increase the efficiency of the heat pumps by connecting them to 

the center of the storage tank, effectively pre-heating the water of the biomass boiler.  In the project currently 

being implemented (Figure 6), however, the storage tank with a volume reduced to 200 m³ has more the 

function of a hydraulic switch. Both the biomass boiler (only one boiler in this concept) and the heat pumps 

can operate directly at the grid supply temperature. In addition, a total heat pump output of 1.5 MW is planned, 

which is slightly more than in the originally planned variant. This system is currently being modeled and 

investigated using simulations. However, no results are yet available. 

 

Construction of the PTES (Figure 5) began in November 2023. The process was interrupted several times due 

to adverse weather conditions. However, the pit will be completely covered with liners by the end of July 2024, 

meaning that the PTES is likely to be filled by fall 2024. The availability of sufficient water to fill the PTES 

quickly continued to prove problematic in this area, but has now been resolved. 

Figure 4: Annual heat costs per average building from solar district heating vs. decentralized solution in Bracht (left) and 

comparison of annual CO2e emissions in tCO2/a (right) (Kelch et al. 2024). 

Figure 3: Components, their dimensioning and their share of the heat supply in the district heating solution for Bracht. 
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In order to check the technical performance of the system, the PTES is to be measured at several points. In 

addition to the sensors for monitoring the water temperature inside of the PTES, sensors for measuring the 

wall temperature and the ground temperature in the immediate vicinity of the PTES are also planned to be able 

to estimate the heating of the ground around the storage. There are also plans to measure the solar thermal field 

as well as all generators and the heating network to monitor the system and draw conclusions for similar, future 

projects. 

 

3. Case Study 2: Amöneburg-Rüdigheim 

3.1. Boundary Conditions 

The second village considered in this paper is Amöneburg-Rüdigheim (Rüdigheim for short), located about 17 

kilometers south of Bracht. A citizens' co-operative has also been set up to build a renewable heating network 

in the village and to provide district heating for about 100 houses, which corresponds to a connection rate of 

around 60 %. The initial aim was to achieve 100 % solar coverage using a seasonal storage system, mainly to 

be independent of biomass and fluctuating fuel prices. For this purpose, a planning office, together with a plant 

constructor and a manufacturer of tank thermal energy storages (TTES), has developed a concept in which the 

100 houses with an estimated annual heat demand of 2,250 MWh/a can be supplied via a 5 km heating network. 

The concept, as shown in Figure 7, envisages a 7,000 m² solar thermal evacuated tube collector (ETC) field 

and two 15,000 m³ seasonal TTES. Special heat transfer stations, which can enable a return temperature of 

40 °C according to the manufacturer (supply temperature approx. 68 °C), are intended to increase the storage 

capacity in this concept.  

 

Figure 5: Construction progress of the PTES (image as of July 2024). 

Figure 6: Schematic representation of the hydraulics in Bracht of the system expected to be implemented. 
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Figure 7: Schematic representation of the original concept in Rüdigheim with 2 TTES and a 7,000 m² evacuated tube collector 

field. 

3.2. Re-simulation of the original variant 

The federal subsidies used for the manufactures calculation are not offered any more and the assumed costs 

were based on rather low investment and operating costs. Additionally, a 100 % solar-powered heating network 

for the full supply of existing buildings has not yet been realized. For this reason, the University of Kassel, 

financially supported by the Energy Agency of Hesse (LEA), carried out an extended simulation study. The 

aim was to examine the technical feasibility and economic viability of the existing concept in more detail and, 

if necessary, to optimize it. 

 

To ensure the technical functionality, the manufacturer's simulation model in the Polysun software (Vela 

Solaris), including the technical boundary conditions, was transferred to the TRNSYS simulation program as 

a first step, so that potential optimizations could be carried out using generic algorithms with GenOpt and 

Python. For its calculations, the manufacturer has assumed that the storage tanks and the collectors are 

connected directly to the network without heat exchangers. Furthermore, it was assumed that the heat 

consumption profile is constant over one month, with a constant demand (including network losses) between 

April and September and a constant demand from October to March. In the manufacturer's simulations, a value 

of 1,162 kWh/m²a was used as the annual irradiation at the collector level and the supply temperature of the 

solar field was simulated at 90 °C in matched flow operation, which has led to additional heat losses in the 

storage tank of 360 MWh/a. Assuming that the return temperature of 40 °C specified by the manufacturer can 

be achieved, the manufacturer's specifications regarding the energy balances could be confirmed in the 

TRNSYS calculations of the University of Kassel, as shown in Figure 8. 

 

Figure 8: Results of the TRNSYS simulations for the energy balances of the manufacturer's concept. 
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In the second step, the costs of the original variant were updated and adapted to new subsidy schemes  in 

Germany according to the new funding for efficient heating networks (German Federal Office for Economic 

Affairs and Export Control 2024), only the investment costs of the collectors can be subsidized in this concept. 

For example, the cost functions for the storage tank and the collectors were adjusted, the operating costs were 

increased and a price increase (for electricity consumption) was taken into account in the calculations. All 

other investment costs and cost functions were assumed by the manufacturer and updated to new boundary 

conditions as required. With these boundary conditions, an LCoH of 378 €net/MWh  (237 €net/MWh after 

subsidies) was calculated for the original system design with 100 % solar fraction. This are relatively high 

costs compared to other regenerative heating networks, which, however, are mainly biomass-based. As 

implementation is unlikely under these circumstances and the function of a flagship project for other 

municipalities would be jeopardized, a simulation study was carried out with the aim of reducing costs. The 

simulations were also based on the assumption that the supply and return temperatures can be maintained as 

in the original concept and that TTES are used for heat storage. In addition, the heat requirement should still 

be covered without using fossil fuels, as favored by the citizens' cooperative.  

3.3. Economic optimization of the system 

Table 1 shows the results calculated with TRNSYS and GenOpt regarding the sizing of the main system 

components for the different variants studied. However, in variant 1b, without optimization in GenOpt, an 

attempt was first made to reduce costs by replacing two-thirds of the collector area with less expensive flat-

plate collectors (FPC). The total collector area of 7,000 m² was to remain unchanged. Nevertheless, the 

simulations for this variant showed that the heat demand could not be covered, so the LCoH were not calculated 

for this variant.  

 
Table 1: Results for collector area, storage tank size, thermal output of the heat pump of the optimized variants based on the 

initial variant 1 and the resulting LCOH according to Baez and Larriba Martinez (Baez and Larriba Martinez 2015). 

Nr. Variant description Storage Size 

in m³ 

Collector Field 

(%ETC / %FPC) 

in m²gross 

Thermal Power 

Internal Heat 

Pump in kwth 

LCoH before 

funding in 

€net,2022/MWh 

1 
original concept 

manufacturer 2 x 15,000 
7,000 

ETC only 
- 378 

1b 
original concept, mix 

of collector types  2 x 15,000 
7,000 

(33 % / 67 %) 
- 

heat demand 

not covered 

2 

original concept, 

optimized in TNSYS 

GenOpt 

2 x 14,600 
7,600 

(43 % / 57 %) 
- 363 

3 
 1 Storage 

1 x 30,000 
7,200 

(29 % / 71 %) 
- 327 

4 
1 storage, internal heat 

pump 1 x 24,000 
6,500 

(29 % / 71 %) 
337 326 

5 
1 storage, internal heat 

pump (Tsup HP 69 °C) 1 x 23,800 
6,600 

(26 % / 74 %) 
337 325 

6 

1 storage with 

manufacturers 

limitation, internal 

heat pump (Tsup HP 

69 °C) 

1 x 15,000 
5,700 

(23 % / 77 %) 
1026 323 
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Starting with variant 2, the system was then optimized in the simulations. For this purpose, an hourly profile 

was used instead of a monthly, constant load profile. In addition, heat exchangers were included between the 

collector field and the TTES as well as between the TTES and the network, and the control of the overall 

system was adapted in order to optimize potential variants with internal heat pumps. The TRNSYS simulations 

were carried out over 2.5 years in six-minute increments, with only the last year being evaluated. The balance 

limit was the heating central including heat generators and TTES. The target function in GenOpt was the LCoH 

per kWh with full coverage of the heat demand, for which the global optimum was determined iteratively. The 

dimensioning of the main components, the proportion between flat-plate and evacuated tube collectors, the 

heat pump connection heights to the TTES and, in some cases, the control of the heat pumps, such as the 

switch-on temperature of the heat pumps, were varied.  

 

Variant 2 shows the optimum LCoH for the case in which 2 TTES are still used in the system. The optimization 

for this case showed that the storage tanks can be slightly smaller than in the manufacturer's original variant, 

but the area of the solar thermal system must be around 9 % larger with a flat-plate collector share of around 

60 %. In this case, the LCoH would fall by around 4 %, which still corresponds to a relatively high heat price. 

 

To further reduce the costs, in variant 3 was that only one TTES (with twice the volume) used instead of the 

two originally planned. Due to economies of scale, this results in lower storage costs per m³ of storage volume. 

In addition, the use of only one storage tank reduces the volume-to-surface ratio, which decreases the storage 

losses. The result for this variant was that, as originally, 30,000 m³ of storage volume is required with a 3 % 

higher total collector area. However, this would be able to provide the necessary heat with 70 % flat-plate 

collectors, so that the heat price (with a solar fraction of still 100 %) could be reduced by around 10 % to a 

value of 327 €net/MWh. An internal heat pump was integrated into the concept from variant 4 onwards. This is 

intended to cool the TTES below the return temperature of the heating network and thus increase the storage 

capacity due to the greater temperature spread. The storage volume can be reduced in this way, which may 

make realization easier due to lower construction heights and reduced space requirements. Under these 

boundary conditions, variant 4 resulted in a storage volume that is around 20 % smaller than variant 3 and a 

collector field that was 10 % smaller if a heat pump with 337 kWth is used to cool the TTES. Similar 

dimensioning resulted for variant 5, in which the heat pump control was selected so that it feeds heat into the 

storage tank at a maximum of 1 K above the supply temperature of the heating network, which leads to an 

average supply temperature of the heat pump of 69 °C. The LCoH for these variants are similar to variant 3 

with a smaller area requirement and a smaller storage size, but a solar coverage rate of 100 % is no longer 

achieved here. 

 

As the simulations are based on the boundary conditions of the manufacturer's special house transfer stations 

and the manufacturer is also expected to supply the TTES in this context, no TTES larger than 15,000 m³ can 

be provided (manufacturers limitation). Therefore, in variant 6, lowest costs were determined for a system in 

which the heat demand of the network can be covered with only one storage tank of the maximum size with 

an internal heat pump. In this system, around 15 % less collector area is required compared to variants 4 and 

5 with about the same LCoH. However, the thermal heat pump capacity triples, which leads to a significantly 

higher electricity requirement and thus to a further reduction in the solar coverage rate. Since this variant 

nevertheless achieves one of the most cost-effective heat supplies and further dispenses with the use of fuel-

based heat generators, this variant is currently being favored by the citizens' co-operative and has been 

submitted for funding. 
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3.4. Details of the favored concept 

In order to be able to provide sufficient heat with the reduced collector area, the collectors in this variant are 

connected in series. The 4,400 m² (around 3/4 of the area) of flat-plate collectors are used to preheat the heat 

transfer fluid, which is then reheated in the 1,300 m² of evacuated tube collectors to the required temperature. 

Between November and May, the collectors are regulated to a maximum of 75 °C to increase collector 

efficiency. Despite the smaller collector field, the calculations show that stagnation cannot be prevented in this 

variant towards the end of the summer, so that stagnation protection is required. Assuming that the collector 

field losses amount to 3 %, the energy balance of the overall system can finally be taken from figure 9. As can 

be seen at 3 MWh/a, the fossil reheating requirement is negligible and the heat losses in the TTES, at 9 %, are 

only a third of the storage losses than in the originally planned variant. 

 

As can be seen in figure 10, the average storage tank temperature over the course of a year ranges between 

around 88 °C and 25 °C.  The top storage layer, on the other hand, is only for a few time steps below the 

network flow temperature. This indicates that the concept was designed to be cost-optimized, the solar fraction 

reaches almost 90 percent. Figure 11 shows in summary how the optimized system in Rüdigheim is 

schematically structured. Renewable district heating can be provided for existing buildings with only two 

different regenerative heat generators in combination with a TTES. 

 

Figure 9: Energy balances of optimized system in Rüdigheim (numbers depict energies in MWh/a). 

Figure 10: Simulated storage temperatures in 3 layers of the TTES. 

Figure 11: Components, their dimensioning and their share of the heat supply in the optimized system (variant 6) of Rüdigheim. 
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Table 2 summarizes once again how the Rüdigheim heating network will differ from the Bracht network. The 

high proportion of solar coverage is currently unique for existing areas. In contrast, however, Bracht has more 

competitive heating costs. 

 
Table 2: Summary of the data from both case studies (network length incl. house connection pipes). 

Locality 

Heat 

Demand 

in 

GWh/a 

Network 

length 

in km 

Connected 

Households 

Collector 

Field 

in m²gross 

Solar 

fraction 

in % 

Storage 

Size 

in m³ 

LCoH before 

funding in 

€net,2022/MWh 

Bracht 3.6 8 180 11,700 70 26,600 213 

Rüdigheim 2.3 5 100 5,700 87 15,000 323 

 

4. Conclusion 

This article showed that district heating can, despite low heat densities, lead to practicable and sustainable 

solutions for a climate-friendly central heat supply in rural areas in Germany due to existing open spaces and 

low infrastructure costs. Through the investigations in Rauschenberg-Bracht and Amöneburg-Rüdigheim, 

viable models were identified that maximize the use of renewable energies and minimize reliance on fossil 

resources. Using the example of Rauschenberg-Bracht, it was shown that central solar thermal heating 

networks in combination with seasonal thermal energy storages can compete economically with the individual 

heat supply of buildings, while reducing CO2 emissions to almost zero after a very short time. In addition, the 

example of Amöneburg-Rüdigheim was used to show how such simulation-based system optimization can be 

used to reduce the high initial costs of 100 % renewable heating networks. The implementation of these 

solutions highlights the importance of dedicated citizen initiatives and government funding, which play a 

critical role in the implementation of renewable heating networks. 
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Abstract 

The economic consideration of large-scale solar thermal systems to support district heating is often a challenge. Due 

to the necessary planning efforts and high investment costs of the solar thermal components, the solar-supported 

scenario is often ruled out. Therefore, the present work deals with a tool where an approximate economic sensitivity 

analysis can be carried out at the beginning stage of the planning process. This includes the calculation of the 

levelized cost of heat (LCoH) and the comparison with conventionally operated district heating systems. Further, by 

using cost functions of solar thermal systems and thermal energy storages, a preliminary calculation of the investment 

costs of solar supported district heating in different variations is made possible. The calculation of the LCoH 

considers the energy prices, lifetime of the components, costs for CO2-emissions, increase of energy prizes, etc. By 

varying the mentioned parameters, a sensitivity analysis of the LCoH is performed and analyzed over the lifespan of 

the system. To validate the tool, results from completed projects were recalculated and interpreted. To do this, 

different scenarios are defined, LCoHs are calculated and a sensitivity analysis for each scenario is carried out. The 

results show a consistent correlation between the individual project results and the calculation methods.  

Keywords: solar district heating, levelized cost of heat, sensitivity analysis 

1. Introduction 

Climate change presents new global challenges for our society. Both political and technical solutions are therefore 

being sought on a global scale. The European Union (EU) has established new benchmarks in climate policy with 

the introduction of the “Green Deal”. A central objective of the Green Deal is the reduction of greenhouse gas 

emissions by 55% by 2030. Additionally, the goal is to achieve complete climate neutrality by 2050 (European 

Commission, 2021). In order to achieve this goal, the energy sector in particular is facing major challenges, as it is 

responsible for 75% of the greenhouse gas emissions in the EU (European Commission, 2023a). It is evident that 

within the energy sector, heating and cooling (H&C) has the potential to play a pivotal role in decarbonizing the 

energy system. Given that H&C accounts for about 50% (European Commission, 2023b) of the final energy demand 

in the EU, it is clear that this must be a key focus for decarbonization efforts.  Presently, the share of renewable 

energy sources utilized in the H&C sector in only marginally above 23%, and the majority of energy consumption is 

still reliant on fossil fuels (European Commission, 2023b).  

The European Commission identifies district heating, including the integration of renewable energy sources, as a key 

technology for the decarbonization of the H&C sector (European Commission, 2022). For instance, the use of solar 

thermal district heating offers an obvious solution for integrating renewable energy sources into district heating 

systems. It is indisputable that the integration of solar systems in district heating networks can be technically and 

successfully implemented. A significant number of solar district heating systems are in operation, particularly in 

Denmark (Tian et al., 2019). Nevertheless, the share of solar thermal energy supplied to district heating systems in 

the EU is currently only 0.1% (European Commission, 2022). Consequently, the potential of solar district heating 

systems is far from being exploited.  

A lack of information on the economy of solar-supported district heating systems could be one of the reasons for 

that. Due to the large number of parameters that have to be taken into account, which are often unknown at the 

beginning of the planning activities, it is extremely complex to be able to make well-founded statements about the 

economic viability of a solar-supported district heating systems. Therefore, the latter systems are often ruled out 

before the actual planning begins. In this work, a sensitivity analysis tool is developed where a comprehensive 

comparison between solar-supported and conventional district heating systems is carried out.  
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2. Methodology 

The present tool is designed to quantify the economic efficiency of solar-supported district heating (SDH) systems 

compared to conventionally operated district heating (CDH) systems. The mentioned comparison is conducted in 

two principal stages: 

1) Calculation of the Levelized Cost of Heat  

a. Calculation of the Levelized Cost of Heat for a SDH system 

b. Calculation of the Levelized Cost of Heat for a CDH system 

2) Execution of the sensitivity analysis 

a. Comparison of the Levelized Cost of Heat  

b. Variation of individual parameters for sensitivity analysis 

2.1 Calculation of the Levelized Cost of Heat 

There are a number of methodologies that can be employed to calculate economic efficiency. To illustrate, there are 

static methods, such as the static amortization method, and dynamic methods that also consider the timing of 

incoming and outgoing payments, such as the annuity method or the internal rate of return method (Poggensee & 

Poggensee, 2021). Due to the large number of options for analyzing economic efficiency, it is often difficult to 

compare the individual results for different systems, therefore a standardized calculation method is also being sought 

in the solar thermal sector. In the course of IEA SHC Task 54 “Price reduction of solar thermal systems” the 

calculation method of “Levelized Cost of Heat” (LCoH) for solar thermal applications was finally introduced. The 

calculation of LCoH is based on the methodology of the “Levelized Cost of Energy”  

(Short et al., 1995), which has so far been used mainly in the electricity sector, for example in (Branker et al., 2011; 

Zakeri & Syri, 2015). 

In essence, LCoH describes the capital utilization throughout the service life, divided by the supplied energy. The 

calculation method of LCoH, used in this work, was formulated within the collaborative work in IEA SHC Task 54 

and is given in the equation below (Louvet et al., 2019): 

𝐿𝐶𝑜𝐻 =
𝐼0 − 𝑆0 + ∑

𝐶𝑡(1 − 𝑇𝑅) − 𝐷𝐸𝑃𝑡 ∙ 𝑇𝑅
(1 + 𝑟)𝑡

−
𝑅𝑉

(1 + 𝑟)𝑇
𝑇
𝑡=1

∑
𝐸𝑡

(1 + 𝑟)𝑡
𝑇
𝑡=1

 

(eq.1) 

Where LCoH is the levelized cost of heat (€/kWh), 𝐼0 is the initial investment (€), 𝑆0 are subsidies and incentives (€), 

T  is the period of analysis in year, 𝐶𝑡 are operation and maintenance costs (€/a), TR is the corporate tax rate (%), 

𝐷𝐸𝑃𝑡 and 𝐸𝑡 are asset depreciation (€/a) and final energy (kWh/a), RV is the residual value (€) and finally r  is the 

discount rate (%). 

In IEA SHC Task 54, a simplified formula was employed for the calculations, as the focus was on small, mainly 

residential solar thermal systems. For example, interest rates, corporate tax, asset depreciation and the residual value 

were often set at 0 (Louvet et al., 2019). As district heating systems are predominantly commercial or industrial, the 

complete formula, including corporate tax rate, asset depreciation and residual value, as outlined in eq.1, is employed 

for the calculation of LCoH in the course of this work.  

Thermal storage

Solar thermal 
collector field

Back-up heating 
system

District heating 
network

 

District heating 
network

Heating plant

 

Fig. 1: Definition of solar-supported district heating system with back-up heating system (left) and conventionally heated solar district 

heating system (right) in scope of this work 
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As a basis for the sensitivity analysis, the LCoHs are calculated for both SDH and CDH systems. For the definition 

of the respective systems, see Fig. 1. As SDH generally does not have a solar fraction of 100 %, they require a back-

up heating system which provides the remaining energy demand of the district heating system. It should be noted 

that, in scope of this work, the LCoH of the SDH also includes the costs associated with the supply of the residual 

energy demand that cannot be met by the solar thermal system.   

The procedure for carrying out the calculation of LCoH and sensitivity analysis is shown in Fig. 2. The required main 

data for the analysis consists of the annual energy quantity of the district heating network, the utilized solar 

components, the solar energy yield, the heat generator, the energy source used, current energy prices and as well as 

general data such as the observation period, costs for CO2-emissions and the corporate tax rate.  

The initial step is to enter the annual energy demand of the district heating network. Subsequently, the solar thermal 

components are selected, including the solar field and thermal energy storage size, as well as type of the collectors 

and storage to be employed. Once the required solar thermal components have been selected, their investment costs 

are determined. Either the costs are already known, for example from a project-specific offer, they can be entered 

directly. However, in the absence of known costs, the costs are estimated using specific cost curves, both for solar 

thermal collectors, according to (Mauthner, 2016; VDI 3988, 2018) and for thermal energy storages, according to 

(Mauthner, 2016; Goeke, 2021). As the selection of the solar thermal components is made via drop-down menu, the 

cost curves are assigned automatically. Consequently, the investment costs are calculated based on the collector field 

area and thermal energy storage size and the specific costs according to the cost curves.  

Annual energy demand
district heating system

Calculation of energy 
quantities solar thermal 

and back-up system

Selection solar thermal 
components

Selection heat 
generator

Calculation of LCoH and CR

Selection back-up 
system
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Calculation of investment costs 
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According to the cost curves

Investment costs for 
back-up system

Investment costs for 
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Calculation of investment costs 
for solar thermal components 

 free input

 

Fig. 2: Workflow for calculation of the LCoH and sensitivity analysis 
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Once the investment costs of the solar thermal parts have been calculated, the annual collector field yield is entered 

according to a simulation. Based on the entered annual energy demand and the annual solar energy yield, the amount 

of energy that must be provided by the back-up heating system is determined. Subsequently, a back-up heating system 

is selected. A variety of heat generators are available, including biomass boilers, oil and gas fired boilers or heat 

pumps. After entering the annual efficiency factor of the selected heat generator, the investment costs of the back-up 

heating system are calculated.   

Next step is to enter the type of heat generator for the CDH system. As CDH systems does not have a solar thermal 

support, the entire annual energy demand of the district heating network must therefore be provided by the 

conventional heat source.  After entering the investment costs of the conventional heat generator, the costs of energy 

resources, maintenance and operational costs, the LCoH are calculated in accordance with eq.1. 

The LCoH can be calculated for any desired observation period. However, as the individual components, such as the 

solar thermal collectors or the conventional heat generator, have different estimated lifetimes, this is taken into 

account via replacement investments and the residual value. The replacement investments and the assumed lifespan 

of the mentioned components are calculated in accordance with the VDI 2067 “Economic efficiency of building 

installations – Fundamentals and economic calculation” (VDI 2067, 2012).  

2.2 Execution of the sensitivity analysis 

The sensitivity analysis includes the calculation of the LCoH, both for SDH and CDH systems, for a variety of 

scenarios. For each scenario, a selected parameter such as the change in energy prices, costs of CO2 emissions or a 

change in investments costs, is altered and the resulting impact on the LCoH is observed.  The ratio of the two LCoH  

(cost ratio = CR) is determined as the key figure for the economic sensitivity analysis (Neyer et al., 2016). The CR 

is defined as follows: 

𝐶𝑅 =
𝐿𝐶𝑜𝐻𝑆𝐷𝐻
𝐿𝐶𝑜𝐻𝐶𝐷𝐻

 
(eq.2) 

Where 𝐶𝑅 is the Cost Ratio (-), 𝐿𝐶𝑜𝐻𝑆𝐷𝐻 (€/kWh) is the levelized cost of heat for the solar-supported district heating 

system and 𝐿𝐶𝑜𝐻𝐶𝐷𝐻 (€/kWh) is the levelized cost of heat for the conventional operated district heating system. 

The CR thus represents the ratio of the LCoH of the two systems under consideration. If the CR is less than 1, the 

heat generation costs of the SDH system are less than those of the CDH system, indicating a more economical option.  

The sensitivity analysis tool calculates the CR based on the entered and defined values. Subsequently, a single 

specific parameter is altered while all other parameters remain constant, resulting in a recalculation of the LCoH and 

respectively CR, see Fig. 2. This process is repeated for all defined parameters, and the results are then displayed 

graphically. This provides a clear visualization of which parameters exert a significant influence on the LCoH and 

which are negligible. Furthermore, the cumulative costs within the considered observation period of the two analyzed 

systems are shown graphically. 

3. Results 

In the following section, the sensitivity analysis tool is employed to assess the feasibility of two different district 

heating systems in Austria. This includes a consideration of a district heating network in an Austrian city with a 

planned collector area of almost 44000 m² and a small local district heating network with a collector area of 1590 m². 

In order to achieve this, the LCoHs are initially recalculated in accordance with the available data and then compared 

with the published data according to (Becke, 2021; Riebenbauer, 2022). Subsequently, a series of hypothetical 

scenarios and variants are calculated and a sensitivity analysis is conducted.  

3.1 District heating network of an Austrian city 

The first project considers the possibility of integrating a large-scale solar thermal system into an urban district 

heating network. A feasibility study has therefore already been carried out (Riebenbauer, 2022). The feasibility study 

is used to validate the sensitivity analysis carried out in this work. The selected scenarios and corresponding data 

required for the calculations are shown in Tab. 1. The objective of scenario A1 is to calculate and compare the LCoH 

in accordance with the feasibility study that has already been conducted. A1 also serves as a starting point for the 

subsequent scenarios. In scenario A2, the system considered in scenario A1 is compared with a conventional gas-

fired district heating system. In scenario A3, the LCoH is calculated in the event that the solar thermal collector area 

and the thermal energy storage volume are reduced by 50%.  
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Tab. 1: Scenarios and given data for sensitivity analysis of a district heating network of an Austrian city 

 Scenario A1 

(starting point, data 

according to 

(Riebenbauer, 2022)) 

Scenario A2 Scenario A3 

Gross collector area 44847 m² 44847 m² 22424 m² 

Collector type Flat plate Flat plate Flat plate 

Thermal energy storage 

volume 

2 x 50000 m³ 2 x 50000 m³ 1 x 50000 m³ 

Type of back-up 

heating 

Biomass  

(exits already) 

Biomass  

(wooden chips) 

Biomass 

(wooden chips) 

Annual energy demand 27707 MWh/a 27707 MWh/a 27707 MWh/a 

Specific solar energy 

yield  

334 kWh/(m²a) 334 kWh/(m²a) 428 kWh/(m²a) 

Comparison with - Purely gas fired 

district heating 

system 

Purely biomass fired 

district heating system 

(wooden chips) 

 

The values presented in Tab. 1 were integrated into the developed tool and employed for the calculation of the LCoH 

of the SDH system. The following boundary conditions were established for the calculation: 

• Observation period: 20 years 

• Discounting factor: 1.035 

• Corporate tax: 25% 

• Annual efficiency factor for biomass 

       boiler: 0.75 (VDI 3988, 2018) 

• Factor for CO2 emissions natural gas: 

       0.2008 kgCO2/kWh  

       (Quaschning, 2012) 

• Price for biomass (wooden chips): 0.04 €/kWh 

• Annual efficiency factor gas-fired boiler: 0.8 

       (VDI 3988, 2018) 

• Price for natural gas: 0.08 €/kWh 

• Price for CO2 emissions: 45 €/tCO2 

• Factor for price increase: 1.02 

The LCoH for scenario A1 has now been calculated using the shown values and assumptions and the sensitivity of 

the results is illustrated in Fig. 3. The calculated LCoH is 0.0674 €/kWh, which is markedly lower than the calculated 

LCoH of the feasibility study (Riebenbauer, 2022), which was 0.0936 €/kWh. One reason for this is the definition of 

total energy. The LCoH in this tool always refer to the total annual energy required by the district heating network, 

which consists of the LCoH of the solar thermal part and the LCoH of the back-up heating system. However, the 

LCoH calculated in (Riebenbauer, 2022) refer only to those of the solar thermal part. Since these are higher than the 

LCoH of the back-up heating system in this scenario, the LCoH to meet the total annual energy demand must be 

lower than that of the solar-only part. If only the solar-related LCoH were calculated the resulting costs would be 

0.0855 €/kWh. The LCoH for the solar-thermal part only calculated with this tool is therefore within the range of the 

LCoH calculated in the feasibility study. The small difference can be explained by the different investment costs. 

The present tool calculates the investment costs on the basis of cost curves. In this scenario, these are likely to be 

slightly lower than those assumed in the feasibility study. In addition to the costs associated with the energy prices, 

investment costs for the thermal storage have the most significant impact on heat generation costs, which was also 

corroborated in (Riebenbauer, 2022). 

In scenario A2, a hypothetical comparison is made between a SDH system with a biomass back-up heating system 

and a gas-fired CDH system. The data from scenario A1 is used as the foundation for this scenario. In both cases, it 

is assumed that the SDH and the CDH systems are completely new, therefore there is no availability of any of the 

components at the beginning of the observation period. The economic efficiency of the two systems is evaluated in 

relation to the CR, as illustrated in (eq.2). The sensitivity of the CR is shown in Fig. 4. It is clearly visible, that the 

CR with the preselected parameters is already below 1 and therefore the SDH system is already more econmomical 

than the gas-fired CDH system.  
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Fig. 3: Sensitivity of the calculated LCoH scenario A1 

Moreover, it is evident that fluctuations in energy prices exert the most significant impact on the CR, whereas cost 

of CO2-emissions, bases on an assumed value of 45 €/tCO2, exert a comparatively minor influence. In contrast to 

scenario A1, the necessity of purchasing the biomass and gas-fired boiler has an impact on the CR, as these also 

require an investment. When considering the impact of investment costs in isolation, it is evident that the thermal 

energy storage has the most significant effect on the CR.   

 

Fig. 4: Sensitivity of the calculated CR scenario A2 

In addition to the LCoH and the CR, the cumulative costs are calculated over the observation period, see Fig. 5. As 

a consequence of the high investment costs associated with the solar thermal components, the SDH system exhibits 

significantly higher cumulative costs at the outset of the observation period, but after just 12 years the cumulated 

costs of the SDH system are already lower than those of the gas-fired CDH system. Due to the assumed lifespan of 

the biomass boiler of 15 years, a replacement investment is necessary. This is also evident in Fig. 5. Despite this 

replacement investment, when considering an observation period of 20 years, the SDH system is still more 

economical than the CDH system.  
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Fig. 5: Cumulative cost scenario A2 

In scenario A3, the solar components are each reduced by 50% due to the high investment costs. The SDH system is 

now being compared with a conventional biomass-fired district heating system. Fig. 6 illustrates the sensitivity of 

the calculated CR for scenario A3. The calculated LCoH of the SDH system amount to 0.0654 €/kWh and those of 

the conventional system to 0.063 €/kWh, which results in a CR of 1.035. In (Riebenbauer, 2022), the LCoH was also 

calculated for the case of a 50% reduction in the solar thermal components. There, the LCoH amounted to 

0.0746 €/kWh. However, these heat production costs again only relate to the solar-thermal heat production and not 

to the annual energy requirement, which needs to be covered. Fig. 6 also illustrates that a price reduction of 

approximately 20% for the thermal energy storage is sufficient to achieve a CR of 1. This indicates that the SDH and 

CDH system would have identical heat production costs. A similar outcome would be attained if the energy prices 

for the fuel were to rise by 15%. In this scenario, the costs associated with CO2-emissions are not a factor, as both 

the SDH and CDH system utilize a biomass as energy source.  

 

Fig. 6:Sensitivity of the CR scenario A3 

3.2 Small local district heating system 

In the second project, the developed tool will be applied to a local district heating network. To be able to compare 

and validate the LCoH of different variants, they are calculated once according to VDI 3988, “Solar thermal process 

heat” (VDI 3988, 2018) and once with the present tool. Scenario B1 uses the data from (Becke, 2021) to calculate 

the LCoH. It is assumed that the biomass-fired back-up heating system is already in place. Since this is a real existing 

system, it is not necessary to use cost curves as an input for the sensitivity analysis, but the known costs can be 

entered directly. The boundary conditions are the same as for the previous project. The different scenarios are listed 

below in Tab. 2. 
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Tab. 2: Scenarios and given data for sensitivity analysis of a local district heating network 

 Scenario B1 

(starting point, data 

according to (Becke, 

2021)) 

Scenario B2 Scenario B3 

Gross collector 

area 

1590 m² 1590 m² 1590 m² 

Collector type Double glazed flat plate Double glazed flat plate Double glazed flat plate 

Thermal energy 

storage volume 

100 m³ 100 m³ 100 m³ 

Type of back-up 

heating 

Biomass  

(exits already) 

Biomass  

(wooden chips) 

Biomass  

(exits already) 

Annual energy 

demand 

4509 MWh/a 4509 MWh/a 6493 MWh/a 

Specific solar 

energy yield  

458 kWh/(m²a) 

(simulated) 

458 kWh/(m²a) 

(simulated) 

664 kWh/(m²a) 

(measured) 

Comparison with Purely biomass fired 

district heating system 

(exists already) 

Purely gas fired district 

heating system 

Purely biomass fired 

district heating system 

(exists already) 

 

Scenario B1 represents the realized state, using simulated data. As the CR here is just under 1, the SDH system is 

more economical that the CDH system, see Fig. 7. This is mainly due to the fuel savings resulting from the use of 

solar thermal energy. If the costs would decrease by 10% both the SDH and CDH system would have the same heat 

production costs. The LCoH calculated with the developed tool amount to 0.0504 €/kWh. These costs have been 

calculated for the SDH system and therefore include the costs of the solar-thermal part as well as the costs of the 

back-up system. For comparison, LCoH was also calculated according to VDI 3988, “Solar thermal process heat 

(VDI 3988, 2018). LCoH of 0.0516 €/kWh is specified here. Both calculated LCoH values are therefore in a similar 

range. If investment costs are considered on their own, the investment costs of the collector field have the greatest 

influence on the heat production costs in this project, while the thermal energy storage has only an insignificant 

influence.  

 

Fig. 7: Sensitivity of the CR of scenario B1 

In scenario B2, as in scenario A1, a comparison is made between a SDH system with a biomass back-up heating 

system and a conventional gas-fired district heating system. In contrast to scenario B1, it is assumed that no heat 

generators are available yet and therefore all heat generators have to be purchased. The result of the sensitivity 

analysis of the CR of scenario B2 is shown in Fig. 8. Again, energy prices have the greatest impact on the CR. 
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Due to the comparison with a gas-fired district heating system, the cost of CO2-emissions also has a significant 

impact. Looking only at the investment costs, those for the heat generators have the greatest influence in this scenario, 

while the investment costs for the thermal energy storage have almost no influence. This is mainly due to the fact 

that the investment cost of the 100 m³ thermal energy storage is only small part of the total investment cost. The 

cumulative cost for this project can also be displayed graphically. This is shown in Fig. 9. After just 3 years, the SDH 

system is already more cost-effective than the CDH system.  

 

Fig. 8: Sensitivity of the CR scenario B2 

 

Fig. 9: Cumulative costs of scenario B2 

As B1 is a realized project, a sensitivity analysis is conducted in scenario B3 using data collected in accompanying 

research. While the calculation in scenario B1 was based on simulated data, the sensitivity analysis in scenario B3 

employs real measured data. In the simulation, an annual heat demand of 4509 MWh/a was assumed. However, the 

actual operation of the district heating network demonstrated a total heat demand of 6493 MWh/a. The latter resulted 

in a specific solar energy yield that was about 45% higher than that assumed in the simulation, as listed in Tab. 2. 

Subsequently, a sensitivity analysis was conducted for scenario B3 utilizing the measured data. The calculation of 

the LCoH for the SDH system yields in a value of 0.0482 €/kWh, whereas the costs of 0.0513 €/kWh are recorded 

for the CDH system. In comparison to scenario B1 there has been a reduction in the LCoH from 0.0504 €/kWh to 

0.0482 €/kWh for the SDH system. This is a consequence of an increased annual heat demand and the resulting 

higher specific solar energy yield. The projected LCoH for the CDH system have been calculated to be 

0.0513 €/kWh, which results in a CR of 0.93. The sensitivity of the CR is illustrated in Fig. 10. Scenario B2 exhibits 

comparable characteristics to that of scenario B1. However, CR is slightly diminished in comparison to that observed 

in scenario B1, predominantly due to the reduced LCoH of the SDH system.  
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Fig. 10: Sensitivity of the CR scenario B3 

3.3 Summary of the calculations performed 

Previous chapters demonstrated the applicability of the developed tool in practical settings. Consequently, it is 

feasible to ascertain the economic viability of SDH systems at the outset of the planning phase. The results of the 

calculated LCoH and the LCoH from the validation data are listed in Tab. 3. In scenario A1 and scenario A3, it was 

established that the SDH system is not more cost-effective that the CDH system. This is primarily due to the high 

investment costs associated with the solar thermal components.  In scenario A2, the SDH system would be the more 

economical option when compared to the CDH system. However, this is only because a conventional gas-fired 

district heating system was selected as the basis for comparison. A comparison of the LCoH with scenarios A1 and 

A2 reveals that the highest LCoH is still associated with scenario A2. A comparison of the validation data reveals 

that the calculated LCoH is markedly lower than those derived from existing validation data. However, this is largely 

attributable to the fact that the LCoH of the validation data was only calculated for the solar thermal part. Given the 

significant investment costs associated with these, the LCoH calculated exclusively for the solar thermal part is also 

considerably higher.  

When analyzing the existing local heating network, the LCoH calculated within this work shows a good overlap with 

the LCoH calculated according to the VDI 3988, “Solar thermal process heat” (VDI 3988, 2018). In scenario B1, it 

was established that the SDH system is more cost-effective than the CDH system within the specified boundary 

conditions. This is primarily due to reduction of fuel consumption resulting from the utilization of solar thermal 

energy. In scenario B2, a further hypothetical comparison of two new systems was conducted. This scenario once 

more encompasses a SDH system with a biomass back-up boiler and a gas-fired CDH system. As with the previous 

scenario, the results demonstrated that the SDH system is considerably more cost-effective than the gas-fired district 

heating system. In scenario B3, actual measured values were employed on the calculation of the LCoH. As a 

consequence of the increased annual energy demand and the associated increase in the specific solar energy yield, a 

further reduction in the LCoH was observed in comparison to scenario B1.  

Tab. 3: Comparison of the calculated results of the various scenarios and validation data 

 Scenario 

A1 

Scenario 

A2 

Scenario 

A3 

Scenario 

B1 

Scenario 

B2 

Scenario 

B3 

LCoH_SDH 

(calculated with this tool) 

0.0674 

€/kWh 

0.0767 

€/kWh 

0.0654 

€/kWh 

0.0504 

€/kWh 

0.0609 

€/kWh 

0.0482 

€/kWh 

LCoH_CDH 

(calculated with this tool) 

0.0513 

€/kWh 

0.0986 

€/kWh 

0.0630 

€/kWh 

0.0513 

€/kWh 

0.0972 

€/kWh 

0.0513 

€/kWh 

LCoH (purely solar thermal, 

according to (Riebenbauer, 2022)) 

0.0936 

€/kWh 

- 0.0746 

€/kWh 

- - - 

LCoH_SDH 

(according to (VDI 3988, 2018))  

- - - 0.0516 

€/kWh 

0.0811 

€/kWh 

0.0493 

€/kWh 

LCoH_CDH 

(according to (VDI 3988, 2018))  

- - - 0.0533 

€/kWh 

0.0889 

€/kWh 

0.0533 

€/kWh 
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4. Conclusion and Outlook 

In course of this work, a sensitivity analysis tool was developed with the objective of providing a simple and effective 

method for the analysis of economic efficiency in solar-supported district heating systems. The basis for the execution 

of the sensitivity analysis is the calculation of the LCoH. The latter is calculated once for a solar-supported district 

heating system and once for a conventional district heating system. The comparison of the two systems is carried out 

using the cost ratio of the LCoH. The essential data required for calculating the LCoH are the solar thermal collector 

area, the thermal energy storage volume, the annual energy demand of the district heating system and current energy 

prices. As investments costs for the solar thermal components are often unknown at the beginning of the planning 

activities, these can be estimated using cost curves provided. However, available project-specific costs can also be 

entered directly. The LCoH can be calculated for any observation period, as it takes into account replacement 

investments for solar thermal components and heat generators, as well as their residual values. This allows easy 

comparison with other methods of calculating LCoH.  

In order to validate and verify results from the developed tool, the latter was applied to two different projects. These 

entailed the evaluation of a potentially solar-supported district heating system in an Austrian city, as well as an 

assessment of an existing local heating network. Three distinct scenarios were considered for each of the two projects, 

with scenario 1 representing the status quo as determined by the validation documents. In scenario 2, a hypothetical 

comparison was made between the construction of a new solar-supported district heating system and conventional 

gas-fired system. In scenario 3, the sensitivity analysis was carried out for a variation of scenario 1.  

In the first project, heat production costs were already calculated as part of a feasibility study. Based on the available 

data, these were recalculated and compared using this tool. It was found that the heat production costs in the 

feasibility study were always higher than the costs calculated in this project. This is because the heat production costs 

in the feasibility study only referred to the solar thermal part, whereas the costs calculated with the present tool 

always referred to the total annual energy demand. The method used here, therefore also takes into account the cost 

of the back-up system. As the cost of the back-up is lower than the cost of the solar thermal part in the calculated 

cases, the calculated heat production costs of the whole system is lower than that of the solar thermal part only.  For 

this reason, the differences that occurred were mainly due to the difference in the methods used to calculate heat 

production costs.  

In the second project, validation was carried out using a comparative calculation with VDI 3988 “Solar thermal 

process heat”. A very good agreement was found between the calculation of heat production costs carried out 

according to VDI 3988 and those carried out with the tool at hand. As the second project is a real existing facility, 

the LCoH was calculated twice. The first calculation was based on the values from the simulation and the second on 

measured values from the plant. Due to the increase in the annual heat demand of the system and the associated 

increase in the specific solar energy yield, the LCoH of the measured scenario was again lower than those of the 

simulation scenario.   

Next step is to integrate the effects of the district heating network, e.g. supply and return pipe temperature levels in 

winter and summer, proportion of summer load and its effect on the annual solar coverage, etc. into the sensitivity 

analysis tool. Thus, it is possible to consider various settings regarding network operation (especially temperature 

levels) of the district heating network in the sensitivity analysis.  
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Abstract 

The decarbonisation of heat supply in district heating network can be achieved through solar thermal systems, 

providing a carbon-free and competitive energy. Their integration with large-scale thermal storage allows for 

enhancing solar fraction by utilizing summer heat during winter months. However, conventional optimization tools 

often treat solar thermal production as a simple input, potentially leading to miscalculations and neglecting the 

influence of storage behavior on the thermal solar production. The presence of a thermal storage especially influences 

both the temperature and the mass flow observed by the solar plant. In this context, a good prediction of solar 

production is crucial for a better computation of the system. We propose here a 6-step methodology based on 

simulation and optimization models to enhance solar thermal production pre-calculation. With this methodology, the 

predicted solar production has resulted in an average error of 3.4% compared to the final solar production obtained 

after convergence of optimization/simulation of the entire plant, on six district heating cases studies. The latter has 

to be compared with an average error of 10% when using a state-of-the-art approach for the solar production 

calculation. 

Keywords: solar thermal, simulation, Dymola, Modelica, long-term storage, district heating. 

 

1. Introduction 

1.1. The role of solar thermal in district heating network 

A major part of final energy consumption in European countries is dedicated to space heating and domestic hot water 

needs. District heating networks (DHNs) have emerged as a promising solution for reducing carbon emissions in 

heat supply. Notably, the 4th generation of district heating currently under development across Europe, focuses on 

lower temperature networks compared to older generations (2nd and 3rd generation). This evolution enhances the 

integration of renewable heat sources, such as heat pumps and solar thermal plants (Lund, 2014). 

Solar district heating networks (SDH) are a specific type of district heating system that primarily relies on solar 

thermal plants as the main source of energy, aiming for a high solar fraction. Solar thermal systems offer several key 

advantages: they are renewable, carbon-free, and contribute to diversifying energy sources, thereby reducing 

dependency on fossil fuels and enhancing energy security. 

A particularly significant advantages of solar thermal systems is their compatibility with large-scale thermal storage. 

By coupling solar thermal plants with thermal storage, excess heat generated during the summer months can be stored 

and then utilized during periods of lower solar availability, such as in the winter. This coupling not only increases 

the overall efficiency and solar fraction of the system but also ensures a more stable and reliable heat supply 

throughout the year. The ability to shift energy production across seasons makes solar thermal coupled with storage 

a particularly attractive option for sustainable district heating networks. The presence of thermal storages can also 

benefit other production methods by optimizing the overall system efficiency and reducing heat production costs 

However, SDH are generally more complex than classical DHN. The inherent intermittency of solar resources adds 

further complexity to managing SDHs compared to traditional DHNs. Optimizing the operation of solar district 

heating (SDH) systems presents significant challenges due to the intricate interactions between various components, 

particularly when thermal storage is involved. Thermal storage operation affects both DHN temperature and mass 

flow rates. Since solar collectors are sensitive to operating temperatures, the behavior of thermal storage can 

significantly impact the overall system efficiency. Therefore, a deep understanding of the thermal-hydraulic behavior 

within these networks is crucial for optimizing their design, operation, and control strategies, to ensure maximum 

efficiency and reliability. To address these challenges, mathematical tools such as simulation or optimization models 

can help to address the intricate task of matching demand with supply in district heating networks.1.2. How SDH are 

modelled in the literature 

International Solar Energy Society EuroSun 2024 Proceedings

 

© 2024. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
10.18086/eurosun.2024.03.09 Available at http://proceedings.ises.org444



 

In the literature, two main methods are used to model solar district heating network. The first approach involves 

simulation tools such TRNSYS (University of Wisconsin, 1975) or Modelica models (Brück, 2002). These methods 

employ expert rules such as plant priority settings for energy dispatch and are able to model non-linear equations, 

thus, offering a more accurate representation of solar production profiles (Giraud., 2014; Descamps, 2018; Renaldi 

2019). However, while simulations can enhance the understanding of system behavior, they do not ensure optimal 

economic or environmental solutions, as thermal plants production profiles are predefined from rules rather than 

optimization computation. Therefore, optimization methods are often used for optimal dispatch. 

Optimization methods involve modeling solar district heating (SDH) equations as constraints to minimize an 

objective function, which can be economic (e.g. operating costs), environmental (e.g. CO2) or a combination of both. 

Scolan et al (2020) and Delubac et al (2021) developed a multi-period optimization tool to enhance the integration 

of solar thermal into district heating networks using a Mixed-Integer Non-Linear Programming (MINLP) approach. 

In their model, temperatures at the input and output of the solar field as well as mass flows are modeled as problem 

variables. Solar thermal power output is then computed based on global irradiance, ambient temperature, solar field 

temperature and DHN mass flows. As a result, thermo-hydraulic equations of the network are well modeled, thereby 

ensuring a comprehensive representation of the network, particularly regarding the impact influence of storage 

behavior on solar production. However, due to the large complexity and to avoid intractability issues, the MINLP 

problem is translated in NLP problem through the use of sigmoid functions, and representative days are used. The 

problem remains complex to solve and computationally expensive. 

The other class of optimization problems is Mixed-Integer Linear Programming (MILP). MILP is commonly used 

for unit commitment problems to determine the optimal production plan for thermal plants to meet demand while 

minimizing costs or carbon emissions. In MILP models, mass flows and temperatures are treated as parameters rather 

than variables, as the thermo-hydraulic equations are linearized. This linearization enables the use of powerful linear 

solvers such as CPLEX, which provide stable solutions with guaranteed convergence, albeit with some 

approximations. Consequently, the model constraints in MILP are energy constraints like energy and power balances 

rather than temperature and flow rate balances. As a result, thermal solar production is often treated as a fixed input, 

computed solely based on solar radiation and solar field size (Buoro, 2014; Carpaneto 2015; Van Der Heijde, 2019). 

However, Lamaison et al (2018) highlighted the limitation of MILP models to get realistic trajectories noting that 

errors of several percent in the energy mix can arise, particularly due to oversimplification of storage modelling (i.e., 

the omission of temperature effects). Similarly, the oversimplification inherent in MILP models and neglecting 

temperature effects on plant performance can lead to an overestimation of solar production, as they fail to account 

for the impact of thermal storage, fluid inertia, and thermal losses in the solar field on overall system dynamics. 

1.3. Aim of the paper 

To address this gap, we propose a comprehensive six-step methodology designed to enhance the pre-calculation of 

solar thermal production for MILP optimization problems. By incorporating insights from the aforementioned 

studies, our methodology encompasses solar field and storage sizing, as well as a more precise computation of solar 

thermal production. Our methodology relies on efficient non-linear simulations with Modelica models and small 

optimization problems. The refined solar thermal production data can then be effectively utilized in classical MILP 

optimization problems for energy production, paving the way for more efficient and sustainable operation of Solar 

District Heating systems. 

2. Methodology 

 
The methodology is described in Figure 1 below and consists of six steps and an additional validation step. 

• The first six steps represent the core of the methodology presented here. The objective is to improve the 

computation of solar thermal production by taking into account the behavior of thermal storage. It results in an 

improved thermal solar production trajectory Psol1. 

• The six steps are based on Modelica models of increasing complexity (figure 2), alongside Python codes for 

sizing and optimization. 

• The last 7th step involves a validation procedure. An iterative loop is established between a comprehensive 

Modelica model of the DHN plants, which generates a solar production profile called Psol[k]. This profile is then 

used in a MILP optimization model to determine optimal trajectories for biomass plant, gas plant and Pit Thermal 

Energy Storage (PTES). Convergence is assessed using the mean RMSE between two iterations Psol[k] and 

Psol[k+1]. 
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• The inputs of the methodology are the external temperature, solar radiation, DHN temperatures and mass 

flow rate. 

• The outputs are solar field area, pit thermal energy storage capacity and a more precise solar thermal power 

trajectory. 

 

The different steps are detailed in the next subsections. 
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Figure 11- Methodology for precomputation of thermal solar production Psol1 and validation procedures 

 

 
Figure 22 - Modelica models for step 1, 3, 5 and 7 
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2.1 Step 1: Solar field simulation for sizing 

The first step involves a solar field Modelica model, developed using an in-house CEA Modelica library (Giraud, 

2015). The objective of this simulation is to obtain a solar yield per unit area, in order to size the solar field to meet 

the system’s solar energy requirements. The simulation is conducted using network temperature data (supply and 

return temperatures) and meteorological data (solar irradiation, ambient temperature). The simulation assumptions 

are the following: 

• The return temperature of the network is set at the solar field heat exchanger secondary-side inlet. 

• The solar field secondary flow rate is controlled to achieve the desired network supply temperature. 

• The network flow rate is assumed to be unlimited so that all the energy from the solar field can be absorbed 

by the network 

The outputs are time series of production in W/m² and annual 𝑆𝑜𝑙𝑎𝑟_𝑦𝑖𝑒𝑙𝑑 in kWh/m²/year). The resulting time 

series here obtained is denoted Psol0. 

2.2. Step 2: Solar field sizing 

The size of the solar field is computed by the following equation: 

𝑎𝑟𝑒𝑎 [𝑚2] = 𝑆𝑜𝑙𝑎𝑟𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛[−] ⋅
∑ 𝑃𝐷𝐻𝑁(𝑡)[𝑘𝑊ℎ]𝑡

𝑆𝑜𝑙𝑎𝑟_𝑦𝑖𝑒𝑙𝑑 [𝑘𝑊ℎ/𝑚2] 
 (1) 

Where ∑ 𝑃𝐷𝐻𝑁(𝑡)𝑡  is the DHN total annual energy and 𝑆𝑜𝑙𝑎𝑟_𝑝𝑟𝑜𝑑𝑢𝑐𝑖𝑏𝑙𝑒 is the solar energy yield per unit area, 

obtained from step 1. 

The solar fraction is a SDH parameter and is computed by 𝑆𝑜𝑙𝑎𝑟𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛[−] =
∑ 𝑃𝑠𝑜𝑙(𝑡)[𝑘𝑊ℎ]𝑡

∑ 𝑃𝐷𝐻𝑁(𝑡)[𝑘𝑊ℎ]𝑡
 where Psol is the 

solar production. 

2.3. Step 3: Solar field simulation 

In large district heating networks where solar production constitutes a significant portion, the solar field may be 

extensive (potentially several thousands of square meters). In such cases, the impact of thermal loss and field inertia 

may not be neglected as it affects solar production. Therefore, the same Modelica model of step 1 is resimulated but 

with a corrected area and coherent pipe diameter, corresponding to the desired solar fraction. 

It results in a new solar production called Psol_0bis. 

After step 3, the simulation provides a solar production for a solar field corresponding to the required solar fraction 

within the network. The next step involves sizing the seasonal thermal energy storage (PTES) to achieve this solar 

fraction effectively. 

2.4 Step 4: Pit storage sizing 

Solar production exhibits high intermittency with significant variations between nights and days. Peak production 

can exceed DHN demand during several time steps, especially during summer. Thus, to meet the desired solar 

fraction (computed based on annual energy production), coupling solar field with Pit Thermal Energy Storage (PTES) 

is essential. The critical question is determining the appropriate capacity for this thermal energy storage. 

The process is explained in Figure 3. This figure depicts the evolution of the cumulated difference between DHN 

demand and solar production ∑ 𝑃𝐷𝐻𝑁(𝑠) − 𝑃𝑠𝑜𝑙(𝑠)𝑠≤𝑡 . At the beginning of the year, solar production is lower than 

DHN demand, causing the cumulative difference to increase until the day T0. At T0, solar production surpasses DHN 

demand indicating a production surplus that should be stored. This production surplus continues until TF, where 

cumulative DHN demand exceeds again solar production. 

Therefore, storage size corresponds to the difference of cumulative energy between T0 and TF, as depicted in the 

figure. This approach accounts for daily variations in PTES loading and unloading. 
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Figure 33 – Illustrative cumulated difference between PDHN and Psol 

2.5 Step 5: MILP model for hypothetical charging and discharging profiles 

The next step after PTES capacity design is to determine feasible charging and discharging profiles for the PTES. 

This is achieved through a small optimization problem formulated in PulP (Mitchell, 2011). The following 

assumptions to dispatch the energy are as follows: 

• The charging power corresponds to the surplus of thermal solar production compared to DHN demand. 

• The discharging power outside the period [T0-TF] should approximate a mean discharging value. 

 

The optimization problem is the following (variables are shown in bold): 

min ∑ 𝝐+[𝑡] + 𝝐−[𝑡]𝑡     (2) 

 
With the following constraints: 

𝑬[0] = 𝑬[𝑇𝑒𝑛𝑑]    (3) 

𝑬[𝑇0] = 0     (4) 

𝑬[𝑇𝐹 + 1] = 𝐸𝑃𝑇𝐸𝑆
𝑚𝑎𝑥     (5) 

 
T0 and 𝑇𝐹 corresponds to the time steps where the storage is empty and fulfilled. These time steps are computed in 

step 2, simultaneously with the storage sizing. 

From 𝑇𝐹 to T0, we want to approximate a mean discharging value : 

𝑷𝒅𝒊𝒔𝒄𝒉[𝑡] = 𝑃𝑚𝑒𝑎𝑛
𝑑𝑖𝑠𝑐ℎ[𝑡] + 𝝐+[𝑡] − 𝝐−[𝑡] (6) 

 
Where 𝝐+ and 𝝐− represent deviations from the mean discharge value 𝑃𝑚𝑒𝑎𝑛

𝑑𝑖𝑠𝑐ℎ which is computed from the following 

equation: 

𝑃𝑚𝑒𝑎𝑛
𝑑𝑖𝑠𝑐ℎ[𝑡] = {

0 𝑤ℎ𝑒𝑛 𝑃𝑐ℎ[𝑡] > 0
𝐸𝑚𝑎𝑥

Δt
 𝑒𝑙𝑠𝑒

    (7) 

where Δt corresponds to the length of interval of time from 𝑇𝐹 to T0. 

The discharging power must be less or equal to the DHN demand: 

𝑷𝒅𝒊𝒔𝒄𝒉[𝑡] ≤ 𝑃𝐷𝐻𝑁[𝑡]     (8) 

Charging and discharging cannot occur simultaneously: 
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𝑷𝒅𝒊𝒔𝒄𝒉[𝑡] ⋅ 𝑃𝑐ℎ[𝑡] = 0     (9) 

The energy balance of the storage is computed: 

𝑬[𝑡 + 1] − 𝑬[𝑡] = 𝑃𝑐ℎ[𝑡] − 𝑷𝒅𝒊𝒔𝒄𝒉[𝑡]  (10) 

The energy is the storage should remain positive within the storage capacity obtained in step 2: 

𝑬[𝒕] ≤ 𝐸𝑃𝑇𝐸𝑆
𝑚𝑎𝑥      (11) 

Note that we do not take into account thermal losses in the storage. The approach is to provide theoretical load 

profiles, matching with step-4 PTES sizing, close to a physical reality, rather than getting perfect loading and unload 

profiles matching the reality. 

Solving this problem gives discharging profiles, close to a mean value during non-heating season. The optimization 

problem is linear, and does not involve any binary variables. A solution is then obtained in a few seconds. 

2.6 Step 6: Simulation of a solar field model combined with thermal storage 

After determining theoretical storage profiles, the next step is to assess the impact of these profiles on the solar field 

and overall district heating network. Therefore, a new Modelica model is developed, adapted from step 1 Modelica 

model including a PTES with loading/unloading setpoints and load-following thermal plant to meet DHN demand 

continuously. A simulation is performed with the following assumptions: 

• The flow rate through the secondary side of the solar field heat exchanger is controlled in order to achieve 

the desired network supply temperature. 

• The actual district heating network flow rates are considered. 

• PTES operational setpoints (charge and discharge) from step 5 are used. 

This new solar production is expected to be lower than Psol_0bis because of 1) the limited DHN mass flow (mass 

flow is no longer considered unlimited, and solar energy may need to be dissipated to prevent the solar field from 

overheating when the flow rate is restricted) and 2) the storage influence on the return temperature of the solar field 

heat exchanger when charging. Indeed, during PTES charging, network return temperature is mixed with PTES 

bottom temperature. The latter results in a higher temperature observed by the solar plant, compared to a simulation 

without storage. This can reduce the thermal solar output. 

This simulation gives a new solar production Psol_1. The validity of this solar production is then assessed in an 

iterative loop between MILP optimization problem (to get optimal thermal plant trajectories satisfying heat demand) 

and a Modelica simulation model representing the whole district heating production plants. 

 

2.7 Step 7: Validation 

The validation step consists in an iterative loop and relies on two models: 

•  7.1: a MILP optimization model based on the tool PERSEE (Ruby, 2024). This optimization model 

represents the district heating production plants, including the solar thermal plant and the PTES. Solar production 

Psolk is considered as fixed input profile. The objective is to satisfy heat demand while minimizing the operational 

costs. This step gives the production level plants Pplants and PTES profiles PPTES
ch  and PPTES

disch. 

• 7.2: A Modelica model representing the entire district heating production plants, including the solar field. 

The inputs are the production levels plants from PERSEE. This gives a revised solar production profile, noted 

Psolk+1, k+1 corresponding to the k+1th iteration. 

The convergence criteria is the mean root mean square difference between two iterations of Psol: 

𝑁𝑅𝑀𝑆𝐷 =
√(𝑃𝑠𝑜𝑙𝑘̅̅ ̅̅ ̅̅ ̅̅ −𝑃𝑠𝑜𝑙𝑘+1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )2 

𝑃𝑠𝑜𝑙𝑘̅̅ ̅̅ ̅̅ ̅̅
   (12) 

 

The goal of this iterative loop is to align the production plant profiles with the solar production levels, thereby refining 

the optimization results to ensure they reflect a realistic and operationally feasible solar district heating system.  

3. Results 

3.1. Case study 
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The methodology presented here is applied on a hypothetical case study, representing a solar district heating network, 

with two different level of temperature (3rd and 4th generation district heating), with 3 different solar irradiances 

(corresponding to the meteorological areas H1, H2 and H3 in France). Network heat demand and supply/return 

temperatures are derived using the HeatPro tool (CEA Liten, 2024). The solar district heating network is composed 

of solar thermal plant, a pit thermal energy storage, biomass plants and gas plants. The desired solar fraction is 40%. 

(fig4) 

 

Figure 44 - DHN production plants 

 

3.2. Solar precomputing production profile Psol1 

The following Table 1 presents the results of the precalculation methodology. It reports the difference between the 

corrected pre-calculated solar field production (Psol1) with respect to the initial ideal simulation (Psol0bis). It shows 

that Psol0bis overestimates the solar production level when storage is incorporated. 

 

Table 1: Reduction in annual solar output between Psol0bis and Psol1 due to storage operation. 

H1 3G H1 4G H2 3G H2 4G H3 3G H3 4G 

-11.6% -10.8% -11.3% -10.5% -7.4% -8.3% 

 
New solar fraction, recalculated using Psol1 is shown in Table 2. 

Table 2: Solar fraction computed with Psol1. Desired solar fraction is 40% 

H1 3G H1 4G H2 3G H2 4G H3 3G H3 4G 

35.3% 35.2% 35.7% 35.3% 36.7% 36.2% 

 
As expected, solar fraction and annual solar output decrease when considering storage. This effect can be explained 

by Figure 5 representing the storage state of charge (right-axis) and the solar production Psol0bis (grey) and Psol1 

(black) (left-axis). For clarity, solar production is represented as the maximum value over a one-week rolling window. 

As expected, solar production Psol1 is now lower than Psol0bis. Several reasons can be identified: 

• A limited mass flow of the solar field exchanger at the network side can lead to an overheating of the solar 

field, requiring to dissipate a part of the solar energy. 

• At the beginning of the year, Psol1 is lower than Psol0bis because of storage operation: PTES is discharging, 

thus limiting the mass flow available for the solar field. This limitation is more pronounced compared to Psol0bis, 

which assumes unlimited mass flow rates to capture all potential solar production 

• During summer, Psol1 production levels are lower than Psol0bis. This is also explained by storage operation: 

PTES is charging and its temperature is increasing. Thus, temperature observed by the solar field is higher than 

expected and solar production is reduced. This effect becomes even more pronounced at the end of summer when 

the storage is full. 
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Figure 55 - Solar production and state of charge of H1 3G. Solar production is the max value over 1 week. 

3.3. Validation step  

Psol1 is generated using hypothetical storage profiles, which may not align with economically optimal profiles. To 

address this, an iterative loop between optimization and simulation is employed. PERSEE optimization model will 

generate optimal DHN plants trajectories to meet DHN demand over a year, with an hour time step precision. The 

objective function is the minimization of the operating costs. Then, Dymola simulation is conducted to generate 

actual solar production level when considering optimal discharging and charging profiles and the influence of other 

production plants. This iterative process not only refines the solar production profile but also highlights model 

mismatch between the simulation and optimization models. The validation loop is stopped after 6 iterations or if the 

convergence criteria (NRMSE) gets lower than 3%.  

Figure 6 shows the RMSE evolution for the six different cases. Notably, for Montpellier 4G, NRMSE drops below 

3% after three iterations at which point we consider that Psol has converged.  

 

Figure 66 - Mean RMSE evolution 

Throughout the iterative process, the solar production profiles gradually converge, as evidenced by the decreasing 

mean RMSE values across different iterations. The RMSE values, all of which are under 5%, indicate a high level 

of agreement between the optimization and simulation models. This suggests that the solar production profiles are 

becoming increasingly stable and consistent between these two models. However, perfect convergence is 

unattainable due to inherent model mismatches (e.g., different thermal loss models) and considering the fact that 
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MILP optimization can give multiple optimal solutions within an optimization gap (set here at 5%). 

New solar fractions from solar production of the last iteration can be computed, presented in the Table 3.  

Tab 3 - New solar fraction after convergence 

H1 3G H1 4G H2 3G H2 4G H3 3G H3 4G 

36.5% 36.4% 37.2% 36.9% 37.8% 36.9% 

 

New solar fractions are slightly higher than the ones obtained from Psol1 (they were around 35-36%). Actually the 

increase in solar production can be attributed to the modified storage behavior that results from considering 

economically optimal profiles. 

Unlike in step 5 where only solar was able to be stored, step 7.1 considers the possibility of storing heat from biomass 

or gas plants (if it is economically profitable), which influences solar production profiles. As a result, charging and 

discharging profiles differs from those obtained in step5 (fig. 7). Storage is not used as expected and is maybe 

oversized as SOC in PERSEE (red continuous line) does not reach 1. In Psol1 (blue line), the storage is charged and 

discharged more frequently and for longer durations than in the full simulations. As a result, during charging periods, 

the maximum temperature is reached more quickly, thereby limiting solar production earlier (Psol1). Additionally, 

with more frequent discharge periods, the flow rate is more often restricted, further limiting solar production. That 

explained the difference of solar production between Psol1 (black line) and Psol7 (the last iteration, red line), as seen 

in Figure 8. 

  

Figure 77 - Comparison of storage state of charge between Persee, Dymola and step 5 (H1 3G) 
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Figure 88 - Solar production rate in kW/m² for the first steps of the methodology and last iteration after convergence for H1 3G. Solar 

production is the max value over a week. (Solar production rate is shown to compare it with Psol0 which is computed with a different 

surface) 

 

Finally, Table 4 sums up the results and the difference on solar production and computation time for the methodology 

and the validation. 

 

Table 4 - Methodology performance on precision and computation time 

 H1 3G H1 4G H2 3G H2 4G H3 3G H3 4G 

Esol0bis [GWh] 260 252 200 192 137 134 

Esol1 [GWh] 230 225 177 172 127 123 

Error on Esol0bis [%] -11,6 -10,8 -11,4 -10,5 -7,4 -8,3 

Esol after convergence [Gwh] 237 232 185 180 131 126 

Error on Esol1 [%] 3,26 3,30 4,25 4,33 3,12 2,06 

Computation time : step 1->6 (sec) 418 394 374 369 348 383 

Computation time: step 7 (sec) 7126 6100 4950 6069 7412 3322 

 

While the average error between annual solar production of Psol1 (with estimated load profiles) and Psol0 

(computation with solar field efficiency) was about -10%, the error between annual production of Psol1 and actual 

annual solar production after convergence is below 3.5%. However, the validation step is computationally intensive 

as it lasts from one hour to two hours, depending on the case. Moreover, the optimization step in PERSEE is costly, 

and we do not reach full optimality, the optimality gap was set at 5%. In contrast, steps 1 to 6 are very fast, with only 

few minutes to success 3 simulations (with simpler model than step 7.2) and an LP optimization. This seems to be a 

good compromise between accuracy and computational time for obtaining hourly solar production profiles and this 

within a methodology that is agnostic to other production sources.  

4. Conclusion & perspectives 
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In conclusion, we present here a comprehensive methodology in order to enhance the pre-calculation of solar thermal 

production, particularly tailored for MILP-based optimization problems in Solar District Heating systems. By 

integrating solar field and pit thermal energy storage Modelica models with a LP optimization model for determining 

storage charging and discharging profiles, our approach offers a systematic framework for improving solar 

production pre-calculation levels. 

These pre-calculated solar production levels are validated through a feedback loop utilizing in six different cases. 

Convergence between an optimization model (PERSEE), which fixed input solar thermal production to establish 

storage setpoints, and simulation models that account for the behavior of district heating plants and its influence on 

solar thermal production. After few iterations, our analysis revealed a final error rate of 3.4% between our pre-

computed solar production and the actual solar production levels demonstrating the effectiveness of our 

methodology. 

This method could be further refined to address model mismatches observed between the simulation and linear 

optimization, particularly in the representation of storage. Temperatures are not taken into account in MILP models, 

as a result, thermal losses are underestimated, and charging flow rates are overestimated. A potential solution could 

be to implement a rolling horizon approach within the validation loop. This approach would continuously update 

storage states in the optimization model based on non-linear simulation results, ensuring that charging flow rates and 

power outputs of other generators are more accurate as they are regularly updated by physical models. Consequently, 

the solar production calculated by Dymola would better account for the behaviors of other generators, leading to 

more precise results and fewer iterations in the validation loop. Such integration promises to refine the accuracy of 

our predictions and optimize system performance, thereby advancing the efficacy and sustainability of Solar District 

Heating systems 
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Abstract 

Despite great potential, the worldwide adoption of concentrating solar thermal (CST) collectors for solar 

industrial process heat (SIPH) is modest. Industrial process heat (IPH) demands for heat and steam are typically 

below 300°C, where CST collectors can provide the needed heat. Parabolic trough collectors (PTCs) are the 

most deployed CST technology for SIPH applications. This paper is focused on the United States, and a 

summary of known operating parabolic trough plants is shown. A previous analysis of a modern PTC in 2016 

found that for SIPH applications, the installed solar field cost could be $200/m2 (2016$). Recent advances in 

PTC design and manufacturing have led to reduced cost per square meter of aperture area, and for a field of 

510 solar collector assemblies (SCAs), the installed cost was $120/m2 (2020$). On one hand, the results from 

this study showed that the solar field cost for large solar fields (510 SCAs or ~804,000 m2) would increase to 

$184/m2 (2023$) due to post pandemic inflation and increase in metal prices. On the other hand, medium SIPH 

sized fields (90 SCAs or ~142,000 m2) cost analysis indicated an installed cost could be $197/m2 (2023$). 

When small SIPH fields (12 SCAs or ~19,000 m2) are considered, this jumps to $297/m2 (2023$). These are 

cost estimates for the Installed Cost of the solar fields using the United States 2023$ steel prices. When Chinese 

steel is used for comparison, the installed cost could be between $162 - $210/m2 for the range of SIPH sizes. 

Keywords: Concentrating Solar Thermal, Solar Industrial Process Heat, Parabolic Trough Collector 

1. Introduction 

Thermal energy and steam are ubiquitous needs in industrial process heating (IPH) applications. From the 

extraction of raw materials to food processing, heat is a vital part of the processing and manufacturing sectors. 

Globally, 53% of the final energy consumed by industrial processes is for heat such as heating fluids, 

processing materials, and reactions (IEA, 2023). In the United States, nearly 70% of the IPH demands are less 

than 300°C (McMillan et al., 2023). Linear concentrating solar thermal (CST) systems (i.e., parabolic troughs) 

can take heat transfer fluids (HTFs) and provide renewable heat for IPH up to 300°C (McMillan et al., 2021). 

Global interest in using solar thermal for providing heat has been steadily increasing. Particularly in countries 

like China, Denmark, and Germany, solar thermal is used for solar water heating (SWH), solar district heating 

(SDH), and solar IPH (SIPH) applications. At present, flat plate collectors (FPCs) like glazed and unglazed 

collectors are widely used for SWH, and as of 2022 there were 542 gigawatts thermal (GWth) of global 

installed capacity. For SDH and SIPH, the installed capacities were 1.795 GWth and 0.856 GWth respectively 

(Weiss and Spörk-Dür, 2023). 75% of the total SIPH capacity (0.645 GWth), was installed at 494 sites. In 

2022, 30 megawatts thermal (MWth) of SIPH capacity was installed (Weiss and Spörk-Dür, 2023). 

When the number of SIPH systems is considered, parabolic trough collectors (PTCs) are used less than FPCs. 

There were 219 operating FPC sites for SIPH compared to 65 for PTCs, but the MWth installed is greater for 

PTCs i.e., 366 MWth compared to 219 MWth (Weiss and Spörk-Dür, 2023). There is significant potential for 

PTCs for SIPH applications. For example, when the Ma’aden Solar 1 site in Saudi Arabia is considered, it 

could be the largest SIPH plant at 1.5 GWth (Weiss and Spörk-Dür, 2023). This SIPH site would provide steam 

for alumina processing, which could reduce gas consumption by 12 million (MM) British Thermal Units 

(BTUs) per year and save 600,000 tonnes of CO2 emissions per year (Glasspoint, 2023a). Whilst such large 

CST plants are very important to be deployed to reduce costs, such large projects may not be completed. For 

example the Miraah plant in Oman for solar thermal enhanced oil recovery was originally expected to be 1,021 

MWth (Kraemer, 2017), and of that 330 MWth was finally constructed and is in operation (Glasspoint, 2023b). 

Another technology suitable for SIPH are the Linear Fresnel Collectors (LFCs). Major advantages of LFCs are 

having potentially lower cost optical components due to its nearly flat shaped mirrors instead of curved mirrors, 

and potentially lower operating and maintenance (O&M) since the receiver tubes are fixed and so flexible 
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hoses or ball joints as used in PTCs are not needed (Pulido-Iparraguirre et al., 2019). The German company 

Industrial Solar (lately named PSE AG) used LFCs in several projects, such as the solar/gas cooling plant at 

the Engineering School of Seville, Spain (Haeberle et al., 2006). The most recent example of LFC SIPH 

application is the 4 MWth solar field that meets 10% of the steam demand at a Valencian brewery developed 

by HEINEKEN and CSIN (Solatom Indertec Company). This 4-MWth solar field has an aperature area of 

6,000 m2 and 182 Fresnel modules (HEINEKEN Spain, 2024). 

This paper looks at the use of CST for SIPH applications at less than 300°C and is primarily focused on the 

United States and highlights PTC examples in the United States, a PTC installed cost update (in 2023$), and 

an analysis of the impact of global steel prices to PTC installed costs. It is worth noting, concentrating solar 

power (CSP) PTCs can be used for electricity generation and heat generation. Depending on the land 

availability and the heat generation needed, large aperture PTCs can be used for IPH applications. 

2. PTC examples in the United States 

There are only four SIPH plants installed using PTCs in the United States with a total capacity of 5.56 MWth 

(Tab. 11), of that 2.48 MWth is operational. To note, SkyFuel`s and Industrial Solar Technology (IST) Corp`s 

sites are not operating. The IST site was designed to deliver pressurized water from the solar field at 450 

Fahrenheit (Walker et al., 2007), or 232°C. There have been reported issues of the solar field integration at the 

IST site, which included lower utilization of the energy used from the solar field than planned (86% instead of 

100%), and higher soiling rates than expected (Kurup and Turchi, 2015). At the water desalination pilot site, 

the commercial readiness and performance of the electricity generation PTC and multiple effect distillation 

(MED) system was shown, though the electricity generation PTCs were underutilized in terms of the exit 

temperature of the solar field (180°C needed for the MED system compared to the PTC design of 390°C), and 

the cost of the treated water was expensive (Kurup and Turchi, 2015). There have been other CST 

demonstrations utilized for SIPH in the United States, such as LFCs (Kincaid et al., 2019; Kraemer, 2020). 

Tab. 11. A summary of PTCs used for SIPH in the United States (*currently not operational) 

Location Developer Application Capacity 

(MWth) 

HTF Source 

CA Sunvapor Almond Pasteurization 2.30 Water (Epp, 2022) 

CA SkyFuel Water Desalination* 0.48 Water & Glycol (WaterFX, 2015)  

AZ Rackam Sludge Drying 0.18 Synthetic Oil (SPM, 2021) 

CA IST Corp Food processing* 2.6 Pressurized water (Walker et al., 2007) 

2.1.  Food Processing Application in California, USA 

Sunvapor constructed and put into operation in 2022 a 2.3-MWth solar steam facility for almond pasteurization 

in Madera, California (CA) (Epp, 2022). The PTCs during the construction phase are shown in Figure 11 

(Sunvapor, 2022), and water is heated through the PTCs to then produce steam with a solar steam boiler (Epp, 

2022). The project is expected to achieve a 50% reduction in natural gas consumption per year, and a 100% 

reduction during clear sky conditions (Sunvapor, 2022). 

 

Figure 11. 2.3 MWth solar steam facility for almond pasteurization in Madera, CA [(Epp, 2022), Image credit: Sunvapor] 
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2.2. Waste Management Application in Arizona, USA 

Environmental laws require municipalities to treat wastewater sludge. There are many methods for 

decontaminating and disposing of sludge. Solar heat can be used to dry the sludge and prepare it for incineration 

or use as fertilizer. Solar heat can also be used in arid regions to distill and recover water-settling ponds. This 

gives two products with high added value, drinking water and fertilizer for crops. Rackam developed an 

innovative solar drying solution for sludge drying in City of Surprise, Arizona (AZ) (Figure 22) (SPM, 2021). 

Rackam proposed a dryer that combines solar heat generated by its PTCs and a ventilated greenhouse to 

evaporate water contained in the sludge with a very high efficiency (Rackam, 2024).  The dryer is equipped 

with a feed system, a discharge system and multiple automated flipping tools that insure uniformity of the 

dried product. At full operation the goal is to reduce biosolid weight from 27 wet tonnes per day to 8 dry tonnes 

per day, approximately a 70% reduction by weight (SPM, 2021). 

 

Figure 22. 175 kWth solar waste management system in City of Surprise, AZ (Image Credit: Rackam) 

3. Global Market Analysis of Steel 

CST solar fields that provide heat or generate electricity utilize significant quantities of commodity materials. 

These include steel, glass, cement, and aluminum, which can generally be locally sourced, leading to the 

development of an integrated supply chain (Chung et al., 2016; Turchi et al., 2015). Large PTC fields can have 

between 33% - 44% purchased components (Kurup et al., 2022). The majority of these specialized or purchased 

components such as mirrors and receivers, are typically bought from countries such as Germany or China. 

For this paper, the PTC design utilized in the cost analysis (Section 4) is primarily steel based. For CST plants, 

typically low-carbon structural steel is used and then galvanized to allow for outdoor corrosion protection 

(Kurup et al., 2022; Turchi et al., 2015). A large PTC solar field can be approximately 31% carbon steel, iron, 

zinc and stainless steel by mass in metric tonnes (Turchi et al., 2015), as such changes in the raw steel price 

will fundamentally drive the solar field Installed Cost ($/m2). This section looks at the global and U.S. markets 

for steel to highlight the significant impacts in steel price over the last 5 years. 

3.1. Global steel analysis 

Steel as a key commodity material, produced in many forms from hot rolled coil (HRC), structural plates, tubes 

and pipe, and rebar (SteelBenchmaker, 2024). Steel grades also vary by end-use from stainless steel to low-

carbon steel. HRC is a typical and principal steel product, and an indicator of raw material, and overall market 

steel prices (Ryerson, 2020). Figure 33 shows the HRC price per metric tonne by country, and the fluctuations 

from 2014 to 2024. This highlights that United States domestically manufactured steel (in $/tonne), has over 

the last decade been significantly higher than Chinese and European steel. During the pandemic in 2020, 

significant price hikes for HRC in $/tonne increased from ~$500/tonne to nearly $2,000/tonne (4 times 

increase). HRC $/tonne prices saw sharp declines in 2023 (Figure 33). At present the United States HRC is 

approximately $777/tonne (SteelBenchmaker, 2024; Trading Economics, 2024). 
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Figure 33. HRC steel prices (in dollar per tonne) for USA, Western Europe and China (SteelBenchmaker, 2024) 

3.2. United States steel analysis 

With the focus of this paper on the United States, the U.S. steel market is also shown. Steel for CST IPH 

applications is likely to be sourced in the United States to offer domestic benefits such as reduced 

transportation. Figure 44. Total Steel Price Index from 1980 to 2024 (Ibis World, 2024) shows the Total Price of Steel 

Index spanning from 1980 to 2024. Relative to 2020’s 184.5, by 2023 the index was considerably higher at 

319.9 i.e., a 73% increase (Ibis World, 2024). The Total Price of Steel is determined from the “producer 

price index for steel mill products, averaging the growth in price for various types of steel, including bars, 

sheets, strips, plates and wires, of the hot-rolled and cold-rolled varieties. The index has a base year of 1982” 

(Ibis World, 2024). 

 

 

Figure 44. Total Steel Price Index from 1980 to 2024 (Ibis World, 2024) 

4. Parabolic Trough Collector Cost Update Methodology 

Previously an installed cost analysis and a manufacturing methodology for a state-of-the-art and a near-

commercial parabolic trough solar collector assemblies (SCAs) was developed (Kurup et al., 2022; Turchi et 

al., 2016). An SCA is built of a string of PTC modules controlled by a single drive and represents the smallest 

unit of a functional parabolic trough solar field. In this context, an updated bill of materials (BOM) was 

provided by Solar Dynamics for the SunBeam™ 8-m aperture width mid-term collector (Figure 55). The cost 

of specialty components such as receiver tubes, drive systems, and glass mirror panels were based on quotes 

from representative suppliers. Design for Manufacturing and Assembly (DFMA®) software is used to calculate 

detailed manufacturing and assembly cost of the system at different manufacturing volumes. The DFMA® 

tool has detailed databases and allows the knowledgeable user to calculate a primary manufacturing cost for 
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each component and then assemble it within the overall product/assembly.  

 

Figure 55. Schematics of SunBeam™ PTC Mid-term Design (Image Credit: Solar Dynamics) 

The estimated solar field installed cost per square meter as a function of the number of SCAs built is given as 

(Eq. 1): 

𝑆𝑜𝑙𝑎𝑟 𝐹𝑖𝑒𝑙𝑑 𝐶𝑜𝑠𝑡 (
$

𝑚2) =  
𝑀𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑖𝑛𝑔 𝐶𝑜𝑠𝑡 ($) + 𝐴𝑠𝑠𝑒𝑚𝑏𝑙𝑦 𝐶𝑜𝑠𝑡 ($)

(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝐶𝐴𝑠) ∗ (𝐴𝑟𝑒𝑎 𝑝𝑒𝑟 𝑆𝐶𝐴) (𝑚2)
           (eq. 1) 

The installed cost analysis for the PTC System includes manufacturing costs, in-house assembly costs, 

outsourced parts and field assembly cost. In the scope of this cost update first the BOM and manufacturing 

cost model is updated based on a medium size and a small system size which consists of 90 SCAs and 12 SCAs 

of SunBeam™ collectors respectively. The manufacturing costs are calculated by using the DFMA® 

software`s updated material and process libraries in version 2023a. The cost estimates purchased parts such as 

mirrors, drive hydraulics, control systems, fasteners, interconnected and electrical cabling are escalated to 2023 

dollars by using the U.S. Consumer Price Index for urban customers (CPI-U) (BLS, 2024) and new price quates 

from vendors.  

An earlier analysis found that the PTC solar field installed cost could be $200/m2 (2016$) sized for SIPH 

applications with 10 SCAs (5MWth), and ~$180/m2 for approximately 500 SCAs (Turchi et al., 2016). In 

another analysis from 2020, the solar field cost was calculated as $120/m2 (2020$) for a large CST system with 

510 SCAs and ~1,570 m2 aperture area per SCA (Kurup et al., 2022). The estimates for 2023 showed that the 

solar field cost for 510 SCAs could be 53% more than the 2020 results. 

5. Results 

5.1. Installed Cost Analysis 

The installed cost for large size PTC system assuming a production volume of 510 SCAs, which is 

representative of a solar field of approximately ~800,000 m2 is calculated as $184/m2 (Figure 66a). This solar 

field, which occupies approximately 1,000,000 m2 of land area, is suitable for 225 MWth in Daggett, CA with 

a solar multiple (SM) of 2.3 and six hours of thermal energy storage (TES) (NREL, 2024). The manufacturing 

cost also includes an estimated $934,000 investment cost to purchase tooling specific to the manufacturing of 

the steel components for the space frame, support arms, and receiver supports. When the total manufacturing 

tooling investment (i.e. stamping dies) is amortized over 510 SCAs, it adds $1.2/m2 to the manufactured cost. 

The installed cost for medium size PTC system assuming a production volume of 90 SCAs, which is 

representative of a solar field of approximately ~142,000 m2 is calculated as $197/m2 (Figure 66b). This solar 

field, which occupies approximately 177,000 m2 of land area, is suitable for a 40 MWth solar field with the 

same SM and TES configuration. Total tooling investment is the same as large size PTC system and it adds 

$6.2/m2 to the manufactured cost when the total manufacturing tooling investment for stamping dies is 

amortized over 90 SCAs. 
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Figure 66. Installed cost breakdown by component for a) 510 SCAs SunBeam™ PTC, b) 90 SCAs SunBeam™ PTC, c) 12 

SCAs SunBeam™ PTC 

The installed cost for small size PTC system assuming a production volume of 12 SCAs, which is 

representative of a solar field of approximately ~19,000 m2 is calculated as $297/m2 (Error! Reference source 

not found.). This solar field, which occupies approximately 24,000 m2 of land area, is suitable for a 5 MWth 

with the same SM and TES configuration. The manufacturing cost analysis of the small size PTC system 

includes machining, in-house assembly and purchased items, assuming a production volume of 12 SCAs. 

When the total manufacturing tooling investment is amortized over 12 SCAs, it adds $49.4/m2 to the 

manufactured cost. In an earlier study, the installed cost of a similar sized 10 SCA, 5 MWth solar field in 

2016$ was $200/m2 (Turchi et al., 2016). When comparing this aluminum space frame design to the 12 SCA 

steel frame design, the installed solar field cost has increased to $297/m2 (2023$). The current analysis 

indicates the steel components have the highest cost share followed by the mirror panels and the receiver. 

While unit cost steel components correspond to ~52-54% of the installed cost of 510 SCAs and 90 SCAs, this 

share can jump to 67% for the 12 SCAs (Figure 77). 
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Figure 77. Cost share of steel components in a) 510 SCAs SunBeam™ PTC, b) 90 SCAs SunBeam™ PTC, c) 12 SCAs 

SunBeam™ PTC 

5.2. Impact of Global Steel Prices 

The DFMA® software has the option to select the material library which allows the user to select the sources 

of the material for concurrent costing. It can be either North American Origin, or Chinese origin materials. 

Using the 2023 databases, the analysis indicated that the large size PTC system can be 10% cheaper, the 

medium size PTC system can be 12% cheaper, and the small size PTC system can be 28% cheaper when 

Chinese origin steel is used as raw material for manufacturing processes (Figure 88). It is important to note 

that, while the material cost is taken from Chinese origin with estimated shipping cost, remaining cost items 

such as, the operation times, labor rates and energy costs are still representing the North American rates. 

 
Figure 88. Comparison of the installed cost for large, medium and small field aperture area PTC systems with respect to the 

USA and Chinese origin steel as raw material.  

The steel price analysis undertaken in this work has only looked at the relative price difference such as $297/m2 

for the solar field installed cost compared to $214/m2 for the same 12 SCA design, which has utilized United 
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States or Chinese steel respectively. Estimated average cost of shipping for steel from China to the United 

States is $175/tonne (Basenton, 2024) which corresponds to a $3/m2 cost adder to the total installed cost. 

Specific tariffs have not been considered, which aim to increase the competitiveness of U.S. Steel. For 

example, the current “tariff rate on certain steel and aluminum products under Section 301” is 0% – 7.5% 

(White House, 2024), has not been added. This same tariff has been announced to increase to 25% in 2024 

(White House, 2024), with the impacts which would be seen in 2025 and later. The impact of tariffs has been 

excluded, as that requires specific project and supplier information, which was outside of this scope. The steel 

prices in the United States and China have been highlighted to help give perspective on the choice for 

companies looking to develop SIPH projects in the United States are likely to face higher CAPEX costs due 

to local steel being relatively higher than sourced from Europe or China. 

5.3. Levelized Cost of Heat (LCOH) for SIPH applications in the United States 

For an industrial site that is considering the use of SIPH, an important evaluation is whether to install a 

renewable heat solution such as a PTC solar field and the heat conversion hardware (i.e., HTF to steam 

generator) to integrate it into the site. This analysis assumes that a brownfield industrial site (i.e., with existing 

infrastructure), has two options: the site could install a PTC solar field adjacent to the site; or replace an existing 

natural gas burner. Industrial gas burners are commonly used to produce steam, and can range in cost such as 

$102 - $250/kWth (Akar et al., 2021; Karki et al., 2019). We have utilized a 5 MWth system capacity for the 

commercial natural gas boiler, operating at 83% efficiency (DOE FEMP, 2022a). Industrial steam boilers can 

operate for approximately 1,500 – 6,000 full load hours equivalent depending on the industry and use case 

(DOE FEMP, 2022b; Loes, 2019; Rissman, 2022). It is expected that the boiler would ramp up and down and 

have partial loads during operations. We have used 3,000 full load hours equivalent, based on 5,500 hours of 

annual operation (Cleaver Brooks, 2020), and a $234/kWth natural gas installation cost (Rissman, 2022). 

Natural gas fuel costs are important to highlight in this analysis, as any industrial site would compare their 

natural gas costs due to operating their plant to the SIPH application. The SIPH application would save them 

costs, reduce volatility, and increase the security of their energy supply. 2023 U.S. and state level Industrial 

Price of gas ($ per thousand feet and converted to $ per MMBTU) have been used (EIA, 2024). 

The LCOH is an important and convenient metric that shows the estimated lifetime cost of the PTC solar field 

and installation for SIPH and comparing it to the LCOH of replacing an existing natural gas steam boiler. The 

LCOH for SIPH is similar to the Levelized Cost of Electricity (LCOE), where renewable electricity generation 

technologies can be compared. The LCOH method used is from SAM (NREL, 2024; Short et al., 1995), and 

(Eq. 2) shows the LCOH calculation. The total installed project cost is the TIPC, the fixed charge rate is FCR, 

Annual O&M is the Annual Operating and Maintenance (O&M), and the annual thermal generation (which 

for simplicity is the same every year) is based on direct normal irradiance (DNI) at different places in the 

United States. The TIPC includes the solar field installed cost and additional hardware such as the HTF system 

to generate steam and heat exchanger, site preparation costs (i.e., $25/m2), contingency on Direct Capital 

(CAPEX) Costs at 7% and Indirect CAPEX cost at approximately 10%. The SAM Industrial Process Heat 

Parabolic Trough model has been used to obtain the SIPH estimates relating to the solar field integration. 

𝐿𝐶𝑂𝐻 = (
$

𝑘𝑊ℎ𝑡ℎ
) =   

(𝑇𝐼𝑃𝐶)∗(𝐹𝐶𝑅)+(𝐴𝑛𝑛𝑢𝑎𝑙 𝑂&𝑀)

𝐴𝑛𝑛𝑢𝑎𝑙 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛
                                                                  (Eq. 2) 

Figure 99 shows the LCOH for a range of installed solar field costs (not the total cost per m2) at three different 

DNI levels that are representative of the United States, and the LCOH of a replacement 5 MWth natural gas 

boiler. For example, as can be seen the U.S. average LCOH for the natural gas boiler replacement was 

$0.025/kWhth and the CA average was approximately $0.059/kWhth. The LCOH for gas is based on 2023 

industrial gas prices of $4.42/MMBTU for the United States, and $12.74/MMBTU for CA (EIA, 2024). A 

United States average industrial gas price of $4.42/MMBTU corresponds to $0.015/kWhth of natural gas price, 

and similarly $12.74/MMBTU in California corresponds to $0.043/kWhth. As seen in Figure 99, if the installed 

solar field cost is approximately $200/m2 in an excellent solar resource area which has an average DNI of 

7.5kWh/m2/day (i.e., Daggett in CA has an average estimated daily DNI of 7.67 kWh/m2/day (NREL, 2024), 

the LCOH of the PTC field could be approximately $0.025/kWth. In CA, which has a range of DNIs from 5.5 

to over 7.5/kWh/m2/day, natural gas costs are significantly higher than the U.S. average, and solar fields at 

$150 – 300/m2 could yield an LCOH less than the natural gas system. 
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Figure 99. LCOH for a range of installed costs and three different solar resource levels that are representative of the United 

States. 

Figure 1010 shows the range of the LCOH for a range of installed solar field costs across the 3 DNI resource 

levels, and with 3 different gas prices ranging from $5/MMBTU to $10/MMBTU. This in 2023 is 

representative of natural gas price for most states in the United States, as 11 states in the United States had 

natural gas prices over $10/MMBTU (a LCOH of $0.0479/kWth) (EIA, 2024). As expected, as the natural gas 

price decreases from $10/MMBTU to $7.5/MMBTU and then to $5/MMBTU, it becomes significantly more 

difficult for PTC SIPH fields to compete directly without subsidies or credits against low natural gas LCOHs. 

For example, if a site has $10/MMBTU natural gas pricing, even with a lower DNI of 5.5 kWh/m2/day and 

$350/m2 for the installed solar field cost, it can produce a competitive LCOH of approximately $0.0479/kWth. 

In a gas price environment of $7.5/MMBTU such as AZ, which also has very good to excellent DNI, installed 

solar fields costs up to $300/m2 could have a LCOH lower than $0.0377/kWhth. 

 

Figure 1010. LCOH across gas price ranges ($7.5/MMBTU in AZ) 
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6. Discussions 

6.1. Volume of Manufacturing & Economies of Scale 

The volume of manufacturing is the key for the parts to be economically feasible to manufacture in-house. 

While the manufacturing processes which do not require additional tooling such as laser cutting do not have a 

significant impact on the part cost, processes like heavy stamping which require significant tooling cost have 

a great impact on the unit cost of the part. The economic threshold varies by the type of material and the size 

of the part to stamp but on average 10,000 parts is the economic limit for a part to be stamped at low 

manufacturing cost (Figure 1111). While the average manufacturing volume for a large size PTC system (510 

SCAs) could be ranging between 40,000 and 100,000 parts, it is as low as ~1,000 parts for a small size PTC 

system (12 SCAs). Thus, the economic threshold for the IPH application should be at least 9-10 projects at 

size of 12 SCAs per year. 

A one SCA prototype is just for test purposes and does not represent a cost feasible IPH application (~0.4 

MWth). The solar field installed cost of a one SCA prototype could be as high as $1,465/m2 with North 

American steel and $750/m2 with Chinese steel. Similarly, to make the one SCA IPH application economically 

feasible the manufacturer should have a project volume ranging between 90 and 100 PTC systems per year. 

Design changes can have a positive impact on the installed solar field cost of the PTC systems. Considering 

50-60% of the total installed solar field cost comes from the material cost, any design change that requires less 

parts and materials in the structural frame can lower the installed cost significantly. Another important factor 

that affects the cost of manufacturing is the change in process. As an example, replacement of stamping with 

roll forming or increased automation in manufacturing and assembly such as robotic arm riveting would reduce 

the total installed cost of the PTCs. 

 

 
Figure 1111. Cost vs volume chart for parts manufactured by stamping processes which require additional tooling 

6.2. LCOH Discussions 

This study finds that CA represents a favorable environment for SIPH since the natural gas prices are typically 

significantly higher than the national average, and DNI values are excellent. CA typically also has strong 

incentive programs for renewable energy technologies. The LCOH for SIPH improves or reduces as the raw 

steel prices drop, the solar field integration costs decrease e.g., the piping and HTF to steam generator, and 

contingencies reduce as learnings increase and there are more solar field installations. When natural gas prices 

stay high, or a tax credit is applied for carbon emissions, the LCOH for SIPH applications becomes more 

competitive when compared to the heat generated by the existing natural gas systems. This study assumes a 5-

MWth system capacity for the SIPH application, and as such would be higher than the LCOH of a medium 

size PTC system (40 MWth), which can utilize the volume of manufacturing, and economies of scale 
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highlighted earlier. 

6.3. Global Examples of Small Aperture area PTCs for IPH 

This analysis has highlighted large aperture PTCs, which have the potential to be utilized for SIPH applications 

(e.g., 5 MWth), if sufficient thermal load can be met by the field and there is land area adjacent to the industrial 

site. PTCs designed originally for electricity generation and then used for SIPH are operating, such as the 30 

MWth PTC solar field integration at the Heineken España site (Epp, 2023). Typically SIPH applications utilize 

smaller PTCs such as 1-2 m of aperture width, which are suitable for rooftop applications (Figure 1212a), or 

ground mount for size constrained sites (Figure 1212b). 

    
Figure 1212. a) Absolicon`s rooftop PTC for IPH application in Greece (RTC, 2023); b) Inventive Power’s ground mount 

application in Mexico (Rosell, 2022). Image Credits: Absolicon and Inventive Power 
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Abstract 

Solar thermal energy for industrial processes (SHIP) is gaining relevance for meeting industrial thermal energy 

demands. This method offers a twofold advantage: reducing fossil fuel consumption and emissions while establishing 

a distinct market niche for solar technology. The ASTEP project, funded by the European Commission focuses on 

an innovative SHIP concept. Integrating modular designs—SunDial solar collectors from and phase-change material 

thermal storage—ASTEP employs a flexible control system. It aims to demonstrate its capability to fulfill a 

significant portion of industrial heat demand above 150 ºC in latitudes challenging for existing designs. 

Keywords: Solar Heat for Industrial Processes (SHIP), Concentrating Solar Power (CSP), Thermal Storage System 

(TES). 

 

1. Introduction 

Solar thermal energy for industrial processes (SHIP) is gaining increasing importance as one of the ways to meet the 

high thermal energy demand required by industry. This implies a double benefit: firstly, by using a renewable energy 

source, fossil fuel consumption is reduced, and therefore, pollution and greenhouse gas emissions to the atmosphere 

are diminished; secondly, heat for industrial processes becomes a new market niche for solar technology, which can 

lead to a reduction in the cost of solar collectors through economies of scale in manufacturing and advances in the 

learning curve in implementation. 

According to the National Renewable Energy Laboratory (NREL) of the United States (Kurup & Turchi, 2015), the 

European Union (EU) has been a leader in the use, development, implementation, and monitoring of SHIP plants 

over the past decade. However, to date, this has largely been limited to heat loads below 150 ºC. The next step in the 

large-scale adoption of solar process heating is to develop technologies and methodologies for the production of solar 

thermal energy applied to industrial processes reliably and above 150 ºC, which will expand the exploitation 

possibilities. 

Currently, there are just over a hundred operational SHIP systems in Europe, according to the SHIP plant database 

of IEA Task 49 (http://ship-plants.info/), and only about twenty of them operate at temperatures above 150 ºC, and 

it can be achieved with parabolic trough or linear Fresnel collectors (Montes et al., 2018). The main objective of the 

ASTEP project (Application of Solar Thermal Energy to Processes) is to develop a new concept of solar energy 

applied to industry (SHIP) and demonstrate its viability at two relevant industrial demonstration sites located in two 

different climatic regions: Iasi in Romania and Corinth in Greece. To this end, two demonstrators of the technology 

are being built, able to supply thermal energy to meet heat demands above 150 ºC and cooling under the conditions 

required by the industrial processes of the respective industries. 

The project objectives can be summarized into three: 

1. Develop the various technologies involved in the ASTEP concept: the SunDial solar collector, the thermal 

storage system based on phase change materials, and the integration of the technologies along with the 

control system. 

2. Demonstrate the ASTEP technology on a 25 kW scale at two relevant industrial sites. To this end, the 

concepts of the three main subsystems (SunDial, thermal storage, and integrated concept system) are being 

built and will be installed, tested independently in the laboratory, and sent to the end-users for technology 
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testing in integrated and relevant real operating conditions. 

3. Evaluate the sustainability of the ASTEP concept. The benefits of the ASTEP technology cover not only 

environmental aspects but also political and socio-economic aspects. Various tools are used for its 

evaluation, such as life cycle analysis, calculation of CAPEX, OPEX, and Levelized Cost of Heat (LCOH), 

social life cycle analysis, and social acceptance. 

The following sections briefly describe the main technologies of the project as well as the case studies in which they 

will be tested. Subsequently, the current state of the project and preliminary results are presented, and finally, the 

work to be carried out until the end of the project is outlined. 

2. ASTEP project and case studies 

2.1. SunDial, the rotatory Fresnel solar collector 

Solar collectors for industrial processes are generally either flat type without concentration (or with small 

concentration), linear Fresnel collectors, and parabolic trough collectors. The latter two are able to reach temperatures 

well above 150 ºC but are adapted systems that come from the power generation technology, generally with a high 

maintenance cost. ASTEP proposes an innovative concept, the SunDial, whose main objective is to limit installation, 

maintenance, and operation requirements. 

The SunDial is a rotating Fresnel collector consisting of a horizontal platform that rotates around a vertical axis, with 

a linear concentrator installed on the platform. The solar field consists of curved mirrors parallel to the receiver line 

that are used as a concentrator. To limit its cost and meet necessary requirements, these curved mirrors are derived 

from flat mirrors that are bent in situ, simplifying the installation. 

Two designs of the SunDial device are considered, illustrated in Fig. 1. In the first, the working condition for this 

Fresnel system is that the sun must be in the symmetry plane of the concentrator, i.e., the system must rotate in the 

azimuth angle during the day. In this design, the mirrors are fixed to the structure. The compactness of the system 

and the fixed mirrors lead to a low-cost solution with high focusing accuracy. 

  

Fig. 1: CAD of the two versions of the SunDial with solar tracking system on one (left) and two (right) axes, for the Mandrekas and 

AMTP case studies, respectively 

In the second design, the SunDial consists of several rows of rotating mirrors instead of fixed ones. The mirrors and 

the receiver are installed on the rotating platform that rotates around a vertical axis to keep the sun within the 

transversal plane of the collector. At the same time, the mirrors will rotate around their longitudinal axis to reflect 

towards the receiver as the sun's altitude varies. Thus, the system follows the sun using a two-axis tracking system, 

i.e., the platform rotates with the sun's azimuth angle, and the tilt angle of the mirrors changes following the solar 

altitude. This solution shares the previous one's advantages in terms of cost reduction, simplicity, and compactness. 

The additional tracking system (mirror tilt) introduces some complexity—and the corresponding cost—but provides 

higher performance, allowing the use of Fresnel technology at altitudes where conventional technologies cannot 

operate. 

2.2. Thermal energy storage system 

As a thermal energy storage (TES) system, a system based on phase change materials (PCM) with passive heat 

transfer enhancement inserts, in the form of fins, is being developed. The goal is to store excess solar thermal energy 

during peak solar resource hours and deliver it according to the end-user's demand under controlled power conditions. 
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The passive design includes the application of honeycomb structures located in a casing and shaped as multi-tubes 

with integrated elements that enhance heat transfer. The heat transfer fluid flows through the internal tubes, and the 

PCM is stored on the casing side, filling the structure created by the honeycomb. 

The development of the system includes the selection of the phase change material, the design of the inserts, the 

method for their manufacture, the design of the accumulators, and the testing of thermal performance and potential 

corrosion. The accumulator and the inserts designs are shown in Fig. 2. 

  

Fig. 2: CAD of the accumulators and the inserts of the TES 

3. Case studies 

2.3. Case studies 

Mandrekas: 

The company MANDREKAS is a dairy industry located in Corinth (latitude 37.93º N), thus near the so-called solar 

belt, where solar concentration systems can be installed at a lower cost. The industry produces all types of yogurt, 

dressings (tzatziki sauce), and dairy desserts. For their production, they need both steam generation at 8 bar (175 ºC) 

to pasteurize the milk and refrigeration to store their products at temperatures around 5 ºC. 

The concentrator developed for this case study must be designed to minimize capital and maintenance costs. 

Therefore, the first design of SunDial is proposed, so that the vertical rotation axis belongs to the symmetry plane. 

The working condition for this Fresnel system is that the sun must be in the symmetry plane of the concentrator, i.e., 

the system must rotate in the azimuth angle during the day. Therefore, the platform must be placed on some sets of 

wheels that are guided in a circular motion. 

The mirrors are fixed on a flat platform that rotates following the sun in the azimuth angle. The tilt of each mirror is 

defined in the reference position (when the receiver and the sun define the virtual symmetry plane of the system). By 

minimizing moving parts, maintenance and operation are also straightforward, achieving a robust and reliable system. 

ArcelorMittal Tubular Products: 

ArcelorMittal is the world's leading steel and mining company. In particular, ArcelorMittal Tubular Products – Iași 

(AMTP), which belongs to the European division of tubular products of ArcelorMittal, is dedicated to the 

manufacture of welded steel tubes for various applications. This industry is located in Iași (Romania), at a latitude 

of 47.1º N. One of the key finishes for AMTP products is the so-called color coating, which consists of a thin layer 

of colored protective/decorative material (epoxy, water-based, thermoplastic, etc.) that covers the entire outer surface 

of the tube. To apply this color coating, the tubes must be preheated to a temperature of 220 ºC. 

In this case, the solar concentrator must be installed in locations with relatively high latitude, so the SunDial design 

with two-axis solar tracking will be used. In this case, the working condition for this Fresnel system is that the sun 

must be in the transverse plane of the concentrator, i.e., the system must rotate in the azimuth angle during the day 

so that the longitudinal component of the incident solar radiation is zero. Therefore, the platform must be placed on 

some sets of wheels that are guided in a circular motion. 

Since the sun's altitude varies throughout the day and year, the mirrors must be installed on longitudinal rotation axes 

so that their transverse tilt adapts to the sun's altitude. This implies a higher cost compared to the single axis tracking 

system, but it eliminates both cosine factor losses and end losses. As a result, the variation of the incident thermal 

power will only be due to shading losses, which are less significant than cosine factor losses and end losses when the 
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sun's altitude is very low. Additionally, it eliminates the need for a fixed longitudinal tilt of the platform and 

transverse mirrors, which implies a cost reduction. 

2.4. ASTEP concept for the case studies 

Fig. 3 shows the proposed integrated system for Mandrekas. The storage system is arranged in series with the SunDial 

and the demand. The SunDial must generate between 2 and 20 kW of thermal power when there is solar irradiation, 

while the storage system must store or supply between 0 and 15 kW. To meet the thermal requirements of the 

industry, a heat exchanger that functions as an evaporator, with a power of 8 kW, and another exchanger that emulates 

the feed to an absorption chiller for cold production, with a power of 6 kW, are planned. 

 

Fig. 3: Diagram of the ASTEP concept for the Mandrekas case study 

Since the dairy industry does not operate on weekends, there is no heat demand on these days, but the cold demand 

remains unchanged. Therefore, the system must be able to operate with two demands, one of them for 24 hours, 7 

days a week. The defined control strategy, with the systems arranged in series, provides enough margin to select the 

nominal power for the process heat. As a compromise solution, a nominal thermal power of 8 kW was selected, 

which will need to be operational from 9 am to 5 pm from Monday to Friday. 

Finally, the control strategy must ensure the dispatch of energy not only in terms of energy utilization but also in 
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terms of selecting the type of load (process heat, cold, or both) to be covered at any given time, to minimize the 

impact of the hysteresis inherent in the thermal storage system and to accommodate possible uncertainties related to 

the received solar energy. 

Likewise, Fig. 4 shows the proposed design for AMTP, which has storage in series with SunDial and the demand. 

 

Fig. 4: Diagram of the ASTEP concept for the AMTP case study 

The main differences between the Mandrekas and AMTP cases are the demand and location. Since solar irradiation 

at AMTP is reduced during the winter, the SunDial needs a second solar tracking system, which requires an additional 

motor per line of mirrors with its corresponding control system. 

While the demand at Mandrekas consists of an evaporator and an absorption chiller, at AMTP it is composed of a 

furnace to preheat the steel tubes before coating them with paint. Similarly to the previous case, it was decided to 

incorporate two oil-oil heat exchangers of 7 kW each, which will feed this furnace. Thus, thanks to the defined control 

strategy, there is room to select the size of the heat exchangers and to minimize hysteresis in the storage system by 

modulating the use of one independently or both simultaneously. In this case, the industry operates 18 hours a day 

from Monday to Saturday. 
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4. Current state and preliminary results 

During the initial stage of the project, the design, sizing, and selection of prototypes and the necessary components 

for implementation were carried out. During this first stage, numerous preliminary results were obtained to evaluate 

the designs. For example, Fig. 5 and Fig. 6 present some results from the simulation models. 

 

 

Fig. 5: Power flows in the SunDial, storage, and demand for a day with high solar resource in Mandrekas (up) and AMTP (down) 

 

Fig. 6: Dynamic simulation of the ASTEP system for Mandrekas in a scenario with variable solar radiation due to cloud cover 

After the design stage concluded, the SunDial and TES prototypes started construction in Madrid (UPM) and 

Cartagena (UPCT) & Wroclaw (Wroclaw University), respectively. Fig. 7 and Fig. 8 show the current construction 

status of the two SunDial collectors, while Fig. 9 shows one of the storage tanks. 

As of today, the construction of the SunDials has been completed, and the control system is being fine-tuned, so 

there are no experimental results from the collectors yet. The three accumulators of the thermal storage system (one 
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for Mandrekas and two for AMTP, as it requires a more constant temperature demand) have been built, assembled, 

filled with PCM after preparation in the UPCT laboratory, the material has been melted, and testing has finished. 

  

Fig. 7: SunDial with single axis tracking system for the Mandrekas case study, before (left) and after (right) placing the reflectors 

 

Fig. 8: SunDial with two axis tracking system for the AMTP case study 

   

Fig. 9: Accumulator of the storage system and detail of the inserts 

Fig. 10 shows an example of the results of the system's charging and discharging process. 

 

Fig. 10: Experimental results of the charging and discharging process of one of the storage system accumulators 
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Once all the systems: SunDial, storage system, and control system, are properly tested in the laboratory, the 

equipment will be disassembled and sent to the end-users, Mandrekas and AMTP. The remaining activities are shown 

in Table 1. 

Tab. 1: Table captions (8 pt) should be centered and placed above the table 

T7.1 - Implementation of Concept Design for 2 Test Cases 1-1-2021 a 30-11-2024 

T7.2 - Installation & Commissioning on Site 1-8-2024 a 30-11-2024 

T7.3 - Monitoring 1-2-2023 a 30-6-2025 

T7.4 - Validation 1-12-2024 a 29-6-2025 

T8.1 - Life Cycle Assessment (LCA) 1-10-2020 a 30-6-2025 

T8.2 - Life Cycle Costing (LCC) 1-7-2021 a 30-6-2025 

T8.3 - Social LCA 1-10-2020 a 30-6-2025 

T8.4 - Social Acceptance 1-12-2021 a 30-6-2025 

T8.5 - Exergy Analysis 1-5-2021 a 30-6-2025 

 

A comprehensive list of results and publications from the project can be found in the ASTEP project community at 

Zenodo platform (https://zenodo.org/communities/astep/records). 

5. Conclusions 

This work presents the objectives and the current status of the ASTEP project. The main objective of the project is 

to develop a new concept of solar energy applied to industry and demonstrate its feasibility in two case studies: the 

Mandrekas dairy industry and the ArcelorMittal Tubular Products steel industry. In the first case, by producing 

process heat and cold, and in the second, by producing process heat at high latitude. 

To achieve this, the technologies involved in the ASTEP concept have been developed: the rotatory Fresnel solar 

collector, SunDial; the thermal storage system, based on phase change materials; and the integration of the 

technologies according to a series layout, along with the control system. Once the designs were completed, the 

prototypes of the different systems were built and are currently being independently tested at the facilities of the 

Universidad Politécnica de Madrid (UPM) and the Universidad Politécnica de Cartagena (UPCT). After the tests are 

concluded, the equipment will be transferred to the end-users in Greece and Romania, where the integration of the 

ASTEP concept will be tested in an integrated manner and in a relevant environment with real operating conditions. 
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Abstract 

Although the ongoing energy transition is dominated by renewable electricity production, most of industrial 

energy consumption remains in form of heat, mostly provided by fossil fuel combustion. Relevant industrial 

sectors as food and beverage, textile, chemical, pulp and paper, among others, present large heat consumption 

in the low and medium temperature range. Steam is used as heat transfer fluid in a large variety of processes. 

Concentrating solar thermal technologies are suitable renewable heat sources able to replace fossil fuel and are 

recently receiving increasing attention and market share. Besides, electricity-driven Heat Pump are able to 

provide heat using either renewable or grid electricity whenever waste or unused low-grade heat is available. 

Although commercial industrial Heat Pumps are limited to low temperature applications, recent developments 

are bringing High Temperature Heat Pumps to market, able to provide heat above 150 °C up to 280 °C. In this 

study Linear Fresnel Solar Collectors and High Temperature Heat Pumps are considered as heat sources for 

steam generation for industrial process. Energetic and economic analysis is performed for different locations 

under various design constraints.  

 
Keywords: Solar Heat for Industrial Processes, Steam Generation, High temperature Heat Pump, Thermal 

Energy Storage 

 

1. Introduction 

Decarbonization of the industrial sector is crucial to achieving sustainability goals and reducing industrialized 

economies' dependence on fossil fuels. According to IRENA (International Renewable Energy Agency), 74% 

of industrial energy demand is heat (85 EJ), mainly provided by consuming fossil fuels. Around 50% of 

industrial heat is required at low temperature (< 150 °C) and medium temperature (150-400 °C), consumed in 

a wide variety of industrial processes. ST Solar Thermal technologies can provide heat in different temperature 

ranges, with good performance and reasonable costs.  

Linear concentrating solar technologies such as parabolic troughs and linear Fresnel collectors can operate in 

the medium temperature range with high efficiencies. They offer high performance and are available in 

different scales due to their modularity at decreasing costs. Despite their technological maturity and huge 

market potential, ST solar thermal technologies still play a marginal role as an industrial heat source. Among 

the barriers to the massive implementation of technology, economic competitiveness with conventional sources 

plays a fundamental role.  

Solar photovoltaic (PV) energy is gaining market share at increasingly lower costs, being the dominant solar 

technology in the electricity sector. The application of photovoltaic energy in industry is intended to cover not 

only conventional electrical demand, but its applications to process heat are becoming more and more 

interesting. Furthermore, the electrification of industrial thermal demand is strategic in a context with high 

penetration of renewables in the electrical grid. “Power-to-heat” solutions, capable of efficiently using solar 

and renewable electricity for industrial heat supply today are extremely necessary and attractive. Although 

commercial industrial heat pumps are limited to low temperature applications, recent developments are 

bringing to the market High Temperature Heat Pumps (HT-HP) capable of providing heat above 150 °C  
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(Arpagaus et al., 2018). 

This study analyzes the generation of steam for industrial use using Fresnel-type concentration technology and 

the high-temperature heat pump powered by photovoltaic solar energy. For this purpose, a reference industrial 

user is considered, characterized by the specifications of the steam network (saturated steam pressure, 

condensate return temperature, among others). 

The integration scheme chosen for the study is the “indirect” generation of steam, in parallel to a conventional 

natural gas steam boiler. The indirect generation of solar steam implies the need for a BOP (Balance of Plant) 

system consisting of a “kettle reboiler Steam Generator (SG)” and auxiliary equipment. The kettle steam 

generator is fed by condensate from the industrial network while the heat is supplied through a primary heat 

transfer fluid. The saturated steam generated by the kettle is injected into the industrial distribution network. 

In this study, the Heat Transfer Fluid (HTF) is pressurized water, being a commonly used option in the expected 

temperature range (150-200 °C). Different configurations of solar heating of the primary fluid are analyzed. 

Concentrating Solar Thermal (CST) and high temperature Heat Pump (HP) powered by a Photovoltaic (PV) 

are considered as heat sources, either alone or combined in hybrid scheme.  

The first option in Fig.1 uses a Concentrating Solar Thermal (CST) solar field as heat source. In the second 

scheme, shown in Fig. 2, a high temperature Heat Pump (HP) powered by a Photovoltaic (PV) solar field is 

the heat source.  A comparative energetic and economic analysis is carried out considering the CST and PV-

HP schemes through annual simulation on a large number of locations in European countries. 

 

Fig.1: Indirect steam generation using CST as heat source. 

 

 

Fig.2: Indirect steam generation using PV-HP as heat source 

Advanced hybrid scheme including either the CST and PV-HP as heat source and a sensible Thermal Energy 

Storage TES is analyzed, Fig.3. For the various configurations, hourly simulations are carried out across the 

typical meteorological year of the localities of interest, to evaluate the main energy indicators (annual solar 

fraction) and economic indicators (Levelized Cost of Heat, LCOH). A parametric analysis allows to establish 

the impact of the main design and operational parameters on energy and economic indicators. 
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Fig.3: Hybrid scheme for indirect solar generation using CST and PV-HP as heat source including TES 

 

2. Numerical model 

The numerical models have been implemented in Python and include the SG vapor generation, the 

concentrating solar field CST, the photovoltaic solar field PV, the heat pump HP, the thermal storage TES, 

besides the control algorithm appropriate for each configuration. The economic model of the considered 

components is also implemented. 

2.1.  Steam generation SG 
Solar steam generation is carried out in parallel with the main steam generator (Boiler, BO) via a kettle steam 

generator (SG). The steam pressure 𝑝𝑠 and the temperature 𝑇𝑠 are defined according to parameters of the boiler, 

as well as the water inlet temperature 𝑇𝑐𝑜𝑛𝑑 (condensate return). The steam flow rate �̇�𝑠 and the corresponding 

thermal power �̇�𝑠 are obtained from the design values �̇�𝑠,𝑑 and �̇�𝑠,𝑑 and the hourly profile of the industrial 

demand. Other design parameters of the SG are the inlet and outlet temperatures of the liquid side 𝑇𝑙,𝑖𝑛, 𝑇𝑙,𝑜𝑢. 

The primary liquid is pressurized water. The pressure on the liquid side 𝑝𝑙 is set above the saturation 

temperature to avoid two-phase flow, 𝑝𝑙 = 𝑝𝑠𝑎𝑡〈𝑇𝑙,𝑖𝑛 + ∆𝑇𝑠𝑎𝑓𝑒〉. Outlet water temperature 𝑇𝑙,𝑜𝑢 is defined 

starting from steam temperature 𝑇𝑠 as 𝑇𝑙,𝑜𝑢 = 𝑇𝑠 + ∆𝑇𝐻𝑋, and 𝑇𝑙,𝑖𝑛 = 𝑇𝑙,𝑜𝑢 + ∆𝑇𝑙. 

The estimation of the installation costs 𝐶𝑆𝐺 of the SG steam generator is obtained starting from the area of the 

heat exchanger 𝐴𝑆𝐺, considering a heat transfer reference value 𝑈𝑆𝐺 = 1400 Wm−2K−1. Corrective factors 

that consider the pressure 𝐹𝑃 and the material 𝐹𝑀 are applied to the base cost 𝐶𝐵, (Seider et al.). 

𝐶𝑆𝐺 = 𝐶𝐵𝐹𝑃𝐹𝑀𝐶𝐸𝑢𝑟𝐶𝐸𝑖𝑛𝑑𝑒𝑥 
 

(eq. 1) 

𝐶𝐵 = 𝑒𝑥𝑝(12.3310 − 0.8709𝑙𝑛(𝐴𝑆𝐺) + 0.09005(𝑙𝑛(𝐴𝑆𝐺)) 2) (eq. 2) 

𝐹𝑃 = 0.9803 + 0.018 (
𝑝𝑆𝐺

100
) + 0.0017 (

𝑝𝑆𝐺

100
)

2

 (eq. 3) 

𝐹𝑀 = 𝑎 + (
𝐴𝑆𝐺

100
)

𝑏

 (eq. 4) 

with a=2.7 and b=0.07 of stainless steel, and 𝐶𝐸𝑢𝑟 conversion factor USD to Eur , 𝐴𝑆𝐺 in 𝑓𝑡2 and pressure 𝑝𝑆𝐺 

in 𝑝𝑠𝑖𝑔. The 𝐶𝐸𝑖𝑛𝑑𝑒𝑥 accounts for inflation, according to CEPCI index (Maxwell). 

 

 

2.2 Concentrating Solar Thermal CST 
The CST field is defined based on the collector features, the configuration of the loops and their orientation. 

The collector is a commercial linear Fresnel collector LFC (Solatom), equipped with a single standard 

evacuated tube receiver, whose main technical data are reported in Tab.1. 
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Tab. 1. CST parameters and data 

Length of the module 𝐿𝑚 5.28 m 

Aperture 𝑊𝑎 5.00 m 

Height 𝐻𝑚 2.72 m 

Active area of the module 𝐴𝑚 26.40 m2 

Maximum optical efficiency 𝜂𝑜𝑝0 0.632 

Internal diameter receiver 𝐷 0.066 m 

External diameter receiver 𝐷𝑒𝑥 0.07 m 

 

The solar field is defined by the number of LFCs assembled in series 𝑛𝑠 in a straight row, while 𝑛𝑝 rows are 

arranged in parallel. The LFC is modeled by calculating heat flux �̇�𝑠 concentrated on the receiver perimeter 

𝑃𝑒𝑥 = 𝐷𝑒𝑥𝜋, by means of an optical efficiency 𝜂𝑜𝑝 including the Incidence Angle Modifiers IAMs. 

�̇�𝑠 =
𝐺𝑏𝑛𝜂𝑜𝑝𝐴𝑐

𝐴𝑟
=

𝐺𝑏𝑛𝜂𝑜𝑝𝑊𝑎

𝑃𝑒𝑥
= 𝐺𝑏𝑛𝜂𝑜𝑝𝐶 (eq. 5) 

𝜂𝑜𝑝 = 𝜂𝑜𝑝0IAM𝑇〈𝜃𝑇〉IAM𝐿〈𝜃𝐿〉 (eq. 6) 

The thermal power �̇�𝑢 generated by the fluid across a length 𝐿 of the receptor is obtained according to (Duffie 

et al., 1985) using the collector efficiency factor 𝐹′ and the heat dissipation factor 𝐹𝑅. 

�̇�𝑢 = 𝐹𝑅𝐿𝑃𝑒𝑥[�̇�𝑠 − 𝑈𝐿(𝑇𝑖𝑛 − 𝑇𝑎𝑚𝑏)] = �̇�(ℎ𝑒𝑜𝑢 − ℎ𝑒𝑖𝑛) (eq. 7) 

    𝐹′ = [1 +
𝑈𝐿𝑃𝑒𝑥

ℎ𝑙𝑃
]

−1

;  𝐹𝑅 =
�̇�𝑐𝑝

𝐿𝑃𝑒𝑥𝑈𝐿
[1 − exp (−

𝐿𝐹′𝑃𝑒𝑥𝑈𝐿

�̇� 𝑐𝑝
)] (eq. 8) 

 

The global heat transfer coefficient of the receiver tube 𝑈𝐿〈𝑇𝑤 , 𝑇𝑎𝑚𝑏〉 is obtained by means of a polynomial 

expression obtained from experimental data (Burkholder & Kutscher, 2009). Internal heat transfer ℎ𝑙 

coefficient is computed from Gnielinski correlation. The length of the receiver is discretized into 𝑛𝑒 elements 

for increasing the accuracy. 

The solar field area is sized based on the required peak power �̇�𝐶𝑆𝑇 which determine the solar multiple as  

𝑆𝑀𝐶𝑆𝑇 = �̇�𝐶𝑆𝑇/�̇�𝑠,𝑑. The number of loops 𝑛𝑝 and their length 𝐿𝑑 are adjusted to fit the required area. 

The installation cost of solar field is obtained from an estimated cost per area 𝑐𝐶𝑆𝑇 = 325 Eur m−2. This cost 

is retrieved from the manufacturer's simulation tool (Ressspi, 2018) implemented by (Solatom), for a solar 

field of 50 modules without integration, applying the CEPCI inflation correction factor (Maxwell). Peak 

irradiance is 𝐺𝑏𝑛,𝑝𝑒𝑎𝑘 = 1000 Wm2. 

𝐴𝐶𝑆𝑇 =
�̇�𝐶𝑆𝑇

𝐺𝑏𝑛,𝑝𝑒𝑎𝑘𝜂𝑜𝑝0
= 𝐿𝑑𝑊𝑎𝑛𝑝 

 

(eq. 9) 

𝐶𝐶𝑆𝑇 = 𝐴𝐶𝑆𝑇𝑐𝐶𝑆𝑇 
 

(eq. 10) 

 

2.3 Solar photovoltaic field PV 
The solar field is defined according to the electrical power required by the heat pump in nominal conditions 

𝑃𝑑. The orientation is horizontal, being the most common option on industrial rooftops. The conversion 

efficiency of the solar cell is 𝜂𝑃𝑉 = 0.20, and a reference system efficiency of 𝜂𝑠𝑦𝑠=0.86, account for system 

losses such as losses in cables, power inverters, dirt on the modules, efficiency degradation with time. The 
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installation cost is obtained from the cost per kwp 𝑐𝑘𝑊𝑝 = 814 €/KWp, (IRENA, 2022). 

 

𝐴𝑃𝑉 =
𝑃𝑃𝑉,𝑑

𝐺𝑏𝑛,𝑝𝑒𝑎𝑘𝜂𝑃𝑉𝜂𝐵𝑂𝑃
 

 

(eq. 11) 

𝐶𝑃𝑉 = 𝑃𝑃𝑉,𝑑𝑐𝑘𝑊𝑝 (eq. 12) 

 
2.4 High Temperature Heat Pump 
The high-temperature heat pump considered is a pre-commercial Stirling-type model manufactured by Enerin 

(Enerin, n.d.). The real 𝐶𝑂𝑃𝐻𝑃 of the hat pump is obtained from the ideal 𝐶𝑂𝑃𝐶𝑎𝑟𝑛𝑜𝑡, according to the 

efficiency 𝜂𝐶𝑂𝑃 reported by (Høeg et al., 2023), as function of the average temperatures of the heat source 

temperature 𝑇𝑠𝑜𝑢𝑟𝑐𝑒,𝑚 and the heat sink temperature 𝑇𝑠𝑖𝑛𝑘,𝑚. 

 

𝐶𝑂𝑃𝐻𝑃 =
𝑄ℎ

𝑃𝐻𝑃
=

𝑄ℎ

𝑄ℎ − 𝑄𝑐
= 𝐶𝑂𝑃𝐶𝑎𝑟𝑛𝑜𝑡𝜂𝐶𝑂𝑃 

 

(eq. 13) 

𝐶𝑂𝑃𝐶𝑎𝑟𝑛𝑜𝑡,ℎ =
𝑇𝑠𝑖𝑛𝑘,𝑚

𝑇𝑠𝑖𝑛𝑘,𝑚 − 𝑇𝑠𝑜𝑢𝑟𝑐𝑒,𝑚
 

 

(eq. 14) 

The heat transfer fluid is pressurized water on both low and high temperature sides, with a maximum 

temperature glide of 25 °C and 40 °C respectively. The maximum temperature drop (lift) is indicated by the 

manufacturer is 200°C, with a maximum heat sink temperature of 250 °C. The heat supply capacity is between 

0.3 MW and 10 MW, (Annex 58 Task 1). The installation cost is calculated from the unitary cost  𝑐𝐻𝑃 =

700
€

kW
, as  𝐶𝐻𝑃 = 𝑐𝐻𝑃�̇�𝐻𝑃. The HP is sized according to �̇�𝐻𝑃 and solar multiple 𝑆𝑀𝐻𝑃 = �̇�𝐻𝑃/�̇�𝑠,𝑑. 

 

 

2.5 Thermal energy storage TES 
The sensible thermal storage considered in this study is of the thermally stratified tank filled with pressurized 

water. The TES volume is sized based on the required storage hours ℎ𝑇𝐸𝑆 and the design temperatures 𝑇ℎ and 

𝑇𝑐 , for the hot and cold side respectively. The 𝑉𝑇𝐸𝑆 volume is divided into several 𝑛𝑡𝑎𝑛𝑘𝑠 with a maximum 

admissible tank height 𝐻𝑡𝑎𝑛𝑘,𝑚𝑎𝑥 and a shape factor 𝐹𝑆ℎ. 

𝑉𝑇𝐸𝑆 =
3600 �̇�𝑠,𝑑ℎ𝑇𝐸𝑆

𝜌𝑙𝑐𝑝𝑙(𝑇ℎ − 𝑇𝑐)
= 𝑉𝑡𝑎𝑛𝑘𝑛𝑡𝑎𝑛𝑘 

 

(eq. 15) 

𝐷𝑡𝑎𝑛𝑘 = (
𝑛𝑡𝑎𝑛𝑘4

𝜋𝐹𝑠ℎ
)

1
3

 ; 𝐻𝑡𝑎𝑛𝑘 = 𝐹𝑆ℎ𝐷𝑡𝑎𝑛𝑘 (eq. 16) 

Tank shell thickness 𝑒𝑡𝑎𝑛𝑘 is obtained from pressure and diameter, Eq (17), with 𝐸 = 0.85, 𝑆 and 𝑝𝑡𝑎𝑛𝑘 in psi, 

  𝑆 = 16000 𝑝𝑠𝑖 for stainless steel. 

 

𝑒𝑡𝑎𝑛𝑘 =
𝑝𝑡𝑎𝑛𝑘𝐷𝑡𝑎𝑛𝑘

2𝑆𝐸 − 0.6𝑝𝑡𝑎𝑛𝑘
0.0254 (eq. 17) 

 

The cost of each tank is calculated considering the cost of the vessel 𝐶𝑣𝑒𝑠𝑠𝑒𝑙, of the liquid 𝐶𝑙𝑖𝑞, thermal 

insulation 𝐶𝑖𝑛𝑠, foundations 𝐶𝑓𝑜𝑢, hydraulic and electrical equipment 𝐶𝐴𝑈𝑋, installation 𝐶𝑖𝑛𝑠𝑡  and overhead 

𝐶𝑜ℎ, elaborated starting from  (Mostafavi Tehrani et al., 2017). 

 

𝐶𝑃𝐵𝑇𝐸𝑆 = 𝐶𝑣𝑒𝑠𝑠𝑒𝑙 + 𝐶𝑓𝑙𝑢𝑖𝑑 + 𝐶𝑖𝑛𝑠 + 𝐶𝑓𝑜𝑢 + 𝐶𝐴𝑈𝑋 + 𝐶𝑜ℎ + 𝐶𝑖𝑛𝑠𝑡 
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Tab. 2: Economic parameters of TES 

Vessel 𝐶𝑣𝑒𝑠𝑠𝑒𝑙 4.5 €/kg 

Insulation 𝐶𝑖𝑛𝑠 300 €/m2 

HTF 𝐶𝑓𝑙𝑢𝑖𝑑 Agua 0.8 €/ m3 

Foundations 𝐶𝑓𝑜𝑢 1120 €/m2 

Electric and instrumentation, valves and fittings 𝐶𝐴𝑈𝑋 390 €/m3 

Overhead 𝐶𝑜ℎ 10% of total 

Installation 𝐶𝑖𝑛𝑠𝑡 20% of total 

 

 

2.6 Levelized Cost of Heat LCOH  

The Levelized Cost of Heat (LCOH) is used as the main economic indicator in this study. The LCOH is the 

heat generation cost, also the minimum price that must be sold to recover the installation costs (CAPEX) and 

the operation and maintenance costs (OPEX) during its useful life of the plant. It is defined in a similar way to 

the Level of Energy Cost LCOE used for the financial analysis of electricity production. 

According to Task 54 of the IEA, the LCOH can be estimated in the following way, considering constant 

annual discount, Eq (18). If we assume 𝑟𝑑𝑖𝑠 = 0.05, 𝑛𝑦 = 25 years, OPEX = 0.02 CAPEX . 

CAPEX = 𝐶𝐶𝑆𝑇 + 𝐶𝑇𝐸𝑆 + 𝐶𝑃𝑉 + 𝐶𝐻𝑃 + 𝐶𝑆𝐺 (eq. 18) 

LCOH =
𝐼0 + ∑

OPEX𝑛𝑦

(1 + 𝑟𝑑𝑖𝑠)𝑛𝑦

𝑁𝑦

𝑛𝑦=1

∑
𝐸𝑛𝑦

(1 + 𝑟𝑑𝑖𝑠)𝑛𝑦

𝑁𝑦

𝑛𝑦=1

 (eq. 19) 

 

3. Methodology  

The models allow to carry out annual simulations considering the typical meteorological year for each location 

considered. Hence the simulation considers time interval of 1 hr, according to meteorological data. The load 

time profile of industry is considered constant in this study (24/7). The design parameter used for the simulation 

are defined as in Tab. 3, assuming 8 bar steam pressure (170 °C), a condensate return line temperature of 150 

°C, a steam flow rate �̇�𝑠 = 1 kg/s. The inlet/outlet temperature of tube side of the kettle SG liquid is set to 

210/180 °C working with pressurized water at 23.4 bar. Considering the PV-HP, the heat pump needs a low 

temperature source, which is assumed here to be waste heat at 70 °C available at the factory. Under the current 

assumptions, the HP operates with a COP = 2.07.  

 
Tab. 3: Design parameters for steam generation 

 
Steam Pressure 8 bar 

Steam Temperature 170 °C 

Condensate Temperature 150 °C 

Load Profile 24/7 

Steam flow rate 1 kg/s 

Load Thermal Power 2.14 MWh 

∆𝑻𝒍 30°𝐶 

∆𝑻𝑯𝑿 10°𝐶 

∆𝑻𝒔𝒂𝒇𝒆 10°𝐶 

Orientation CST N-S 

Tilt PV horizontal 

Waste heat temperature HP 70 °𝐶 
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Three main values obtained from the annual simulation are considered as KPIs in this study, being the annual 

solar fraction SF, the annual energy yield per unit of gross area occupied by solar field (either CST or PV) 

𝐸𝑎𝑟𝑒𝑎, and the levelized cost of heat LCOH. 

The analysis is first devoted to assessing the energetic and economic performance of CST and PV-HP steam 

generation scheme across European locations. 

Then hybrid schemes are considered where both CST and PV-HP technologies are integrated to produce 

industrial steam according to layout in Fig.3. As design parameter, hybridization ratio 𝑅ℎ𝑦 is defined in this 

study to account for the proportions of installed power of CST and PV-HP respectively, Eq. (20). Hybrid solar 

multiple is defined for the hybrid scheme analogously to PV-HP and CST simple schemes, Eq.(21). 

 

𝑅ℎ𝑦 =
�̇�𝐻𝑃

�̇�𝐶𝑆𝑇 + �̇�𝐻𝑃

 

 

(eq. 20) 

𝑆𝑀ℎ𝑦 =
�̇�𝐶𝑆𝑇 + �̇�𝐻𝑃

�̇�𝑠,𝑑

 

 

(eq. 21) 

 

For 𝑆𝑀ℎ𝑦 = 1 the thermal energy storage is not included in the layout. For higher 𝑆𝑀ℎ𝑦 a proper TES volume 

is added in parallel to the PV-HP and CST heat generation. 

In this study a criterion for TES sizing is implemented. First an attempt of sizing the volume 𝑉𝑇𝐸𝑆 is made on 

daily basis, defining the minimum volume 𝑉𝑇𝐸𝑆,𝑚𝑎𝑥 which allow to store the maximum daily energy excess. 

Then an economic criterion is applied to find and optimization factor  𝐹𝑇𝐸𝑆 which gives the minimum LCOH 

including the a  𝑉𝑇𝐸𝑆 = 𝑉𝑇𝐸𝑆,𝑚𝑎𝑥𝐹𝑇𝐸𝑆 in the scheme. In this study 𝐹𝑇𝐸𝑆 can assume discrete values from 0 to 2 

with step of 0.20, in order to keep low computational cost. 

4. Results  

 
4.1 Comparative CST and PV-HP steam generation. 
Annual simulations are carried out for the CST scheme as well for the PV-HP. The solar multiple is set to 

SM = 1 for both cases, so that no excess of energy is provided by the solar installation. The simulation is 

carried out for 50 random selected locations per each European country, for a total of 1350 locations. The 

results for the three selected KPIs are shown in Fig.4 as geographical heat maps. Moreover, the results are 

reported ordered by annual global horizontal irradiation (GHI) in Fig.4.  

 

   

CST                     SF [-]   CST          𝐸𝑎𝑟𝑒𝑎  ቂ
MWh

m2
ቃ   CST            LCOH ቂ

€

MWh
ቃ   
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Fig.4: Comparative CST and PV-HP as heat sources for indirect steam generation in Europe. 

 
For all the considered locations the PV-HP scheme provide higher solar fraction than CST, when assuming the 

same SM = 1. As expected solar fraction varies according with the GHI, increasing from 0.75 in the northern 

European locations up to 0.22 for southern locations for PV-HP, and from 0.03 to 0.20 for the CST case. As 

other energetic KPI it is worth to analyze the energy yield per unit of ground area. For high irradiance, GHI 

above  1.6 MWh/m2, corresponding to southern European locations, CST provides better results than PV-HP. 

In northern Europe the trend is reversed, and PV-HP provides higher values of 𝐸𝑎𝑟𝑒𝑎. Considering economics, 

the LCOH also is remarkably affected by solar resource, clearly decreasing with GHI. As general trend the 

cost of PV-HP is higher than the CST, which results the most convenient option, reaching values lower than 

50 €/MWh in southern European locations. 

 
4.2 Hybrid configuration 
Although having slightly difference in the energetic or economic performance both CST and PV-HP are viable 

technologies for industrial steam generation. Both can be integrated in a hybrid solar steam generation layout, 

as in Fig. 3.  

Annual simulations of hybrid scheme are carried out for several values of 𝑅ℎ𝑦 varying between 0 and 1, where 

𝑅ℎ𝑦 = 0 corresponds to CST only and 𝑅ℎ𝑦 = 1 corresponding to PV-HP. As locations, 20 European sites are 

considered, representative of different climatic conditions. 

Fig. 5 shows the results for a 𝑆𝑀ℎ𝑦 = 1, so that no excess of energy is provided and TES is not included in the 

scheme. The annual solar fraction is shown against the global horizontal irradiation. Varying the hybridization 

ratio from 0 to 1 intermediate values between the CST and PV-HP reference cases are obtained either for the 

SF as for the LCOH. 

 

PV-HP                     SF [-]   PV-HP        𝐸𝑎𝑟𝑒𝑎  ቂ
MWh

m2
ቃ   PV-HP            LCOH ቂ

€

MWh
ቃ   
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Fig.5: Hybrid scheme, with different hybridization ratios without TES 

 
As previously mentioned, assuming the SMhy = 1 limits the achievable solar fraction to relatively low values, 

having a top of 0.18-0.22 for high GHI locations in the south, and lower values going to northern sites. 

Increasing the solar multiple to SMhy > 1 can lead to increased solar fraction but excess of energy appears in 

the central hours of the days especially in the summer season. The excess of energy, the energy provided by 

solar installation not absorbed instantaneously by the industrial process, can be stored if a proper TES is 

included into the layout as in Fig. 3. Depending on the TES size, the energy excess can be stored completely 

or partially, according to the installed storage capacity and the control strategy.  

4.3 Hybrid configuration with TES 
The results of TES sizing procedure are shown in terms of storage hours ℎ𝑇𝐸𝑆, Fig. 6, for SMhy = 3 and for 

SMhy = 5, for all the considered locations and hybridization ratio. For SM = 3 the ℎ𝑇𝐸𝑆 varies from 0 to 6 

according to location and hybridization ratio, as results of sizing procedure, while higher values up to ℎ𝑇𝐸𝑆 =12 

are obtained for SMhy = 5. 

The resulting SF and LCOH are shown accordingly in Fig.6. Highest values of solar fraction still are associated 

with PV-HP, reaching SF = 0.6 for high GHI locations. Conversely, the best economic performance are related 

to CST, with small or null TES. 

Increasing the oversizing of solar installation, for SMhy = 5 a solar fraction of SF = 0.8 is reached at high GHI 

with PV-HP, decreasing going to lower 𝑅ℎ𝑦 and lower GHI. The economic trend is similar to previous case 

discussed, but higher LCOH is shown according to the added cost of TES. The best economic performance are 

obtained for GHI =1.9 MWh/m2 , with a 𝐿𝐶𝑂𝐻 = 60 ÷ 85 €/MWh with SF = 0.67 ÷ 0.8, with more than 10 

hr of storage. 
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Fig. 6: Hybrid configuration with TES 

 

 

5. Conclusions   

 
 An energetic and economic analysis is carried out on the industrial solar steam generation using linear Fresnel 

solar collectors (CST) and high temperature heat pump powered by dedicated photovoltaic (PV-HP). Steam 

production at 8 bar is analysed through numerical annual simulation for several locations in Europe. A 

comparative analysis between CST and PV-HP indicates that higher annual solar fraction can be obtained 

using PV-HP respect to CST, assuming a unitary solar multiple. Considering the actual cost of the technologies, 

a lower LCOH is shown by CST option. 

Moreover, the possibility of implementing hybrid layout including either CST and PV-HP as heat source 

varying the main design parameters is analysed across European locations. The limitation of low annual solar 

fraction can be overcome by oversizing the solar installations and including a sensible thermal energy storage 

TES. According to the design criterion implemented in the study, simulations for different solar multiple are 

carried out as basis for an economic and energetic assessment. The hybrid scheme with TES allows high solar 

fraction with an increased cost associated with the cost of thermal storage. 
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Abstract 

This work presents the design of a pilot plant for hydrogen production that integrates a high-temperature Solid Oxide 

Electrolyser (SOE) with solar heat and power. SOE operates at around 750 ºC and requires a balance of plant (BoP) 

to ensure this condition. Operating at high temperatures also requires less electricity, consequently making the SOE 

highly efficient. The process flow diagram (PFD) of the integrated plant consists of two main subsystems: (i) BoP 

of the SOE and (ii) BoP of the solar field. The coupling between these two systems is done in the steam generator. 

The heat from the solar field and the storage system is used to generate the steam supplied to the electrolyser, and 

the required electricity is from PV plant and electrical grid. The integrated plant was analysed for four operation 

models: full, partial, hot standby and night modes. The analysed plant uses a SOE with a capacity of 9 kWe, and at 

full load will consume 3.7 kg h-1 of steam, and produce 0.24 kg h-1 of hydrogen.  

Keywords: green hydrogen, solid oxide electrolyser, solar thermal energy, thermal storage, balance of plant 

1. Introduction 

This work is part of the GREENH2-CM project [1], which is aligned with the strategic positioning of the Comunidad 

de Madrid in R&D&I for green hydrogen and fuel cells. Figure 1 shows the process flow diagram (PFD) developed 

for the pilot plant, integrating two main subsystems: (i) the balance of plant (BoP) of the Solid Oxide Electrolyser 

(SOE) and (ii) the BoP of the solar field. The BoP of the solar field primarily consists of the solar collectors, a 

thermocline storage tank, and two electrical heaters. The BoP of the SOE comprises the SOE itself, two heat 

exchangers, three electrical heaters, a blower, a mixer, and the conditioning of the hydrogen section. The connection 

between the BoP of the solar field and the BoP of the SOE occurs in the steam generator. 

 

Fig. 1: PFD of the integrated system of high-temperature solid oxide electrolyzer and solar heat and power. 
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An efficient integration of SOE with solar heat and solar power leads to high sun-to-hydrogen efficiencies, thanks to 

the higher efficiencies of SOE. The main challenge of this project is to achieve an efficient integration of the non-

programmable solar energy source with the SOE, which requires very stable operating conditions. This integration 

involves using solar concentration systems to supply heat to the steam generator and electricity from PV plants to 

power the SOE and the different components of the PFD. The plant will use an electrolyser with a capacity of 9 kWe 

manufactured by SolydEra, and at the design point (full load), it will consume 3.7 kg h-1 of steam and produce 

0.24 kg h-1 of H2. Table 1 summarizes the design conditions of the SOE. The thermal solar collectors are being 

manufactured and supplied by SEENSO, and the storage system is being developed by the IMDEA Energy Institute. 

Electric heaters are used when temperature adjustments are needed and when there is no available energy in the 

storage system. The prototype will be assembled at the IMDEA Energy premises in Móstoles, Madrid, Spain. 

Tab. 1: Technical specifications of the SOE under design conditions (full load). 
  

Technical specifications Value 

SOE power (kWe) 9.0 

Steam conversion (%) 60% 

Inlet temperature of the gases (℃) 771 

Outlet temperature of the gases (℃) 751 

Steam inlet flow rate (kg h-1) 3.70 

Volume fraction of H2 at inlet (%) 10 

Air inlet flow rate 28 

Operating temperature (℃) 760 

Maximum working pressure (mbarg) 100 

1.2. Solar collector 

The solar collector analysed in this work consists of a combination of an evacuated tube solar collector and two 

north-south tracking mirrors, as described in Figure 2. The purpose of the mirrors is to provide a solar concentration 

of around 1.7 (depending on the time and season), which allows for higher temperatures for water evaporation. Since 

the solar concentration is low, it is also possible to utilize the diffuse radiation component. The collector has a normal 

incidence aperture area of 22.5 m² (absorber surface and the projection of the mirrors on the absorption plane), 

operates with a temperature difference of 30 ℃ (115 ℃ - 145 ℃), and uses pressurized water at 4 bar as working 

fluid. 

 

Fig. 2: Evacuated solar tube collector with N-S tracking mirrors. 

1.2. Thermal storage system (TES) 

The thermal storage system consists of a thermocline packed-bed with encapsulated phase change materials, as 

shown in Figure 3. In addition to storing heat, the storage tank also plays a crucial role in maintaining stable operation 

of the steam generator, a requirement imposed by the SOE.  
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Fig. 3: Thermocline of a packed-bed with encapsulated phase change materials. 

2. Methodology 

To construct the prototype, it is necessary to size, test, and integrate all components. In this context, an initial step 

comprises conducting a numerical analysis of the demo plant to obtain energy and mass balances for all the 

components in the PFD (Figure 1). The numerical model is based on solving the mass and energy conservation 

equations for each component using EcosimPro software (v6.4) [2]. After validation of the simulation results, they 

were used as a reference for the sizing of the components. Furthermore, sizing considerations included four operation 

modes: full load, partial load, hot standby, and night modes. 

3. Results 

Table 2 and Table 3 present the energy and mass balance in the anode and cathode sides of the electrolyser, 

respectively, for full, partial, hot standby and night operation modes. In addition, the thermal and transport properties 

for all streams are also known, which are necessary for the design and sizing of the different components. Regarding 

the hot standby mode, the SOE stack is off (no power, no steam consumption, no hydrogen production), but it is 

maintained hot by circulating air and fuel. Regarding the night mode, the same working temperature of hot standby 

is considered in the night mode, but in the cathode side it is applied a mass flow rate of a mixture of Nitrogen and 

Hydrogen of 0.8 kg h-1, which implicates changes in the BoP of cathode for this mode. Table 4 shows the thermal of 

electrical power consumed or dissipated in each component of the BoP of the electrolyser for the four operation 

modes. 

 
Tab. 2: Energy and mass balance in the anode side of the electrolyser for the different operation modes. 

 
Full load Partial load Hot standby Night mode 

In Out In Out In Out In Out 

Temperature (℃) 771 751 726 701 726 701 726 701 

Flow rate (kg h-1) 27.92 29.89 27.92 29.00 27.92 27.92 27.92 27.92 

Composition N2 (78%) 

O2 (22%) 

N2 (73%) 

O2 (27%) 

N2 (78%) 

O2 (22%) 

N2 (75%) 

O2 (25%) 

N2 (78%) 

O2 (22%) 

N2 (78%) 

O2 (22%) 

N2 (78%) 

O2 (22%) 

N2 (78%) 

O2 (22%) 
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Tab. 3: Energy and mass balance in the cathode side of the electrolyser for the different operation modes. 

 
Full Load Partial load Hot standby Night mode 

In Out In Out In Out In Out 

Temperature (℃) 771 751 726 701 726 701 726 701 

Flow rate (kg h-1) 3.75 1.77 1.75 0.67 0.65 0.65 0.80 0.80 

Composition (%) H2O (90) 

H2 (10) 

H2O (36) 

H2 (64) 

H2O (90) 

H2 (10) 

H2O (27) 

H2 (73) 

H2O (90) 

H2 (10) 

H2O (90) 

H2 (10) 

N2 (80) 

H2 (20) 

N2 (80) 

H2 (20) 

 

Tab. 4: Thermal/electrical power in each component for the different operating modes. 

Component Description 
Heat/Power (kW) 

Full load Partial load Hot standby Partial load 

SOE Electrolyser 9.00 4.75 0.00 0.00 

EH-A Anode electrical heater 1.62 1.43 1.47 1.47 

EH-C Cathode electrical heater 0.43 0.18 0.07 0.22 

HE-A Anode heat exchanger 5.00 4.70 4.67 4.67 

HE-C Cathode heat exchanger 1.10 0.48 0.18 - 

SG Steam generator 2.30 1.10 0.39 - 

EH-H2 Hydrogen electrical heater 0.04 0.02 0.01 - 

CH Chiller  -1.38 -0.50 -0.52 - 

The solar field and thermal storage system were sized aiming that the number of hours in which the SOE has been 

working with heat directly discharged from the thermal storage vs. total hours is higher than 40%. It is found that the 

pressure at which water is evaporated in the steam generator plays a crucial role in the integration of solar heat (solar 

field, storage system, and steam generator). The pressure required in the electrolyser is limited to around 40 mbarg 

and must remain very stable. To ensure this condition, it is found that the water should be evaporated at a pressure 

higher than the required pressure in the SOE. This value should consider the pressure drop of the steam across all 

components between the steam generator and the SOE, and it should also account for a lamination process after the 

steam generator to prevent condensation. 

Figure 4 shows the total monthly energy produced by the solar collector mounted horizontally, using the typical 

meteorological year (TMY) for Cuatro Vientos (Madrid), Spain [3], the nearest meteorological station to the plant 

location (approx. 11 km). The simulations resulted in a solar heat contribution for steam generation of 43%, 

corresponding to an annual heat production of 8700 kWh with a thermal efficiency of 23%. Regarding the KPIs 

related to the BoP of the SOE, a conversion efficiency of 38.7 kWh/kgH2 and 84.4% (based on LHV) are obtained. 

For details of definition and values of calculated KPI see Table 5. 

 

 
Fig. 4: Monthly thermal energy produced by the horizontally mounted solar collector for the location of Cuatro Vientos (Madrid), 

Spain.  
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Tab. 5: Key Performance Indicators obtained with EcosimPro simulation for the full-load operation mode 24/7 

Key Performance (KPI) 
Calculation 

Simulation 

(Full load) 
ID Definition 

H
2
 kg/day Maximum hydrogen production rate 

at full-capacity 
H

2
_prod (kg/h) * 24 h/day 5.8 kgH

2
/day 

Eff % 

Power-to-hydrogen energy 

conversion efficiency of heat- 

integrated SOE system (LHV basis) 

(H
2
_prod (kg/h)*LHVH

2
)/(P_in_SOE + 

P_In_Anode_EH + P_In_Cathode_EH) 
84.4% 

Eff-w 

Power-to-hydrogen conversion 

efficiency of the heat-integrated SOE 

system 

(P_in_SOE + P_In_Anode_EH + 

P_In_Cathode_EH)/H
2
_prod 

38.7 kWhe/kgH
2
 

F-Solar  

Hours in which the SOE has been 

driven with steam directly 

discharged from CST vs. total hours 

(Total solar steam kWh
th 

used)/(Total steam 

kWh
th 

required) 
43% 

 

4. Conclusions 

This work presents a design of a pilot plant that integrates a high-temperature Solid Oxide Electrolyser (SOE) with 

solar heat and power for hydrogen production. The solar field and thermal storage system were designed to ensure 

that the number of hours during which the SOE is supplied with heat directly discharged from the thermal storage 

relative to the total hours exceeds 40%. The energy and mass balance in all the components of the process flow 

diagram is obtained for full, partial, hot standby and night operation modes. It is found that the pressure at which 

water is evaporated in the steam generator plays a crucial role in the integration of solar heat (including the solar 

field, storage system, and steam generator). The pressure required in the electrolyser is limited to around 40 mbarg 

and must remain very stable. To meet this condition, it was determined that water must be evaporated at a pressure 

higher than the required pressure in the SOE. This value should account for the steam pressure drop across all 

components between the steam generator and the SOE, and it should also consider a throttling process after the steam 

generator to prevent condensation. Regarding the KPIs, a conversion efficiency of 38.7 kWh/kg H₂ and 84.4% (based 

on LHV) were achieved and a solar steam fraction of 43% is obtained considering a 24/7 operating strategy.   
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Abstract 

Austrian thermal baths, significant energy consumers, primarily rely on fossil fuels, posing ecological and economic 

challenges. This research focuses on optimizing energy consumption by integrating renewable energy sources, such 

as deep geothermal energy, and enhancing efficiency through innovative technologies like heat pumps and dynamic 

optimization models. The performed baseline survey of thermal baths identified major energy consumers and 

potential areas for efficiency improvements. The developed Python-based dynamic simulation program uses Mixed 

Integer Linear Programming (MILP) to optimize the energy system, considering various energy sources, demands, 

and storage systems. Key strategies included waste heat utilization, efficiency enhancements in heating, ventilation, 

and cooling systems, and the integration of photovoltaic systems. The demonstration case in southeast Austria 

highlighted significant energy savings through the recovery of waste heat from thermal splashing water, air 

conditioning systems, and drinking water cooling. The optimized system configuration, featuring cascaded heat 

pumps and stratified storage systems, achieved substantial reductions in both heat and electricity demand. The results 

underscore the importance of dynamic simulation and optimization in achieving energy efficiency and sustainability 

in thermal bath operations. The research work provides a reference model for replication in other facilities, 

contributing to Austria’s broader decarbonization goals. 

Keywords: decarbonization, energy management system, renewables, heat pumps, thermal storages, dynamic 

optimization, Python simulation 

 

1. Introduction 

Austria, with its extensive thermal spa landscape comprising a total of 42 facilities, is not only a popular tourist 

destination in Europe but also one of the regions where the use of deep hydrothermal geothermal energy (depths 

greater than 400 meters in water-bearing layers) is at the forefront (Goldbrunner and Goetzl 2019). From an 

ecological perspective, thermal baths in Austria are significant energy consumers, still relying on fossil fuels like 

natural gas. However, since the increase in electricity and gas prices, these thermal spas have been striving for more 

energy-efficient operations. To achieve a transition away from fossil energy sources, it's essential to focus on major 

energy consumers, as the adoption of renewable energy in thermal spas is generally easier to implement compared 

to other urban areas (Goetzl 2022). The complex producer/consumer dynamics at a thermal spa site, with varying 

supply and demand profiles and external conditions, offer substantial potential for the efficient use of deep 

geothermal energy. This can be realized through innovative integration concepts involving heat pump technologies, 

efficiency enhancement measures within the internal energy system, and a real-time, innovative energy management 

system that provides flexibility with both the electricity and heat networks. 

Energy Supply in Austrian Thermal Baths 

The energy supply of Austrian thermal baths utilizes a combination of hydrothermal energy, biomass-based district 

heating, fossil fuels, and electricity. Most of the heat demand—60-70%—is dedicated to maintaining pool water 

temperatures, while 30-40% is used for hot water and heating requirements for thermal bath buildings, wellness 

facilities, and hotel complexes (Novakovits, 2018). Major electricity consumers include ventilation systems, which 

ensure optimal indoor air comfort, as well as cooling systems for hotel and spa operations. Overall, energy costs in 

Austrian thermal baths account for at least 20% of total costs, classifying this sector as "energy intensive." The 

volatility or increase in energy prices, particularly for electricity and fossil fuels like natural gas, poses significant 

challenges for these businesses, leading to substantial cost and price pressures. Decarbonizing thermal baths therefore 

requires a comprehensive approach that considers technological, economic, political, and societal factors. 
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Key strategies include: 

• Reducing dependence on fossil fuels 

• Implementing technological adjustments and conversions in heating, ventilation, and cooling systems 

• Adapting existing infrastructure and integrating with future or existing electricity and heat networks 

• Addressing cost pressures and exploring financing options 

• Establishing clear regulatory frameworks to incentivize and support investments 

• Enhancing public and stakeholder acceptance and awareness 

Baseline Survey of Thermal Baths in Austria 

The baseline survey confirms the energy-intensive nature of thermal baths. Table 1 below shows exemplary the heat 

and electricity consumption by energy source for two demonstration sites and the transfer site. 

Table 1: Energy Consumption by Energy Source for Demonstration and Transfer Sites (Seidnitzer-Gallien et. al. 2024a) 

Energy 

Consumption  
Demo Case 1 Demo Case 2 Demo Case 3 

Electricity 6 [GWh/a] 3,4 [GWh/a] 4 [GWh/a] 

Biomass - 6,4 [GWh/a] 4,5 [GWh/a] 

Natural Gas 16 [GWh/a] - 8,5 [GWh/a] 

 

To reduce the high energy consumption and associated carbon footprint, a diverse combination of measures is 

planned, focusing on waste heat utilization in conjunction with heat pump technologies. Additionally, efficiency 

improvements in hot water preparation as well as ventilation and air conditioning systems will be implemented. 

These measures are intended to lay the groundwork for a complete decarbonization. 

Aim and Methodology 

The research work focuses on evaluating the current technical, energy, and environmental status of thermal spas in 

Austria. The goal is to identify realistic opportunities for decarbonization and energy transformation, while also 

developing innovative approaches such as the optimal utilization of renewable energy, maximizing energy efficiency, 

and integrating digital, predictive control and regulation systems. These strategies will be applied in real-world 

settings and will serve as reference models for replication in other thermal spa operations. 

To achieve a sustainable transition to energy-efficient and renewable energy supply in Austrian thermal spas, an 

integrated methodological approach is employed.  

• Assessment of Energy Framework Conditions: Initially, the basic energy data of the thermal spas were 

collected through a combination of surveys and a detailed energy audit. This assessment provided a 

comprehensive overview of the current energy consumption and existing energy use structures within the 

facilities. 

• Identification of Waste Heat and Efficiency Potentials: Technical potentials were analyzed through targeted 

measurement series to identify possible sources of waste heat and areas with efficiency improvement potential. 

These analyses helped to recognize untapped energy sources and evaluate the efficiency of existing systems. 

• Energy Demand Simulation and PV System Analysis: The optimization was based on a detailed energy 

demand simulation of the thermal spa's major consumers, created through a dynamic building simulation in IDA 

ICE. Additionally, simulations for the future use of a photovoltaic (PV) system were conducted to assess its 

integration into the energy system. 

• Comprehensive Energy System Optimization: Finally, the entire energy system of the thermal spas was 

optimized using a Python-based dynamic simulation program, built on the optimization model of the Pyomo 

library. This model employed Mixed Integer Linear Programming (MILP) and distinguished four functional 

components: energy sources, energy demands, heat pumps (HPs), and energy storage systems. The core of this 

phase was the dynamic optimization of the energy system on a technical and energetic level, aimed at identifying 

the most energy-efficient system configuration and developing a sustainable, efficient overall system. 
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2. Demonstration Case 

The demonstration case 2, situated in the southeast of Austria, is a significant energy consumer. It operates a 

geothermal well (depth: 498 m, production: 9 m³/h at 32°C) and is connected to a local district heating network. The 

annual heat demand is 6.4 GWh, and the electricity demand is 3.4 GWh. At the current energy system there is 

considerable potential to recover waste heat from thermal splashing water, climate cooling supply, and drinking 

water cooling. Establishing bidirectional use of the waste heat with the district heating network (for both heat and 

cold) aims to conserve biomass resources and enhance the heating plant's efficiency during summer and transitional 

operation. 

Waste Heat Potential 

Potential of Splashing Water: The daily backwash water generated by the thermal spa operation amounts to 

approximately 60 m³ at a temperature of 30°C. Before being discharged into the receiving waters, this water is cooled 

to around 9°C, allowing the residual energy of the thermal water to be fully utilized. This process enables the recovery 

of around 670 MWh per year of waste heat. 

Potential of Cooling Water from Air Conditioning Systems: Waste heat from the cooling water of the air 

conditioning systems and the exhaust air from the ventilation systems offers a potential of approximately 1 GWh per 

year from both the spa and the hotel. 

Potential of Drinking Water Cooling: The new drinking water source for the local supply, with a flow rate of 

18 m³/h, must be cooled from 21.3°C to around 9°C before being introduced into the drinking water network. This 

energy source is available 24 hours a day, 365 days a year, providing a waste heat potential of 2.7 GWh per year. 

Efficiency Measures 

In parallel with identifying waste heat potentials, the overall energy demand for heating and electricity was analyzed 

for efficiency improvements. The analysis reveals that more efficient use of hot water systems (both treatment and 

customer facilities) could save 125 MWh per year for the spa and the connected hotel. Optimizing the system 

temperatures of the pool water heat exchangers aims to effectively supply the pools with water temperatures in the 

range of 32-38°C, making them usable. Furthermore, optimizing the ventilation systems with a heat recovery system 

enables near year-round dehumidification in the swimming hall using outdoor air. Overall, efficiency measures could 

reduce the heat demand by 884 MWh per year and the electricity demand by 150 MWh per year.  

Derived Innovation Concept for Utilizing Potentials 

A schematic overview (Figure 1) illustrates the elements integrated into the innovation concept. The local heating 

supply, provided by a biomass heating plant (BIOS), serves both the thermal spa and the hotel. The geothermal heat 

source, with temperatures of 32°C, is directed into the pools and heated to 34°C to 36°C. (Seidnitzer-Gallien et al., 

2024b) The identified waste heat potentials from splashing water, the optimization of ventilation systems (including 

exhaust air and cooling water from air conditioning systems), and the required cooling of the drinking water source 

form the basis for utilizing an integrated heat pump system used at three temperature levels (30 °C splashing water; 

20°C drinking water, 14°C climate cold water) 

The plan involves implementing a cascaded use of two to three compression heat pumps to optimally utilize the 

different temperature levels and maximize the coefficient of performance (COP). The goal is to minimize the mixing 

of high and low return temperatures. Additionally, optimized stratified cold and heat storage systems are intended to 

enhance system efficiency and operational flexibility while ensuring high exergy efficiency. 

For time-independent operation of the HPs from waste heat offer there will be installed a cold-water storage in 

between. A second water storage will be used to decouple the heat supply of the HPs and biomass heating plant from 

the consumers. Due to different operation modes of the HPs, the heat supply can occur at two distinct temperature 

levels, with the ejection of hot gas occurring at a higher temperature. Following the warm water storage is getting 

charged at 55°C and 70°C or 70°C and 80°C. The consumers require a temperature level of 70°C therefore the highest 

temperature layer of the thermal storage is around 70°C and any heat load at 80°C will be transferred to this layer as 

well. To ensure the coverage of the heat demand independently from the availability of waste heat and the operation 

of the HPs, the biomass heating plant is connected to the warm water storage. This allows the heating of returns from 

the thermal bath and district heating network from 45°C to 70°C, or the raising of the temperature level of the 55°C-

water to the required 70°C. To enable a sustainable electricity supply too, a photovoltaic system will be installed 

above the thermal baths car park. This system will be used primarily to meet the electricity demand of the thermal 
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bath itself, with any additional generation being used to cover the demand of the HPs. In the event of insufficient 

solar energy generation, the current electrical demand will be met through grid-based electricity supply.  

The deployment of cascaded heat pumps enables the utilization of water at temperatures between 40°C and 50°C 

from various sources, including wastewater from the thermal spa, waste heat from the cooling water, and heat from 

the drinking water source. An integrated smart control strategy will allow for high self-consumption of photovoltaic 

(PV) electricity generated by the thermal spa, hotel, and heating plant, or for grid-supportive operation. This heat is 

used to preheat both the thermal water and domestic hot water. 

 

Figure 1: Simplified schematic overview of the innovative system concept at demo 1 

The concept is further enhanced by expanding the connection between two heating plants (BIOW and BIOS) to 

enable bidirectional heat utilization. This allows waste heat from the thermal spa, using heat pumps, to also supply 

the second district heating grid (BIOW). 

3. Dynamic Energy Management System  

The development of a robust and efficient energy management system (EMS) is essential to effectively manage this 

complex system. This objective can be achieved through dynamic optimization using a Python-based programming 

tool. Dynamic modeling allows for the optimal configuration of the heat pumps and storage sizes, enabling efficient 

year-round control of the energy system. The model considers the different temperature levels and operating modes 

of the heat pumps, as well as the variable demands for cold and hot water. This ensures that the system can 

continuously adapt to changing conditions, minimize energy consumption, and maximize the use of available 

renewable energy sources. 

The energy system was modeled with the optimization model built with the Pyomo library and distinguishes four 

functional components: sources, demands, HPs (heat pumps), and storages. 

Technical and Operational Specifications  

The utilization of the waste heat sources is contingent upon their availability. The new system will cool drinking 

water and feed it into the public drinking water network, thereby ensuring a waste heat capacity of up to 257 kW. 

Equally, the climate cold water always provides up to 500 kW. However, the waste heat from splashing water must 

be taken over night from 10 pm to 6 am when the thermal bath is closed to the public. Therefore, the water from the 

backwashing process is collected in a separate tank throughout the day, accumulating a volume of 60 m³. 

Heat demand is met from the warm water storage. The biomass heating plant operates by drawing from the lower 

temperature levels in the storage and feeding heated water into the highest temperature zone. The biomass heating 

plants have a total capacity of 4 MW. The heat demand of the district heating network is defined based on 

measurement series from 2023, and the heat requirement of the thermal spa is simulated with the prospective 

efficiency measures with a comprehensive IDA ICE simulation. 
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The electrical energy system will also be expanded and made more sustainable, complementing the thermal energy 

improvements. A new 2 MW photovoltaic system will be installed at the thermal baths site. Any surplus electricity 

generated beyond the facility's needs will be used to power the thermal energy system, primarily the heat pumps. In 

case of a power outage, additional electricity will be sourced from the grid. The photovoltaic system's power 

generation is modeled using ASHRAE weather data in an IDA ICE simulation, while the thermal spas electricity 

demand data is based on measurements from 2023 and 2024. 

Heat Pump Model 

Each HP can choose from three different heat sources with different temperature levels. These temperature levels are 

14°C, 20°C and 30°C. Regarding the condensation side, the heat can be released at 55°C with hot gas ejection at 

70°C or 70°C with hot gas ejection at 80°C. These two options are labelled as operation modes. Each HP is capable 

of operating with every possible combination of the different operational points and modes. The schematic of the HP 

model can be seen in Figure 2. 

 

Figure 2: Schematic of the HP Model 

Each pairing of inlet and outlet temperatures is defined as an operating point, with its own COP. A lower inlet 

temperature results in a lower COP, while a higher outlet temperature also leads to a lower COP. The optimizer can 

freely choose between these operating points. Each HP can switch between operating points in each timestep. The 

optimizer specifies an operating point for each timestep, and the HP model sets the associated COP. This COP 

dictates the electricity necessary to fulfill the heat demand. With a higher COP, more heat can be transferred from 

the cold side to the warm side with reduced electricity consumption. 

Hot and Cold-water Storage Tank 

The storages are implemented as layered storages (Figure 3). Each layer is defined by its own temperature level. 

Each layer can fully utilize the storage volume. 

 

Figure 3: Schematic of the Layer Storage Model 

Within the energy system, there are two separate storages: a cold-water storage and a hot water storage. 

The cold-water storage has a capacity of 200 m³ and is consistently filled, always maintaining a constant volume of 

200 m³. It has four different temperature levels. These temperature levels are 8°C, 14°C, 20°C and 30°C. The cold-

water storage has four inlets. These inlets are the splashing water with a temperature of 30°C, the drinking water 

with a temperature of 20°C, the climate cold water at 14°C and cold water with a temperature of 8°C. This storage 

is connected to all HPs. All HPs can independently access all temperature levels at the same time. This cold-water 
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storage is used as a heat source for the HPs. If a HP accesses one heat level, the water from the heat level is not 

cooled down to 8°C. Instead, it is cooled down to the next lower heat level. For example, if one HP accesses water 

with a temperature level of 30°C it gets cooled down to 20°C. Therefore, the usable temperature difference for each 

HP is dependent on the temperature level it accesses. 

𝑉𝑚𝑎𝑥 = 𝑉30(𝑡) + 𝑉20(𝑡) + 𝑉14(𝑡) + 𝑉8(𝑡) = 200 𝑚3 

𝑉30(𝑡) = �̇�𝑠𝑝𝑤(𝑡) − �̇�𝐻𝑃 30→20(𝑡) + 𝑉30(𝑡 − 1) 

𝑉20(𝑡) = �̇�𝑑𝑤(𝑡) − �̇�𝐻𝑃 20→14(𝑡) + 𝑉20(𝑡 − 1) 

𝑉14(𝑡) = �̇�𝑐𝑤(𝑡) − �̇�𝐻𝑃 14→8(𝑡) + 𝑉14(𝑡 − 1) 

There is one specific restriction for the cold-water storage. For cooling purposes, it must always contain at least 20% 

of the total storage capacity of 8°C water. 

The energy system features a hot water storage with a capacity of 100 m³, consistently filled to maintain a constant 

volume throughout the entire timeseries. This storage unit operates at three distinct temperature levels: 45°C, 55°C, 

and 70°C. The HPs can increase the water temperature from 45°C to either 55°C or 70°C, but they cannot raise the 

temperature from 55°C to 70°C. This specific temperature increase can only be achieved using the biomass boiler. 

The hot water storage is utilized to meet the 70°C demand of the energy system, which can be supplied by either the 

biomass boiler or the HPs. Both the biomass boiler and the HPs can operate simultaneously to fulfill this demand. 

𝑉𝑚𝑎𝑥 = 𝑉70(𝑡) + 𝑉55(𝑡) + 𝑉45(𝑡) = 100 𝑚3 

𝑉70(𝑡) = �̇�𝐻𝑃 45→70(𝑡) + �̇�𝐵𝐻𝑃 45→70(𝑡) + �̇�𝐵𝐻𝑃 55→70(𝑡) + 𝑉70(𝑡 − 1) 

𝑉55(𝑡) = �̇�𝐻𝑃 45→55(𝑡) + �̇�𝐵𝐻𝑃 45→55(𝑡) + 𝑉55(𝑡 − 1) 

The hot water storage must always contain at least 15 m³ of 70°C water for heating purposes. 

Optimization Scenarios 

The optimization model aims to determine the optimal HP configuration for the specified energy system. This 

configuration is characterized by two main parameters: the number of HPs and the power of each HP. Up to three 

HPs are considered. Multiple optimization runs are conducted to compare the objective values and identify the best 

configuration. The optimization process, which does not factor in the installation cost of each HP, seeks to maximize 

system revenue. 

The impact of adding an extra HP or additional power is assessed by comparing the objectives of multiple runs. 

Significant differences in objectives suggest that such investments could be financially beneficial, while minimal 

differences indicate that additional power or an extra HP may not substantially reduce costs. 

The HP configurations are determined for four representative weeks throughout the year, each representing a typical 

week for the thermal bath. The selected weeks start on the following dates:

1. 2023.01.22 

2. 2023.04.01 

3. 2023.07.01 

4. 2023.08.22

The optimization is executed on an hourly basis. The means that there are 168 timesteps for each week. 

4. Results 

In total, over 5,000 scenarios with various heat pump (HP) configurations were calculated for several representative 

weeks throughout the year. These scenarios were designed to assess the impact of adjusting the maximum compressor 

power of each HP on the entire system's performance over the course of the year. Compressor power variations were 

specifically analyzed for four distinct representative weeks in 2023. 

In the following plot (Figure 4), each axis represents the maximum available compressor power for a heat pump. The 

color of the dots indicates the objective values, with brighter dots representing better outcomes. It is important to 

note that the objective values are normalized for each representative week, meaning that values from different weeks 

cannot be directly compared across plots. 
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Figure 4: Impact HP power on energy system objective 

These diagrams illustrate that the energy system gains more from larger heat pumps (HPs) in winter than in summer. 

They also suggest that increasing the HP size beyond a certain threshold offers no additional advantage. 

Figure 5 depicts the relationship between the objective value and the maximum combined electrical power of the 

three HPs. It shows that improving the objective value by increasing HP power is only effective up to a certain point. 

Beyond this threshold, further increases in power yield no significant benefit. 

 

Figure 5: Effect of the combined compressor power of the three HPs on the normalized objective. 
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An analysis of the graph showing results from four representative weeks throughout the year indicates that the system 

gains no advantage from a combined maximum electrical power exceeding 400 kW for the three HPs. Furthermore, 

the results reflect only successful optimization runs, suggesting that a combined electrical power of at least 200 kW 

is necessary to meet winter demand. During the summer months, there is no benefit to having a combined power 

output above 200 kW. The minimum combined electrical power during the summer period is 100 kW. This indicates 

that the advantage of larger HPs is less pronounced in summer than in winter, as expected. 

Based on data collected from over 5,000 configuration runs across multiple weeks during the year, one HP 

configuration emerged as particularly promising. For the subsequent run, the HPs will be configured as follows: 

• HP1: 170 kW 

• HP2: 100 kW 

• HP3: 100 kW 

The next phase of the analysis involves performing an optimization run over the course of a month, with January 

selected for this purpose. The resulting aggregated energy flows for this optimization run are depicted in Figure 6. 

 

Figure 6: Energy flow of the system for the month January 

As illustrated in the Sankey diagram above, the results of this run demonstrate that the HPs are capable of meeting 

approximately 47% of the heat demand in January. However, this percentage decreases during the winter months 

due to the higher heat demand, causing the HPs to frequently operate at their power limits to maintain this level of 

coverage. Additionally, the heat sources for these pumps are also constrained by power limitations. A similar month-

long run was conducted for July, during which the HPs were able to fully meet the heat demand. 

The following diagrams (Figure) provide an evaluation of the January optimization run results. The first diagram 

shows the supply from different energy sources. The waste heat from drinking water is fully utilized, and a significant 

portion of the waste heat from air conditioning is also harnessed. As per the specified requirements, the cooling of 

the splashing water is consistently maintained throughout the night. To meet the substantial heat demand during the 

winter period, the biomass boiler experiences significant fluctuations, reaching its maximum load. 

To facilitate a more precise comparison of energy demand and supply, the second diagram depicts the heat demand 

of the thermal bath and the district heating network, as well as the excess electricity that cannot be utilized by the 

HPs. 

The optimization run demonstrated that over the course of this month, the HP1 with the maximum electrical power 

of 170 kW operates for approximately 708 full load hours. The HP2 with 100 kW of electrical power operates with 

714 full load hours, respectively. HP3, with a power of 100 kW, operates for 713 full load hours. Therefore, these 

three HPs are highly utilized while still providing comprehensive coverage of the heating demand. 
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Figure 7: Results of the optimization run  

Discussion & Conclusion 

The exploration and implementation of innovative energy solutions in Austria's thermal bath facilities demonstrate 

significant potential for reducing carbon emissions and increasing energy efficiency. Through the optimization of 

existing infrastructure, utilization of untapped waste heat sources, and integration of renewable energy technologies, 

these facilities can play a pivotal role in the country's decarbonization efforts. 

Especially, the heat pump (HP) configuration successfully met a significant portion of the heating demand during 

January, with each HP achieving over 700 full load hours. A similar performance was observed in July, where the 
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HPs operated extensively, accumulating 302, 469, and 480 full load hours for HP1, HP2, and HP3, respectively. The 

combined compressor power remained at 370 kW, below the previously defined limit of 400 kW, indicating the 

effectiveness of this configuration. However, further validation is needed through future optimization runs that 

include a cost model for the HPs. 

Dynamic simulation and optimization play a main role in enhancing the overall efficiency and effectiveness of the 

energy system. By simulating various scenarios throughout the year, the model can account for fluctuating demands 

and environmental conditions, ensuring that the system operates at peak efficiency across different seasons. The 

ability to dynamically optimize HP configurations and energy flows allows for precise adjustments, minimizing 

energy consumption while maximizing the utilization of available renewable resources. This approach not only 

ensures reliable performance but also identifies the most cost-effective solutions, paving the way for sustainable 

energy management practices. 

5. Outlook  

The next phase will focus on refining the optimization model to autonomously determine the optimal installation 

power and number of HPs. To achieve this, price models for the initial costs of the HPs will be developed and 

integrated into the optimization process, enabling the model to independently identify the most efficient 

configuration. 

Following the final dynamic optimization, detailed planning for the implementation of the demonstration site will be 

initiated. Simultaneously, the control strategy will be finalized, ensuring that the system operates efficiently under 

real-world conditions. The implementation phase will be closely monitored and accompanied by a dedicated 

optimization process to fine-tune system performance, ensuring that the goals of energy efficiency and sustainability 

are fully realized. 

Through the integration of innovative technologies and optimization strategies, the project aims to revolutionize 

energy management in thermal bath complexes, paving the way for sustainable practices within the tourism industry. 
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Abstract 

This study conducts a technical and economic assessment of a solar water pumping system integrated with an 

electricity generation system used for a rural house and a farm. For the purpose of application, the location is 

Bandar-Abbas, a provincial capital in southern Iran. The study incorporates loss of power supply probability 

(LPSP) and water shortage probability (WSP) concepts along with users’ tolerance levels for shortages. A 

custom code in MATLAB was developed, taking into account a particular energy usage pattern for a household 

and an irrigation water usage profile for a small-scale citrus farm. The results emphasize the substantial 

influence of LPSP and WSP thresholds on the system's size and cost. Notably, it was observed that increasing 

the LPSP tolerance from 0% to 3% could lower the levelized cost of energy (LCOE) by roughly 55% and 

reduce the WSP by about 36%. Hence, the key factor in such an installation is not technical, but rather human 

as the tolerance to the risk of service disruption is the key aspect that determines the overall cost, i.e., capital 

expenditure (CAPEX) and LCOE of a project. 

Keywords: Solar water pumping, Photovoltaics, Loss of power supply, Water shortage 

 

1. Introduction 

Energy demand is growing due to increases in both population and per capita energy consumption (Key World 

Energy Statistics, 2021). In response, renewable energy sources are being increasingly adopted by both private 

and public sectors. Solar photovoltaic (PV) systems, first developed in 1954 by Chapin et al. (1954) have seen 

significant efficiency improvements. 

One of the many applications of PV systems is water pumping and there are many studies in this particular 

field. However, it is worth noting that few studies focus on the dual application of residential load demand and 

agricultural water needs. For this combined application, Bhayo et al. (2019) examined a solar PV system 

designed to power a rural household’s electricity requirements of 3.2 kWh per day. The study found instances 

where the system produced more energy than needed, which was then allocated for water pumping. It was 

shown that excess energy generation is common and can be redirected to secondary applications like water 

pumping. However, the study did not evaluate the tolerance level of the users in terms of water shortage 

probability (WSP) and loss of power supply probability (LPSP), and the effect of those factors on the sizing 

and cost of the system. In another study, Gualteros and Rousse (2021) developed an open-source software 

library designed to support various aspects of prefeasibility studies, system sizing, optimization, maintenance, 

and financial assessments. The software aimed to assist individuals with limited knowledge of solar water 

pumping systems in remote rural regions. They introduced the concept of WSP as a specific variation of LPSP 

to measure a community's tolerance for water shortages. The study demonstrated that this tolerance 

significantly impacts the system's size and cost. 

The current study aims to examine technical and economic aspects of a PV-battery system for a farm by 

incorporating the concepts of LPSP and WSP. The objective is to demonstrate how the selection of appropriate 

values for LPSP and WSP can influence the overall system cost, highlighting that CAPEX and LCOE are 

highly dependent on the user-defined thresholds for these two parameters.  
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2. Methodology 

2.1. Mathematical modelling 

Equations (1) to (3) are utilized to calculate the output power of the PV array (Bhayo et al., 2019; Ibrahim et 

al., 2017; Bukar et al., 2019): 

PPV(t) = NPV ×  IPV(t) × VPV                                                                                 (eq. 1) 

where the current of the panel and the effect of irradiation on the panel’s temperature are defined as: 

IPV(t) = IPV,r × (
G(t)

GSTC
) × (1 + α × (TC(t) −  TC,STC))                                      (eq. 2) 

TC(t)  =  Tamb + ((
NOCT − 20

800
)  × G(t))                                                                                (eq. 3) 

The state of charge (SOC) of the batteries is determined using equations (4) and (5) (Bukar et al., 2019): 

SOCCharging(t) = SOC(t − 1) × (1 − σ) + (PPV(t) − (
Pl(t)

ηinv
)) × ηbc                       (eq. 4) 

SOCDisharging(t) = SOC(t − 1) × (1 −  σ) −
((

Pl(t)

ηinv
)−PPV(t))

ηbd
                                     (eq. 5) 

where σ represents the hourly self-discharge rate, and Pl indicates the load power. Additionally, 𝜂𝑏𝑐 and 𝜂𝑏𝑑 

refer to the battery's charging and discharging efficiencies, respectively. The values for σ, 𝜂𝑏𝑐, and 𝜂𝑏𝑑 are 0, 

0.97, and 1, respectively (Bhayo et al., 2019). 

Furthermore, the yearly loss of power supply probability (LPSP) and water shortage probability (WSP) are 

defined as: 

LPSP = 
∑ LPS(t)t=8760

t=1

∑ Pl(t)t=8760
t=1

 × 100                                                                                               (eq. 6) 

WSP = 
∑ WS(d)d=365

d=1

∑ IWR(d)d=365
d=1

 × 100                                                                                                            (eq. 7) 

For economic evaluations, the levelized cost of energy (LCOE) of the project was investigated in the study 

and is defined as (Bhayo et al., 2019): 

LCOE Discounting = 
Life cycle cost

∑ (
EPt

(1+r)t)Lifetime
t=0

                                                                                               (eq. 8) 

where EPt represents the annual electricity production. Here, the discount rate (r) was considered to be 15% as 

in the study by Nikzad et al., 2019 (Nikzad et al., 2019). The life cycle cost is defined as: 

Life Cycle Cost =CAPEX0−PV + CAPEX0−pump + CAPEX0−else+ Ot + Mt + Rt + Ft                                       (eq. 9) 

CAPEX0 refers to the initial investment or capital expenditure for the components. The operational cost (Ot) 

and fuel cost (Ft) are assumed to be zero. Furthermore, the maintenance cost is considered to be 2% of the 

initial cost of the combined water pumping system and PV arrays (Bhayo et al., 2019; Li and Sun, 2018). The 

replacement cost for the lifetime of the project (30 years) is determined as follows (Bhayo et al., 2019): 

Rt = CAPEX0−battery × (∑
1

(1+𝑟)5𝑖
𝑖=5
𝑖=1 )+CAPEX0−inverter × (∑

1

(1+𝑟)10∗𝑗

𝑗=2
𝑗=1 )                                                     (eq. 10) 

To simulate pumping, it's necessary to determine π, the system's pumping power. The subsequent equation is 

used for this calculation: 

𝜋 = 𝜌 ∗ 𝑔 ∗ 𝑉 ∗ 𝐻̇                                                                                                                             (eq. 11) 

It is assumed that the water would be pumped directly from the pump to the farm, and no reservoir is used in 

the system. This set of equation is sufficient to carry out the results of the calculations presented in section 3.  
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2.2. Schematic of the system 

The schematic of the system, including its main components, is shown in Fig. 1. As can be seen, the system 

provides electricity for a home and the batteries are used in case the generated energy is insufficient to meet 

demand. Finally, the pumping system is powered by energy exceeding domestic needs. It can partially or fully 

meet the farm's irrigation needs. The blue arrows represent AC current while the red ones are associated with 

the DC counterpart. Hence, Fig. 1 clearly illustrates that an AC water pump is used and that the house is also 

operating on alternative current.  This is not a limitation and the rationale behind these choices is that the most 

efficient large-size water pumps are operating on AC and most residences involve AC appliances. 

 

Fig. 1: Schematic of the dual-purpose electrification and water pumping system. 

2.3. Algorithm of the study 

The algorithm used in the design of the MATLAB code is depicted in Fig. 2. Initially, the algorithm determines 

the tilt angle for which the total annual irradiation is maximum. Then, it first takes in charge the load demand 

of the residence. When this electricity demand is met, the system starts charging the batteries, and finally, 

when there is still excess power, it is used to drive a pumping system. The motor pump is incorporated to 

provide water for a citrus farm with specific water irrigation requirements. The format of this conference paper 

does not allow a complete description of the algorithm as it would become overly lengthy. However, the 

interested reader should contact the authors for more details on the subject. 

 

Fig. 2: The algorithm developed for the current study 

2.4. Key component specifications 
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The specifications for all the main components are needed to provide a complete picture of the problem. These 

specifications are given in Appendix I, based on reference (Bhayo et al., 2019). Among other details, the 

batteries have a service life of 5 years, after which they are considered to have no residual or salvage value 

(Numbi and Malinga, 2017; Bhandari and Stadler, 2009; Ndwali et al., 2020). Furthermore, it is assumed that 

the inverters will have a service life of 10 years. The panels are anticipated to remain operational for the full 

30-year term of the project without any performance loss, which is a rather optimistic assumption. 

2.5. Case study 

The city of Bandar-Abbas, the capital of Hormozgan province in Iran, is selected for the investigation. Bandar-

Abbas is located in the southern part of the country. The Crop water requirement (CWR) and Irrigation water 

requirement (IWR) are shown in Fig. 3. The CWR reaches a maximum in summer with more than 250 mm of 

water needed while the IWR peaks at slightly more than 150. The needs are much less in winter. 

 

Fig. 3 Crop water requirement (CWR) and Irrigation water requirement (IWR)  

for a typical citrus orchard located in Bandar-Abbas, Iran (Bazrafshan et al., 2019). 

 

A typical rural Iran electricity load profile for a house is shown in Fig. 5. The needs are basic with a lunchtime 

maximum of a bit more than 300 W between 12h and 14h and a 255 W consumption from 18h to 23h.  

 

Fig. 4: Typical average hourly load profile in W as a function of the hour of the day used in the study. 

3. Results and discussion 

Selected simulation results for the proposed system are presented here, focusing on water shortage probability 

(WSP), levelized cost of energy (LCOE), and capital expenditure (CAPEX) across three loss of power supply 

probability (LPSP) scenarios. The initial objective is to find the optimal tilt angle for the south-facing panels. 

For this city, the optimal angle for maximizing total annual irradiation is about 17°, though angles between 

10° and 28° offer similar performance. 

The result is shown in Fig. 5 for a LPSP threshold of 0% (top), 1% (middle), and 3% (bottom). Please note 
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that the range of the Y-axis is not the same for the three plots in this figure. 

 

 

Fig. 5 : PV panel number versus CAPEX, WSP, and LCOE for different LPSP values. 

LPSP=0% indicates 100% system reliability, providing uninterrupted electricity to the residence year-round. 

In this study, LPSP is set according to the tolerance of the house residents, and the minimum PV panel number 

and the capacity of the battery bank are determined based on this value. In LPSP=0%, a system with 4 panels 

involves a capital cost of $66,000, a WSP over 28%, and an LCOE above $7/kWh, largely due to the high 

battery capacity requirement. However, adding more panels quickly reduces both WSP and LCOE. The LCOE 

reaches around $1/kWh with 10 panels, beyond which further increases in panel numbers have little effect on 

LCOE but raise CAPEX. 

Similar trends are seen with LPSP=1%, where 10 panels result in a 33% lower LCOE compared to LPSP=0%. 

A higher LPSP significantly reduces CAPEX; for example, CAPEX for a 10-panel system drops from $23,000 

to $15,000 as LPSP increases from 0 to 1%.  

When a larger tolerance is acceptable (LPSP=3% or about 263 hours per year), a 10-panel system shows a 
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40% LCOE reduction, with CAPEX as low as $14,000. It can be seen that the system's capital cost has a 

minimum value at different LPSP levels (6 panels for LPSP=0% and 1%, and 5 panels for LPSP=3%). This is 

because while adding panels increases system size and investment, a very low number of panels requires 

substantial battery capacity to meet LPSP thresholds, leading to high CAPEX driven by battery costs. 

What this study does not mention is that when the situation requires it, the owner of the farm who tolerates a 

LPSP of 3% could lower his needs, he could postpone the use of water at the farm or distribute it at 80 or 90% 

of the curve presented in Fig. 3. He could use an alternative or complementary water storage tank for these 

hours only, etc. 

4. Conclusion 

In this paper, for the first time, the effects of the tolerance level of users in terms of WSP and LPSP (i.e., the 

reliability) on system size and price are evaluated for a dual-purpose hybrid PV-battery standalone system that 

produces electricity for a rural home and pumps water for a farm. It was shown that accepting a slight increase 

in the chance of power outages can significantly reduce the size of the system and its LCOE, with only a minor 

effect on the likelihood of water shortages. This indicates that communities or households with budget 

constraints might benefit from exploring additional measures to ensure they don't run out of water for irrigation. 

Finally, there is a point in the CAPEX versus PV panels number plot where additional increases in the number 

of panels result in only minor changes to WSP and LCOE. This occurs because the demand for battery storage 

rises significantly after reaching a certain number of panels, which are comparatively more affordable. It is 

expected that in a near future, when battery storage cost will decrease, the threshold shown in Fig. 5 will shift 

to the right. 
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6. Appendix I: Key component specifications 

The details presented here are provided for the researcher who would like to benchmark their results for the 

same problem. Here Tab.1 provides PV, batteries, inverter specifications and the details that pertains to the 

water system.  

Tab. 1: Key component specifications 

Feature Value 

PV panel specifications 

Maximum power 305W 

Optimum voltage 32.70 V 

Optimum current 9.33 A 

Temperature coefficient −0.37 % / °C 

Nominal operating temperature 42 °C 

Cost 201$ 

Battery specifications 

Nameplate voltage 12 V 

Capacity 104 Ah 

Service life 5 years 

Cost 362$ 

PV inverter specifications 

Output power 2000 W 

Efficiency 97 % 

Service life 10 years 

Cost 867 $ 

Bi-directional inverter specifications 

Output power 2200-2400W 

Maximum efficiency 94 % 

Service life 10 years 

Cost 992 $ 

Pumping and storage system specifications 

O&M cost 0.02 of investment cost 

Total head 8 m 

Service life 30 years 

Cost 2.4 $/W 

 

 

 
M. Irandoostshahrestani et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

511



  

Techno-Economic Analysis of a Stationary Battery Storage 
Operating on Frequency Regulation Markets in a Church Powered 

with PV System 
Mohamad Koubar1, Elaheh Jalilzadehazhari1, Magnus Wessberg2, Magdalena Boork3, 

Johannes Wikstrom3, and Joakim Munkhammar1 

1 Department of Civil and Industrial Engineering, Uppsala University, Lägerhyddsvägen 1, 75237, 

Uppsala, Sweden 

2 Department of Art History, Conservation, Uppsala University, Cramérgatan 3, 62153 Visby, Sweden 

3 The Church of Sweden, Dragarbrunnsgatan 71, 753 20 Uppsala, Sweden 

 

Abstract 

In Sweden, Svenska Kyrkan (the Church of Sweden) has over 3300 churches. A majority of the churches are 

electrically heated. The usage pattern of the church leads to a power peak during church heating, creating problems 

for the grid and the church organization through increased grid fees. Simultaneously, interest in deploying Battery 

Energy Storage Systems (BESSs) is growing. A significant challenge is determining the specific services the 

BESS should provide to maximize profits for the owner. For church load profiles, with the help of a battery, the 

church consumption peaks can be shaved. Additionally, when the Battery Energy Storage System (BESS) is not 

used for this purpose, it can instead be employed to support the grid through participation in the frequency 

regulation market. Frequency control services are activated in response to changes in the electricity grid frequency, 

with the BESS providing support during frequency fluctuations. The objective of this study is to investigate the 

economic value of installing BESS in a church powered by a PV system. Various frequency regulation services, 

with a focus on frequency containment reserve (FCR) are explored. The model operates on other energy markets, 

which are local flexibility and day-ahead markets. The inputs include selected services, feed-in and feed-out 

profiles, historical frequency data, and frequency regulation and energy market prices over the year 2023. The 

case study involves real data from Kila Church, equipped with a 60 kWp solar power system, located in mid-

western Sweden. The economic metrics are net present value and payback period, whereas technical and 

environment metrics are the battery degradation and CO2 emissions equivalents, respectively. This study indicates 

that the investment in BESS is profitable if the BESS operates on frequency stability services together stacked 

with Peak Shaving (PS). The results show a 1.6-year payback period for a 120 kWh/60 kW BESS. A sensitivity 

analysis exploring future changes in prices of the frequency regulation market and BESS shows that Upward FCR 

for Disturbance (FCR-D Up) is more sensitive than Downward FCR for Disturbance (FCR-D Down) if a drop in 

the prices will occur in the future. Conclusively, BESS would be a beneficial investment for the churches and 

other commercial industrial load, from an economic, environmental, and societal perspective. 

Keywords: Stationary Battery Storage, Frequency Regulation Markets, Ancillary Services, Techno-economic 

Analysis 

 

1. Introduction 

This In 2015, the United Nations launched Agenda 2030 to promote sustainable development through goals aimed 

at reducing poverty, addressing climate action, and ensuring affordable and reliable energy for all (Swedish UN 

Association, 2015). At the European level, the European Green Deal targets a 55% reduction in emissions by 2030 

and aims for carbon neutrality by 2050 (European Comission, 2015). Additionally, the European Commission has 

implemented the REPowerEU plan in response to disruptions in fossil fuel imports, aimed at enhancing energy 

savings, diversifying energy supplies, and promoting clean energy (European Commission, 2022). Sweden has 

set a goal to achieve completely renewable electricity production by 2040 (IRENA, 2020). Consequently, wind 

and solar power capacities in Sweden have increased in recent years (Lindahl et al., 2022). However, these energy 

production technologies are weather-dependent, posing challenges for integrating them efficiently into the electric 

grid and ensuring power system stability. These objectives drive the growth of renewable energy production and 
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environmentally sustainable solutions, necessitating change. To advance these goals, the Church of Sweden has 

installed PV and battery storage systems and is leading pilot projects (The Church of Sweden, 2023). As one of 

the largest property owners in Sweden with over 20,000 buildings and extensive forest land, the Church of Sweden 

plays a crucial role in promoting the transition to renewables (in addition the total installed PV capacity in 2023 

is 7.5 MW (The church of Sweden, 2024). It has set ambitious targets to achieve climate neutrality by 2030, 

focusing on sustainable development.  

Globally, renewable energy generation capacity additions in 2023 exceeded 440 GW, with solar PV accounting 

for two-thirds of this capacity (IEA, 2023). The installed capacity of Battery Energy Storage System (BESS) 

integrated into the power sector globally doubled year-on-year from 2019 to 2023, reaching a total of 90 GW 

(65% utility-scale and 35% behind-the-meter) (European Commission, 2023). In Sweden, an estimated 3.5 GWh 

of BESS capacity is anticipated, according to the local newspaper "NyTeknik" (NyTeknik, 2024). Utility-scale 

battery storage refers to large systems connected directly to transmission or distribution networks, typically 

ranging from several hundred kWh to multiple GWh. In contrast, behind-the-meter battery storage systems are 

installed at residential, commercial, or industrial locations without direct grid connections. 

Studies have explored utility-scale BESS operating on ASM alone or together with DAM (He G Chen Q Kang C 

Pinson P Xia Q, 2015). The BESS has been examined in the Ancillary Service Market (ASM) and Day-Ahead 

Market (DAM). either through a business case (Hameed Z Træholt C Hashemi S, 2023; Martins J Miles J, 2021) 

or using a Techno-Economical Analysis (TEA) framework (He G Chen Q Kang C Pinson P Xia Q, 2015) . It can 

also be a combination of operational bidding control and TEA (Merten et al., 2020). Behind-the-meter battery 

systems can operate similarly to utility-scale systems if aggregated as a virtual power plant. A virtual power plant 

is an aggregation of Behind The Meter (BTM) systems that can provide many of the same services as larger utility-

scale systems (IEA, 2024). Additionally, BTM systems can offer services to consumers, such as frequency 

regulation and energy arbitrage, such as increasing self-consumption and self-sufficiency (Luthander et al., 2016), 

providing backup power (IRENA, 2019), enhancing energy resiliency, saving on electricity bills, and deferring 

demand change network investments. Thus, the increase operation of the battery could improve the economic 

value of BESS storage by staking multi-service and delivering the most value to customers and the grid. 

For behind-the-meter battery storage, additional services beyond energy arbitrage include lowering electricity 

bills by taking advantage of variable tariffs or reducing peak demand, as well as increasing self-consumption and 

self-sufficiency of their systems (IEA, 2024). In this study the term BESS is referred to as BTM battery. 

Additionally, one of the focuses of this paper is on demand charge reduction, also known as Peak shaving (PS). 

PS and maximizing self-consumption and self-sufficiency have become increasingly interesting in recent years, 

as the battery's potential to reduce emissions and save costs through peak shaving and maximizing self-

consumption is being recognized (Fares and Webber, 2017; Ollas et al., 2018; Oudalov et al., 2007). BTM batteries 

can also provide other services when connected to an aggregator. Investigating battery storage for more energy 

trading and frequency regulation can also be interesting (Merten et al., 2020). This study focuses on commercial 

and industrial loads and investigates the benefits of applying peak shaving when the BESS is connected to Local 

Flexibility Market (LFM), Frequency Regulation market (FRM), and DAM. Stacking services can increase the 

revenue streams and profitability of the BESS system (Berg K Resch M Weniger T Simonsen S, 2021; Braeuer et 

al., 2019). 

Different country applications of industrial and commercial load PS, such as in Germany and Norway, have shown 

varying potential economic revenues compared to other cases. In the German case, the operation of the frequency 

market stacked with peak shaving increased the revenue. However, feasibility was only possible with the operation 

of the BESS on Frequency Containment Reserve (FCR) market (Braeuer et al., 2019). In Norway, feasibility 

increased with self-consumption and energy arbitrage; performing all possible services, including peak shaving 

and arbitrage, was feasible (Berg K Resch M Weniger T Simonsen S, 2021). Additionally, Shafique et al. (2021) 

investigated the connection between FRM, namely FCR Normal (FCR-N), and PS, showing the benefit of 

performing both in three Swedish case studies, with a return on investment of 24% in the case study for the year 

2020 and around 13% PS achieved using real-time operation and prognosis modules. However, the authors did 

not evaluate other FRM like FCR for Disturbance (FCR-D) and did not estimate the individual effects of one 

service alone. Hjalmarsson et al. (2023) investigated the control operation of stacking Upwards FCR for 

Disturbance (FCR-D Up), DAM, and LFM, showing the optimization control possibility within one framework. 

This study explored the possibility of investigating different services, including FCR-D, the day-ahead market, 
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and a local flexibility market, in addition to peak shaving. To the best knowledge of the authors, a techno-

economic assessment of these services combined with peak shaving has not been considered before, which is the 

focus of this study. This study has the following aims: 

• Investigating the economic benefit of peak shaving using a load profile for a church generation and 

consumption profile. 

• Assessing how stacking another service with peak shaving can increase the economic value of battery 

storage. The additional stacked services are LFM, FRM, and EA. 

• Identifying the percentage price drop in the FRM and the battery storage investment cost at which the 

cash flow breaks even. 

2. Methodology 

This section outlines the techno-economic framework for the BESS, covering the simulation cases and key 

performance indicators. The framework is divided into two categories: BESS single services and BESS service 

stacking. The key performance indicators, which include economic, environmental, and technical metrics, are the 

outputs of the TEA. 

2.1 Techno-economic framework overview 

The operation of BESS can be categorized as a single service or service stacking. These services consist of peak 

shaving, local flexibility market, frequency regulation services, and energy arbitrage. The FCR involves five 

individual services, including FCR-D Up, FCR-D Down, and FCR-N, while energy arbitrage is on the DAM. In 

addition, maximizing self-consumption has used as well. The stacking of services has been combined with peak 

shaving. The goal of the peak shaving service is to reduce the cost for customers linked with energy storage to 

create cost savings in electricity bills (Chua et al., 2016). Additionally, there are three service stacking cases that 

include the operation of BESS for multiple services on the same day or hour. For example, Fig. 1 shows both the 

single and stacking operation. FCR-D operation includes both FCR-D Up and FCR-D Down operations in the 

same hour, while other services are operated exclusively for a complete hour, and other operations are not allowed 

in the same hour. 

 

 Fig. 1 Examples across various operational hours throughout the day: (a) illustrates the single service (FCR-D), while (b) depicts 

the stacking (All services). 

The objective function for the BESS is economical. For peak shaving, the cost saving from the existing bill is 

considered as savings. Other objectives include the economic revenue from energy arbitrage, FRM, and LFM. 

Section 3.4 explains the markets input prices in the optimization. Section 3.2 explains each objective. Section 2.2 

summarizes all the simulation scenarios conducted. The outputs of the optimization are then evaluated 

economically, technically, and environmentally. Economically, using the simple payback period and net present 

value calculation and annual savings of the base case; technically, through calculating the loss of capacity (LOC); 

and environmentally, by calculating CO2 emissions equivalents. Section 2.3 explains all the key performance 

indicators parameters for the TEA framework. The results of the TEA framework are shown in Section 4.1. 

 
M. Koubar et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

514



 

4 

 

2.2 Simulation cases 

The simulation cases were conducted on Kila Church and were split into two categories: BESS as a single service 

and BESS as a stacking service from A1-A5. For the single services, these included: self-consumption, peak 

shaving, energy arbitrage, and FRM (including FCR-N and FCR-D). For stacking, peak shaving was combined 

with the other services into four cases B1-B4. All the cases had the same PV system (60 kWp) and BESS (60 

kW/120 kWh). The simulations were conducted for the year 2023. The simulation cases are shown in Tab. 1. 

  

 Tab. 1 Summary of simulation cases conducted on Kila Kyrka 

Case 

No.  

 Service 

Type  

 Case Description   Fuse 

limit  

 PV size 

[kW]  

 BESS (P 

[kW], Cr) 

R0         -              Base case no battery storage   63 A   60   - 

BESS Single Service 

A1         SC             maximizing self-consumption   63 A   60   (60,0.5) 

A2         PS             reducing peak electricity demand   63 A   60   (60,0.5) 

A3         EA            Performing energy arbitrage   80 A   60   (60,0.5) 

A4         FCRN           participates in FCR-N   80 A   60   (60,0.5) 

A5         FCRD          participates in FCR-D   80 A   60   (60,0.5) 

BESS Stacking Services 

B1         PS+EA          reducing electricity bill with arbitrage 

optimization.  

 80 A   60   (60,0.5) 

B2         

PS+EA+LFM     

 peak shaving and energy arbitrage 

including local energy markets.  

 80 A   60   (60,0.5) 

B3         PS+FCRD        peak shaving and FCRD.   80 A   60   (60,0.5) 

B4         PS+All         peak shaving, energy arbitrage and local 

energy market with FRM.  

 80 A   60   (60,0.5) 

 

2.3 Key performance indicators 

The key performance indicators of the cases are split into three categories: economical, technical, and 

environmental. The economic parameters include the annual savings relative to the base case without battery 

storage, net present value, NPV, and payback period, PB. The technical parameters include the battery capacity at 

the end of project life, EEOL, equivalent cycle count, EC, and the relative battery usage, RBU (Berg et al., 2021). 

The environmental impact is calculated based on the amount of CO2 emissions equivalents, CO2eq per kWh, 

measured in tCO2eq. The key performance indicators parameters are estimated using the equations below: 

 

 

𝑁𝑃𝑉 = ∑
𝐶𝑗

(1 + 𝑟)𝑗

𝐽

𝑗=1

 (𝑬𝒒. 𝟏) 

𝑃𝐵 = ∑
𝐶𝑗

(1 + 𝑟)𝑗

𝑃𝐵

𝑗=1

 = 0 (𝑬𝒒. 𝟐) 

𝐸𝐸𝑂𝐿  = (1 − 𝐿𝑂𝐶)𝐸𝑁 (𝑬𝒒. 𝟑) 

𝑅𝐵𝑈 =
∑ ∑ 𝕀(𝑃𝑑𝑐ℎ

𝑐𝑜𝑛𝑠(𝑡, 𝑑) ≠ 0)𝑇
𝑡=1

𝐷
𝑑=1

8760
 (𝑬𝒒. 𝟒) 

𝐸𝐶 =
∑ |𝐸(𝑡) − 𝐸(𝑡 − 1)|𝑇

𝑡=1

2 𝐸𝑛𝑒𝑡
 (𝑬𝒒. 𝟓) 
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𝐶𝑂2𝑒𝑞 = (𝑃𝑐ℎ
𝑃𝑉(𝑡, 𝑑) − 𝑃𝑑𝑐ℎ

𝑙𝑜𝑎𝑑(𝑡, 𝑑)) 𝑃𝑉𝑒𝑞 + (𝑃𝑐ℎ
𝑔𝑟𝑖𝑑(𝑡, 𝑑) − 𝑃𝑑𝑐ℎ

𝑔𝑟𝑖𝑑(𝑡, 𝑑)) 𝐺𝑟𝑖𝑑𝑒𝑞(t, d) + 𝐸𝑁𝐵𝐸𝑆𝑆𝑒𝑞 . (𝑬𝒒. 𝟔) 

  

Eq. 𝟏 represents the 𝑁𝑃𝑉, where 𝐶𝑗 denotes the net cash flow at year 𝑗 . 𝐽  and  𝑟  are the economic analysis period 

and the discount rate, respectively. Eq. 𝟐 is used to determine the payback period of the BESS, where the payback 

period is the time taken for the cumulative discounted net cash flow to reach zero. The total BESS loss of capacity, 

LOC can be estimated using the semi-empirical model (Xu et al., 2018). The remaining energy capacity of the 

initial BESS energy capacity 𝐸𝑁 at the end of the project 𝐸𝐸𝑂𝐿 is estimated using Eq. 𝟑. Relative battery usage, 

𝑅𝐵𝑈 , is the estimate of the number of hours during which the BESS was used to cover a load, divided by the 

number of hours in a year as shown in Eq. 𝟒 (Berg et al., 2021). 𝐸𝐶 can be estimated using Eq. 𝟓. The net energy 

storage capacity, 𝐸𝑛𝑒𝑡, is calculated by multiplying the allowable SOC limit by the rated energy capacity, 𝐸𝑁. 𝐸𝑛𝑒𝑡 

can be calculated as: 

𝐸𝑛𝑒𝑡 = 𝐸𝑁(𝑆𝑂𝐶𝑚𝑎𝑥
 − 𝑆𝑂𝐶𝑚𝑖𝑛

 ) (𝐸𝑞. 7) 

Eq. 𝟔 calculates CO2 emissions equivalents, 𝐶𝑂2𝑒𝑞, from battery operations, relative to a scenario without battery 

storage. it integrates contributions from solar and grid power with respective emissions which is the emissions of 

the Nordic energy mix. where E(t) is the energy at time t. 𝑃𝑐ℎ
𝑃𝑉(𝑡, 𝑑) and 𝑃𝑐ℎ

𝑔𝑟𝑖𝑑(𝑡, 𝑑) represent the charging power 

of the BESS from the PV system and the grid, respectively. 𝑃𝑑𝑐ℎ
𝑙𝑜𝑎𝑑(𝑡, 𝑑) and 𝑃𝑑𝑐ℎ

𝑔𝑟𝑖𝑑(𝑡, 𝑑) refer to the discharge 

power from the battery to the load or to the grid. 𝑃𝑉𝑒𝑞, and 𝐵𝐸𝑆𝑆𝑒𝑞 represent the associated emissions factors 

contributions from PV, and the BESS, respectively. 𝐺𝑟𝑖𝑑𝑒𝑞(𝑡, 𝑑) is the emissions of the Nordic energy mix. 

3. Models and inputs 

3.1 Battery storage model 

The BESS model is applied to the church load profile of year 2023. The BESS model consists of optimization, 

economic, degradation, and operational models. The operational model aims to identify the optimal service to 

operate the BESS by evaluating their potential in the DAM, LFM and FRM and peak shaving detailed further in 

Section 2.2.  

 Tab. 2 Summary of technical parameter of the BESS, PV, and the Load. 

Technical Specifications   Value 

BESS 

Power ratings (PN) [kW]   60 

Energy ratings (EN) [kWh]   120 

C-rate (Cr)   0.5 

Allowable SOC (SOCmin – SOCmax) [%]   5 – 95 

Charging efficiency (µch) [%]   95 

Discharging efficiency (µdch ) [%]   95 

BESS technology   LFP 

BESS end-of-life criterion [%]   80 

PV 

Nominal power [kW]   60 

Annual residual PV energy [kWh]   24489 

Profile type   Measured hourly data (2023) 

Load 

Annual residual load energy [kWh]   62974 

Profile type   Measured hourly data (2023) 
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The operational model aims to identify realistic operations with an energy management system for charging and 

discharging the battery while respecting the national technical requirements (ENTSO-E, 2023a). The outputs from 

the operation model feed into the economic and degradation models. The financial and technical assumptions of 

the BESS are provided in Tab. 2, where the physical quantities are in parentheses. The financial model calculates 

two main investment criteria NPV, and payback period. The degradation model is semi-empirical and has been 

formulated in ref. (Xu B Oudalov A Ulbig A Andersson G Kirschen DS, 2018). This model helps estimate the 

BESS’s capacity loss over the economic analysis period. 

3.2 Optimization model 

This section focuses on optimization strategies where the objective varies across simulation cases. It encompasses 

four key terms: PS, used as a cost-saving term compared to the base case without a battery (case R0), similar to 

ref. (Shafique et al., 2021). Additionally, Energy Arbitrage (EA) and FCR-D, as modeled as in ref. (Argiolas L 

Stecca M Ramirez-Elizondo LM Soeiro TB Bauer P, 2022), are selected based on revenue optimization between 

these two markets. EA and LFM are employed similarly as described in ref. (Hjalmarsson et al., 2023) by 

assuming bids are sent a day ahead of the operation. 

3.3 Case study 

One of the churches with intermittent energy use is Kila church in Karlstad Sweden (59° 24' 36.36" N, 13° 30' 

45.29" E), which since September 2022, has solar PV panels distributed on different direction and are connected 

to two inverters. Moreover, the church is also a pilot project to implement a battery storage system (The Church 

of Sweden, 2023). The technical requirement of the PV system as well as the load and BESS are shown in Table 

2. The residual load and excess PV power is shown in Fig. 2. 

 

 Fig. 2 Feed-in (residual PV power) and Feed-out (residual load) for the Kila church for the year 2023. Positive values are the 

residual consumption and negative values are the excess production. 

3.4 Market prices 

In the Nordic power network, electricity trading takes place on the Nord Pool market. This market consists of two 

types of auctions for power exchange: the DAM and the Intraday Market (Nord Pool, 2023). The spot prices for 

electricity in bidding area SE3 were chosen for the case study, where the case study is situated (see Section 3.3). 

The day-ahead and regulating prices were retrieved from ENTSO-E (European Network of Transmission System 

Operators for Electricity) Transparency Platform (ENTSO-E, 2023b, 2023c).The intraday market auction was not 

considered. LFM have been established and run as pilot projects in Sweden from 2021 to 2023 during the winter 

months (POWER CIRCLE, 2022). The data used are from CoordiNet in Uppland during Winter 2021/2022. The 

DSO is the main buyer of this flexibility the activation is considered 100% during the operation as the average 

activation is approximately 92% of the available data. The revenue from this market is split into capacity revenue 

and energy revenue (Real-time control of Battery storage for the Future Flexibility needs, 2022). The energy cost 
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of DAM buy and sell and local flexibility market is shown in Fig. 3. In Sweden, FRM trading takes place on a 

platform, provided by SvK, which is the only transmission system operator. The data used in this study are for the 

weighted average price of ASM. However, the pay-as-cleared mechanism was introduced on the 1st of February 

2024 for Sweden. Historical prices for procured FCR capacity were retrieved from SvK’s database Mimer (Mimer 

database, 2023) for the years 2021 to 2023. When operating on FCR-N, the resource must be capable of delivering 

the specified power for at least 1 hour, whereas, for FCR-D, it must sustain the specified power delivery for at 

least 20 minutes(Svenska Kraftnät, 2023). 

(a) 

 

(b) 

 

 Fig. 3 (a) shows the ancillary services prices (b) shows the energy prices for selling and buying from day ahead market and local 

flexibility market (ENTSO-E, 2023; Mimer database, 2023; Svenska Kraftnät, 2023). 

 

 

3.5 Emissions parameters 

The CO2 emissions equivalents for the PV system, P Veq, are set to 25 gCO2eq/kWh, which was the emission 

value for PV in 2023 as shown in (Swedish Energy Agency, 2019). The battery’s CO2 emissions equivalents are 
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derived from the Swedish Energy Agency and specified as the amount of CO2 emissions equivalents per installed 

kWh. Considering that the emission varied between 61 to 106 kgCO2eq per installed capacity, an average of 83.5 

kgCO2eq/kWh is assumed in this study (Vattenfall, 2022). The total CO2 emissions equivalents for the Nordic 

energy mix, is weighted according to the production mix among the Nordic countries retrieved from the Electricity 

Map for the year 2023 over each hour (Electricity Map, 2023). 

3.6  Distribution subscription tariff 

The subscription tariff for Kila church is connected to a distribution network managed by Vattenfall Eldistribution. 

The N3 tariff was chosen for this study due to its lower feed-out fee compared to the other available tariffs. The 

tariff structure includes an energy fee and a power fee. The energy fee for consumption is based on usage during 

peak hours (6:00 to 22:00) in the winter months (January, February, March, November, and December), with off-

peak pricing for other hours throughout the year. The power fee is based on the highest mean power each month. 

Electricity production incurs compensation, with higher rates during the winter (Vattenfall Distribution, 2023). 

4. Results 

The results section is composed of the key performance indicators on economic technical and environmental 

shown in 4.1. The sensitivity analysis on BESS cost and FCR-D market prices is shown in Section 4.2. 

4.1 Key performance parameters results 

The BESS has been simulated over the year 2023 and compared with the base case where the system does not 

have BESS. The simulations are split into two categories: A for single service, shown in Tab. 1, and B for stacking 

two or more services, shown in 0 Economically, investing in the BESS for only PS, SC, or EA is neither profitable 

nor feasible. However, operating on Frequency Regulation Service over the year 2023 is feasible with a 2.5-year 

payback period when operating on FCR-N and a 1.6-year payback period when operating on FCR-D. For the 

single services, economically and technically, FCR-D is more beneficial to operate on. Technically, the battery 

performed with a 13 % loss of capacity after 10-year period (LOC) when BESS operate on FCR-D. In contrast, 

FCR-N and Energy Arbitrage have the highest average peak. Regarding relative use, the battery’s utilization is 

highest when operating on EA and results in the lowest CO2 emissions equivalents over one year when used for 

self-consumption. 

 Tab. 3 Summary of technical and economic metric results BESS single service year 2023. 

Metric   A1   A2   A3   A4   A5 

Economic metrics 

Net present value (NPV) [kSEK]   -514.6   -554.3   -533.7   1887.3   3764 

Payback period (PB) [years]   N/A   N/A   N/A   2.5   1.6 

Annual saving [kSEK]   13.95   6.6   17.6   303.5   505.5 

Technical metrics 

Relative battery usage (RBU) [%]   19.4   26.5   37.3   0   0 

Loss of capacity (LOC) [%]   14   13.3   16.7  16 13 

Equivalent cycle count (EC) [cycle/year]   140.4   65.6   350   299   0.5 

Average Peak [kW, month]   25.2   14.8   58   35.5   27 

Environmental metrics 

CO2 emissions equivalents (CO2eq) [tCO2eq]   8.9   10.4   12.5   12.1   10 

 

For stacking services, it is also economically non-feasible as the NPV is negative for cases B1 and B2, where the 

battery stacking involves peak shaving, energy arbitrage, and participation in the local flexibility market. The 

stacking of services has not significantly increased the operation; while some savings have been added to the 

service, they do not significantly contribute to economic feasibility. The equivalent cycles have increased for cases 

B1 and B2, while in cases B3 and B4, the operation is mostly FCR-D. it is clear that the average peak has decreased 

when multi-objective uses are applied, as in case B4 compared to A5. The CO2 emissions equivalents for cases 

B1 and B2 are the highest and are similar to operating only in A3, as the battery operates on arbitrage. 
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 Tab. 4 Summary of technical and economic metric results with BESS stacking services year 2023. 

Metric   B1   B2   B3   B4 

Economic metrics 

Net present value (NPV) [kSEK]   -419.5   -298.5   3851.3   3970.3 

Payback period (PB) [years]   N/A   N/A   1.6   1.6 

Annual saving [kSEK]   30.1   43.3   524.8   538.6 

Technical metrics 

Relative battery usage (RBU) [%]   33.8   41.2   0   0 

Loss of capacity (LOC) [%]  16.5  16.5   13  13 

Equivalent cycle count (EC) [cycle/year]   319.8   315.5   1   5 

Average Peak [kW, month]   21.3   20.9   24.7   24.7 

Environmental metrics 

CO2 emissions equivalents (CO2eq) [tCO2eq]  12.0  12.0   10.0   10.0 

4.2 Sensitivity analysis 

The sensitivity analysis assesses the impact of changes in FCR-D and battery prices on the feasibility of the BESS 

at the break-even investment point, where NPV equals 0. A break-even investment implies that while the 

investment does not generate profit, it also avoids losses for the investor. The sensitivity analysis examines price 

changes ranging from 1 to 90% drop in FCR-D prices as shown in Fig. 4. In addition, changes where FCR-D 

Down prices decrease are indicated in red, while FCR-D Up is shown in blue. FCR-D Up shows more sensitivity 

in the prices for the profitability of the BESS while FCR-D Down shows that it is more beneficial and more 

economical to operate on even for the high price of BESS market prices. Additionally, the figure illustrates that 

purchasing batteries at higher prices remains feasible in 2023. However, a significant drop in service prices in the 

future could challenge feasibility, as shown by a potential 90% decrease from 2010 to 2023 in battery prices (IEA, 

2024), particularly with current BESS prices (including labor cost) needing to stay below 200 kSEK/kW, which 

is not expected in the foreseeable future. 

 

 Fig. 4 Break even investments with sensitivity analysis for FCR-D prices and battery prices. Break-even investment means net 

present value equals zero. 
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5. Conclusion  

In Sweden, the Church of Sweden (Svenska Kyrkan) owns more than 3,300 churches. A majority are used 

irregularly, typically only a few times a month, remaining unused between these sessions and A majority of the 

churches are electrically heated. This usage pattern results in electric peak power demand during church heating, 

posing challenges for both the electrical grid and the church organization due to higher grid fees. Many parishes 

have installed PV solar energy systems as part of the Church of Sweden’s commitment to transitioning towards 

renewables, with goals set for climate neutrality by 2030. This study evaluated BESS operating various services 

including self-consumption, peak shaving, frequency regulation market, local flexibility market, and energy 

arbitrage. Stacking strategies included peak shaving, with FRM services encompassing FCR-N and FCR-D. Key 

performance indicators included technical metrics such as equivalent cycle count and loss of capacity, and 

economic metrics such as payback period and net present value, alongside environmental considerations like CO2 

emissions equivalent. 

The results indicate that battery operation is not economically feasible when BESS not operating on frequency 

regulation market. The highest annual average peaks were observed in FCR-N and energy arbitrage cases, while 

the lowest cycle and the highest NPV were associated with FCR-D operation. The lowest CO2 emissions 

equivalent were achieved with SC operations. For stacking FCR-D with other services, revenues are driven by 

FCR-D capacity revenue and the payback period was approximately 1.6 years, which is similar to the single 

service operation FCR-D. This shows that single service FCR-D and stacking other services with FCR-D is 

profitable during few hours of the year. Sensitivity analysis examined changes in both battery prices and FCR-D 

prices, revealing that a drop in FCR-D prices from 0 to 90% implies installing batteries with prices below 200 

kSEK/kW, which is not feasible in the foreseeable future if a significant price drop occurs.  

Future directions for this study could involve estimating the operation of churches combined with electric vehicle 

charging stations, and heating systems combined with BESS. 
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Abstract 

The University of the Balearic Islands has committed to reducing carbon emissions by 50% by 2030 and 

achieving net-zero emissions by 2050 through the United Nations' Race to Zero campaign. The UIB has 

developed a comprehensive strategy to enhance energy efficiency, electrify demand, and deploy 7.1 MWp 

photovoltaic installations covering 113% of the campus's annual electricity consumption. The campus aims to 

minimize the excess hourly photovoltaic generation fed back into the distribution grid by deploying a new 4th-

5th generation hybrid DHC network, powered by an HVAC plant based on heat pumps and chillers, with a 

thermal capacity of 4 MWt and a dedicated storage system. Preliminary results, after analyzing multiple 

configurations of thermal energy storage systems for the HVAC system, demonstrate significant potential for 

reducing electrical surpluses through the deployment of a hybrid storage system. This system would include 

an 882 kWht thermal storage buffer and a 4,445 kWhe battery storage system. The results show that the use of 

the proposed storage solution allows for a reduction in energy costs for cooling of between 89 to 95%, 

depending on the alternative considered. 

Keywords: Photovoltaics, Energy Storage, Flexibility, District Heating and Cooling 

1. Introduction 

The European Union (EU) has established the Green Deal (Tsiropoulos et al., 2020) as a comprehensive 

roadmap to achieve climate neutrality by 2050, aiming to reduce greenhouse gas emissions and promote 

sustainable development. Decarbonization, a key focus area, seeks to reduce reliance on fossil fuels and 

promote renewable energy adoption. Despite traditional emphasis on sectors like manufacturing, it's crucial to 

recognize the role of academic institutions in this transition. The deployment of renewable energy on university 

campuses is essential for addressing climate change and reducing carbon emissions, providing sustainability 

and energy autonomy. University campuses are ideal places to install renewable infrastructure (Kalkan et al., 

2011; Tu et al., 2015) such as solar panels and wind turbines, leveraging their large surface areas and available 

land. Although the initial construction of these systems is costly, the energy independence gained compensates 

for the costs over time, especially with government incentives. In this context, it's important to highlight the 

renewable energy projects undertaken by various universities (Elgqvist & VanGeet, 2017). Colorado State 

University took steps to install solar PV panels totaling 6.7MW between 2009 and 2015. At the same time, 

Arizona State University made significant strides by deploying both on-site (24.1 MW) and off-site (28.8 MW) 

solar PV panels. Additionally, across the University of California campuses, there is a collective capacity of 

36 MW of solar PV panels, which contribute to generating over 52 million kWh of electricity. These initiatives 

demonstrate the commitment of academic institutions to transitioning towards sustainable energy sources. 

Additionally, it is essential to address carbon emissions related to university data centers, ensuring they come 

from renewable or carbon-free resources (University of Minnesota, 2023). Reducing energy consumption in 

institutions through the upgrade of older electrical infrastructures and implementation of more efficient 

systems is also crucial to making large-scale renewable energy more viable. However, ensuring the reliability 

of renewable energy, especially through the installation of backup systems like used generators, is important. 

Part of the renewable energy on university campuses can also come from carbon credits, although the primary 
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goal should be to generate as much clean energy on-site as possible (Kiehle et al., 2023). Investing in renewable 

energy and carbon credits will help accelerate the transition to a more sustainable infrastructure and minimize 

long-term environmental impact. Furthermore, renewable energy universities are not only crucial for 

combating climate change but also attract future students concerned about the environment. 

Due to the variable and weather-dependent nature of photovoltaic energy, integrating electric batteries is 

crucial to enhance self-consumption in buildings with photovoltaic systems. In the case of campuses, unused 

energy is stored in batteries for later use, such as during periods of low solar availability. This approach reduces 

dependence on both the electric grid and renewable energy sources, which are often uncontrollable and 

variable. Additionally, considering the price disparity between buying and selling energy to the grid, increasing 

self-consumption while reducing energy sales can be economically beneficial. Another strategy to improve 

self-consumption is to store excess energy in thermal form. If a thermal installation based on heat pumps 

already exists, additional components are not necessary; water tanks for energy storage and the thermal inertia 

of the building can be actively utilized (Zanetti et al., 2020). Some heat pump manufacturers are implementing 

solutions in their commercial products to boost system self-consumption. The control and optimization of 

integration between heat pumps and photovoltaic panels have been extensively studied in the literature (Péan 

et al., 2019). 

The main objective of this study is to analyze, through simulations, various storage scenarios to meet the energy 

demand of a group of buildings on the university campus in the Balearic Islands, Spain. These buildings are 

interconnected through a district heating and cooling network (DHC) to serve as a flexibility mechanism and 

allow the valorization of photovoltaic surpluses derived from the deployment of a larges photovoltaic facilities 

and an electric storage system. 

2. Case of study 

The University of the Balearic Islands (UIB) joined the United Nations' Race to Zero campaign in 2021, 

committing to reduce carbon emissions by 50% by 2030 and achieve net-zero emissions by 2050. Additionally, 

UIB faced a significant increase in energy costs due to the Ukraine War, with energy costs rising by 281% 

between 2020 and 2022, reaching €3 million. In response to these challenges, UIB, with the assistance of 

various research groups, developed a strategy to reduce energy consumption and CO2 emissions by improving 

building energy efficiency, electrifying demand, and deploying a set of photovoltaic installations to cover 

113% of the campus's annual electricity consumption. Through projects developed under this strategy, UIB 

secured €20.8 million in competitive calls from the Mechanism for Recovery and Resilience (MRR), part of 

the EU's Next Generation EU funds aimed at supporting investment and reforms in Member States for 

sustainable and resilient recovery from the COVID-19 pandemic while promoting EU ecological and digital 

priorities. 

 

Fig. 1: Distribution of the renewable generation plants to be deployed at the UIB campus, located in Palma de Mallorca, Spain 
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Currently, 0.28 MWp of the projected 7.1 MWp of photovoltaic generation has been installed on campus in 18 

locations. Fig. 1 illustrates PV plants distribution. Managing photovoltaic generation will require the 

deployment of demand management strategies and electric storage systems, as the campus's hourly demand 

varies widely between 0.75 MWh and 1.4 MWh, Fig. 2 blue line, peaking at 3 MWh. Furthermore, the campus's 

medium-voltage evacuation line is limited to 3 MW by the Distribution System Operator (DSO), leading 

simulations to predict that 37.5% of generation hours will result in surpluses exceeding 3 MWh, Fig. 2 red 

line. To address this issue, using hourly simulations of the expected photovoltaic generation and the actual 

campus demands across different years, it has been determined that deploying 5.3 MWh of Li-FePO4 batteries 

would reduce the annual hours with generation surpluses above 3 MWh to just 7.5%. Additionally, the campus 

has a thermal demand of over 10 MWt, with 5 of the 15 campus buildings connected to a 3rd generation district 

heating and cooling network supplied by a natural gas cogeneration plant located at 1.4 km in the "Parc Bit" 

technology park, Palma of Majorca, Spain, adjacent to the campus. 

To address the remaining 7.5% of generation hours with surpluses exceeding 3 MW, the campus will need to 

self-limit its generation. To tackle this issue and considering that 60% of the campus's energy demand comes 

from air conditioning, this study analyzes the potential flexibility that would be provided by deploying a new 

HVAC plant with a capacity of at least 4 MWt, using 4-pipe heat pumps capable of producing heating and 

cooling simultaneously. Accompanied by a storage system designed to operate on daily charge/discharge 

cycles, yet to be determined by this study, to supply 6 buildings to be interconnected in a new hybrid 4th – 5th 

generation DHC network to be deployed, Fig. 1. This plant will act as a manageable load for the 

generation/demand management. It is worth noting that UIB has recently secured an additional €3.6 million 

for the deployment of this new plant, thermal storage systems, and the new district network (Fig. 1). 

3. Materials and Methods 

The methodology developed for this work to optimize the storage deployment in the preliminary design of a 

4th–5th generation hybrid DHC network is carried out in three phases. The first phase focuses on synthetically 

determining the HVAC demand of the buildings to be interconnected to a DHC network through thermal 

simulations using Energy Plus. The second phase involves analyzing and optimizing various storage solutions 

(both thermal and electrical) from a techno-economic perspective, with the aim of maximizing the use of excess 

photovoltaic generation for thermal energy production while minimizing the amount of energy fed back into 

the electrical grid. The third phase involves analyzing the operating costs of the storage configurations when 

they are running optimally, to determine the true operating expenses for each setup. This analysis goes beyond 

simply assessing whether the configurations can fully meet the HVAC demand with energy stored from excess 

photovoltaic generation; it also considers the deployment costs of the various configurations. It should be noted 

that this analysis does not consider the implementation costs of the different storage solutions to be deployed. 

 

Fig. 2: Average hourly baseline curve of the energy demand at the UIB campus for different scenarios of photovoltaic and 

electric storage deployment. 
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The details of each of the three phases of the methodology are presented below. 

3.1. HVAC Demand 

Analyzing the energy consumption of buildings is a complex task that requires careful consideration of the 

interactions between the building itself, the HVAC system, and the surrounding environment. This process 

also involves developing effective mathematical and physical models for each of these elements. The dynamic 

nature of weather conditions, building operations, and the presence of multiple variables make computer-

assisted design and operation essential for achieving high-performance buildings. 

EnergyPlus (DOE, 2017), the official building simulation program of the United States Department of Energy, 

is widely used for energy simulation, load calculation, building performance analysis, energy efficiency, 

thermal balance, and mass balance. This program incorporates the best features of BLAST and DOE-2, along 

with new functionalities. It is capable of modeling heating, cooling, lighting, ventilation, and other energy 

flows, as well as the demand for domestic hot water in buildings. EnergyPlus is freely available and supported 

by the U.S. Department of Energy. Its extensive use within the scientific and technical communities, along 

with its robust capabilities and resources, are the primary reasons why EnergyPlus was selected as the 

simulation tool for estimating the thermal energy demand in this study's buildings. Additionally, EnergyPlus 

has been utilized in numerous other studies to estimate building energy consumption (Fumo et al., 2010; 

Mendes et al., 2024). 

In this initial phase of the methodology, a 3D model of the buildings is created using OpenStudio (Heidarinejad 

et al., 2017), a suite of software tools that supports whole-building energy modeling with EnergyPlus to 

determine their HVAC demand. Additionally, the surrounding buildings were included in the models to 

accurately simulate the shadows they cast on each other (Fig. 3). It’s important to note that each building was 

studied separately, as they are independent from one another, and this approach also proved to be more 

computationally efficient. Regarding the properties of the building enclosures, the standards established in the 

Spanish Building Code NBE-CT-79 (Norma Básica de la Edificación, 1979), which was in effect at the time 

of construction of the analyzed buildings, were considered. For renovated buildings, the information provided 

in the engineering project was used. The different thermal zones of the buildings were identified through site 

visits, during which the temperature and humidity setpoints for each controllable space were recorded. As for 

the schedules and occupancy of offices and classrooms, these were based on data from a typical week of use 

for each building. Finally, to determine the internal loads of the various spaces, site visits were conducted, and 

after discussions with the responsible personnel, the internal thermal loads for each space were calculated. 

3.2. Storage solution 

The second phase of the methodology focuses on a techno-economic evaluation of various storage solutions 

for the preliminary design of a 4th–5th generation hybrid DHC network. This phase focuses on determining 

the thermal storage system (TES) necessary to meet the HVAC demand of the buildings using excess 

photovoltaic generation, applying statistical methodologies for a complete charge and discharge cycle of the 

storage deployed. It is important to note that while a discharge cycle can extend beyond a single day, in most 

cases, it typically aligns with a 24-hour cycle. 

Specifically, to determine the optimal size and type of thermal storage system (TES) capable of handling a 

broad range of scenarios, rather than focusing on extreme or rare cases where excess energy from a single 

 

Fig. 3: 3D EnegyPlus model of the chemistry wing of the Mateu Orfila i Rotger building is created using OpenStudio. 
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charge/discharge cycle might allow for a higher discharge, a statistical approach has been chosen. All of this 

with the primary objective is to minimize the injection of excess photovoltaic generation into the electrical 

grid. The following assumptions were made: 

• The storage capacity is considered unlimited. 

• The plant's operation is divided into 'storage' and 'discharge' periods. Storage periods occur when 

there is excess electricity production from the photovoltaic system, while discharge periods occur 

when there is no such excess. 

• Each storage period is followed by a discharge period. 

• Energy stored during a 'storage' period can only be used in the next 'discharge' period. 

• For each charge/discharge period, only the minimum value between the stored and discharged energy 

is considered. 

This phase of the methodology involves determining, for a given period of the year—heating period (winter) 

and cooling period (summer)—the necessary storage for each complete charge and discharge cycle of the 

storage system. To do this, the method takes the hourly HVAC demand, obtained with EnergyPlus in the first 

phase of the methodology, and subtracts the potential thermal energy that could be generated with a heat pump 

or chiller, with a certain efficiency dependent on environmental conditions, using the excess photovoltaic 

generation available at that hour. The excess generated thermal energy is stored to meet the HVAC demand 

for the required period until net excess photovoltaic generation becomes available again. This period generally 

corresponds to a 24-hour cycle. However, if a day occurs without excess photovoltaic generation, this period 

will be extended, and consequently, the amount of thermal energy to be stored will increase to cover the thermal 

demand. After determining the set of charge and discharge cycles, a frequency diagram is generated based on 

the cycle’s energy accumulated over the annual period. Finally, the most optimal storage solution is selected 

using the Pareto rule, based on the cumulative frequency of the cycles and the required storage energy. It 

should be noted that the hourly HVAC thermal demand can be met either through a thermal storage system, 

by using batteries that store electrical energy to generate the thermal demand with heat pumps or chillers at the 

time it is needed, or by hybrid solutions that combine both technologies. 

3.3. Optimal operating energy cost evaluation   

The third phase of the methodology focuses on determining the operating costs, based on the hourly cost of 

electricity that must be drawn from the grid, for a specific period of the year and a particular storage system 

configuration. This configuration is designed to meet HVAC demand during hours when there is no surplus 

photovoltaic generation. To ensure optimal performance, an optimization methodology for the hourly 

operation of the HVAC plant connected to the DHC network has been implemented. This phase of the 

methodology will be crucial in evaluating and comparing the effectiveness of the proposed storage solutions 

in terms of their operating costs.  

Specifically, we utilized Pyomo (Hart et al., 2011), an open-source Python-based software package that offers 

a wide range of optimization capabilities for formulating, solving, and analyzing models. Pyomo is particularly 

useful for modeling structured optimization applications. It allows for the definition of general symbolic 

problems, the creation of specific problem instances, and the solving of these instances using both commercial 

and open-source solvers. 

For optimizing the DHC system’s operation, we modeled the heating and cooling production equipment at the 

central HVAC plant, which supplies the DHC network. This plant was represented as a heat pump or chiller 

responsible for primary production and a pump group that distributes the output through the DHC network 

connecting various buildings. To accomplish this, we employed Copper (Pacific Northwest National 

Laboratory, 2020), an open-source Python library package. Copper generates performance curves for building 

energy simulations, specifically designed for heating, ventilation, and air conditioning equipment. The 

software uses a genetic algorithm to adjust existing or aggregated performance curves to match specific design 

characteristics, including energy performance metrics at full and partial loads. Using Copper, we generated the 

performance curves for the air-to-water chiller, equipped with a variable-speed screw compressor and air-

cooled condenser, based on the EnergyPlus model (entering condenser temperature). These curves follow a 
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quadratic function, resulting in a nonlinear optimization problem. To solve a real-world nonlinear 

programming (NLP) problem with many variables, as in the present work, the IPOPT algorithm was used. 

IPOPT (Kawajir et al., 2010) is an open-source solver that efficiently handles large-scale, full-space, interior-

point (or barrier) nonlinear programming problems. Subsequently, Pyomo was used to describe the 

optimization model for the HVAC plant and DHC, based on a cost function aimed at minimizing the monetary 

cost of meeting the cooling thermal demand during the specified period. The model utilizes the average hourly 

electricity market prices in Spain for the year 2023 as a basis. 

Every optimization system begins with a set of decision variables �̃� (eq. 1). In our case, there are seven, which 

are outlined below. 

 �̃� = 〈𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5, 𝑥6, 𝑥7〉                                                          (eq. 1) 

Where:  

• x1(t): Electrical energy stored in the battery system over the last evaluation period (t), measured in 

kWhe. 

• x2(t): Thermal energy stored in the TES over the last evaluation period (t), measured in kWht.  

• x3(t): Electrical energy discharged from the battery system to meet the thermal demand during a period 

(t), measured in kWhe.  

• x4(t): Thermal energy discharged from the TES during the evaluation period (t), measured in kWht. 

• x5(t): Electrical energy stored in the battery during the evaluation period (t), measured in kWhe. 

• x6(t): Thermal energy stored in the TES during the evaluation period (t), measured in kWht. 

• x7(t): Electrical energy discharged from the battery system to meet the pumping demand during a 

period (t), measured in kWhe. 

These decision variables are integrated into a defined objective function 𝑓(�̃�) by equation (eq. 2) between 

hours 1 and N, which must be minimized. In our case, the function is designed to optimize the system's storage 

to reduce the energy operating costs of the DHC network. 

{
𝑓(�̃�) = ∑ (𝑃𝑒𝑙[𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑑𝑒𝑚𝑎𝑛𝑑(𝑡) − 𝑋4(𝑡)] + 𝑃𝑒𝑙[𝑋2(𝑡)] + 𝑃𝑒𝑙[𝑃𝑢𝑚𝑝𝑖𝑛𝑔(𝑡)] − 𝑋3(𝑡) −  𝑋7(𝑡)) 𝑁

𝑡=1 · AFP(𝑡)

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 f(�̃�)                                                                                                                                                                                
  (eq. 2) 

Where:  

• Thermal demand(t) represents the aggregated thermal demand of the buildings connected to the DHC 

network during a period (t), measured in kWht.  

• Pel[x(t)] returns the electrical energy associated with a specific thermal demand during a period (t), 

measured in kWhe.  

• Pel[Pumping] returns the electrical energy consumed by the DHC network's pumping system during 

a time period (t), measured in kWhe.  

• AFP(t): Average final price of the Spanish free electricity market over a period (t), measured in 

€/kWhe. 

In addition, the objective function (eq.2) incorporates a set of up to 4 bounds and 10 operational rules or 

constraints, which are detailed below. 

1. The first bound (eq. 3) limits the charge/discharge rate of the battery system and the TES during the evaluation 

period (t). 

{
 
 

 
 
𝑥1(𝑡) ≤ 1000 𝑘𝑊ℎ𝑒
𝑥2(𝑡) ≤ 500 𝑘𝑊ℎ𝑡   
𝑥3(𝑡) ≤ 1000 𝑘𝑊ℎ𝑒
𝑥4(𝑡) ≤ 500 𝑘𝑊ℎ𝑡   
𝑥7(𝑡) ≤ 1000 𝑘𝑊ℎ𝑒

                                                            (eq. 3) 
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2. The second bound (eq. 4) is responsible for limiting the minimum and maximum capacity of the 

battery system during an evaluation period (t). 

0 𝑘𝑊ℎ𝑒 ≤ 𝑥5(𝑡) ≤ 4000 𝑘𝑊ℎ𝑒                                                            (eq. 4) 

Where: 

• In this case, the maximum electrical storage in batteries has been set at 4 MWhe. 

3. The third bound (eq. 5) is responsible for limiting the minimum and maximum capacity of the TES 

during an evaluation period (t). 

0 𝑘𝑊ℎ𝑡 ≤ 𝑥6(𝑡) ≤ 750 𝑘𝑊ℎ𝑡                                                            (eq. 5) 

Where: 

• In this case, the maximum thermal storage has been set at 0.75 MWht. 

4. The fourth bound (eq. 6) states that if there are no excesses in photovoltaic generation, no energy can 

be stored in the battery system and/or in the TES during an evaluation period (t). 

𝐼𝑓 𝑃𝑉𝑆𝑢𝑟𝑝𝑙𝑢𝑠(𝑡) = 0 𝑘𝑊ℎ𝑒  →  {
𝑥1(𝑡) = 0 𝑘𝑊ℎ𝑡

𝑥2(𝑡) = 0 𝑘𝑊ℎ𝑒
                                                  (eq. 6) 

5. The first rule (eq. 7) states that the Li-FePO4 battery system may never discharge below the energy 

level accumulated in the previous evaluation period (t-1). 

𝑥7(𝑡) + 𝑥3(𝑡) ≤ 𝑥5(𝑡 − 1)                                                                   (eq. 7) 

6. The second rule (eq. 8) states that the thermal energy storage system (TES) cannot be discharged 

below the thermal energy accumulated in the previous evaluation period (t-1). 

𝑥4(𝑡) ≤ 𝑥6(𝑡 − 1)                                                                   (eq. 8) 

7. The third rule (eq. 9) limits the maximum thermal demand of the system by establishing that the 

HVAC thermal demand of the buildings plus the thermal energy stored in the TES must always be 

less than or equal to the maximum power of the HVAC equipment. 

𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑑𝑒𝑚𝑎𝑛𝑑(𝑡) + 𝑥2(𝑡) ≤ 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝐻𝑉𝐴𝐶 𝑝𝑙𝑎𝑛𝑡 

• In this case, the maximum power of the HVAC plant has been set at 4 MWth 

8. The fourth rule (eq. 10) limits storage (thermal and electric) to the amount of energy associated with 

the electricity surpluses from photovoltaic generation system. 

𝑥1(𝑡) + 𝑃𝑒𝑙[𝑥2(𝑡)] ≤ 𝑃𝑉𝑆𝑢𝑟𝑝𝑙𝑢𝑠(𝑡)                                            (eq. 10) 

Where: 

• PVSurplus: Photovoltaic generation surpluses that must be fed into the distribution grid during 

the evaluation period (t), measured in kWhe. These values were obtained from an hourly 

simulation of the installations conducted with PVSyst (Soualmia & Chenni, 2017). 

9. The fifth rule (eq. 11) states that the electrical energy discharged from the battery system to meet the 

pumping demand must not exceed the pumping system's consumption during the evaluation period 

(t). 

𝑥7(𝑡) ≤ 𝑃𝑒𝑙[𝑃𝑢𝑚𝑝𝑖𝑛𝑔(𝑡)]                                                        (eq. 11) 
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10. The sixth rule (eq. 12) is responsible for determining the state of charge of the battery system during 

the evaluation period (t). 

𝑥5(𝑡) = 𝑥5(𝑡 − 1) + 𝑥1(𝑡) · 0.85 − (𝑥3(𝑡) + 𝑥7(𝑡))                                (eq. 12) 

Where: 

• The factor 0.85 corresponds to the average efficiency of the battery system. 

11. The seventh rule (eq. 13) is responsible for determining the state of charge of the TES system during 

the evaluation period (t). 

𝑥6(𝑡) = 𝑥6(𝑡 − 1) + 𝑥2(𝑡) · 0.85 −
𝑥4(𝑡)

0.85
                                            (eq. 13) 

Where: 

• The factor 0.85 to the average efficiency of the TES system 

12. The eighth rule (eq. 14) states that the thermal energy discharged must be less than or equal to the 

thermal demand during an evaluation period (t). 

𝑥4(𝑡) ≤ 𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑑𝑒𝑚𝑎𝑛𝑑(𝑡)                                                 (eq. 14) 

13. The nineth rule (eq. 15) states that the battery cannot be discharged more than the electrical energy 

discharged from the battery to meet the electrical demand to cover the thermal demand minus the 

thermal energy discharged from the TES during an evaluation period (t). 

𝑥3(𝑡) ≤ 𝑃𝑒𝑙[𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑑𝑒𝑚𝑎𝑛𝑑(𝑡) − 𝑥4(𝑡)]                                                (eq. 15) 

14. The tenth rule (eq. 16) states that the electrical energy consumed from the excess photovoltaic 

generation must always be greater than or equal to 0 kWhe during an evaluation period (t). 

(𝑃𝑒𝑙[𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑑𝑒𝑚𝑎𝑛𝑑(𝑡) − 𝑥4(𝑡)] + 𝑃𝑒𝑙[𝑥2(𝑡)] + 𝑃𝑒𝑙[𝑃𝑢𝑚𝑝𝑖𝑛𝑔(𝑡)] − (𝑥3(𝑡)+ 𝑥7(𝑡)) ≥ 0 𝑘𝑊ℎ𝑒          (eq. 16) 

 

 

Fig. 4: Conceptual diagram of the DHC network to be implemented on the UIB campus as part of the ongoing renewable energy 

deployment project. 
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4. Results and Discussion 

In this section, we will present the results obtained by applying the methodology described in the previous 

section for the sizing of the preliminary design of the storage system for the 4th–5th generation hybrid DHC 

network, which is to be deployed on the University of the Balearic Islands campus, the case study addressed 

in this work (Fig. 4). It is important to note that this analysis has focused exclusively on the coverage of the 

cooling demand. Specifically, we will present the results obtained for the aggregated demand of the campus 

buildings under study. Subsequently, the procedure for the preliminary sizing of the DHC storage system to 

be deployed on the campus will be detailed (Fig. 4). Finally, the feasibility of the preliminary storage option 

chosen will be assessed based on an analysis of the annual operational energy costs, compared to the costs that 

would be incurred if the system were supplied by the energy service provider currently operating the existing 

third-generation network on campus. Additionally, the sensitivity of the proposed storage option to variations 

in the Coefficient of Performance (COP) and Energy Efficiency Ratio (EER) of the chillers to be installed will 

be examined. 

4.1. HVAC Demand 

This subsection presents the Energy Plus results of the aggregated heating and cooling demand for the six 

buildings that will be integrated into the DHC network to be deployed on the UIB campus. Specifically, Fig. 

5 shows the hourly aggregated heating and cooling HVAC demand for the buildings under consideration, 

which include the Mateu Orfila i Rotger Building (Chemistry Wing), Mateu Orfila i Rotger Building (Physics 

Wing), Scientific-Technical and Research Institutes Building, Guillem Colom Casanovas Building, Animal 

Facility Building, and Ramon Llull Building. As illustrated in Fig. 5, the cooling demand between May 1 and 

October 31, 2023, ranges from 0 kWh to 2.8 MWh. 

4.2. Storage solution 

To determine the optimal storage capacity for the facility, based on the methodology outlined in the previous 

section, a frequency diagram evaluation for thermal energy storage was conducted. For this analysis, an Energy 

Efficiency Ratio (EER) of 2.5 was applied to the chillers converting surplus photovoltaic electricity into 

thermal energy, while the pumping energy consumption was estimated to account for 10% of the total HVAC 

electrical demand. This evaluation considers the number of complete charge and discharge cycles, which 

 

Fig. 5: Hourly total HVAC heating and cooling demand for the 6 buildings to be supplied by the 4th–5th generation hybrid DHC 

network being implemented. 
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generally correspond to full days of the year when thermal storage can fulfill the entire daily cooling demand 

using surplus photovoltaic energy, without relying on the electricity grid. Fig. 6 illustrates this approach for 

meeting the hourly cooling needs of the 6 buildings that will be integrated into the DHC network. 

The results in Fig. 6 indicate that with 4,000 kWhe of thermal storage, 80% of the charge and discharge cycles 

for cooling the 6 buildings in 2023 would be covered. After conducting several simulations, it was determined 

that a hybrid storage solution, combining electrical and thermal storage, would be the most effective approach. 

This involves installing 4,000 kWhe of Li-FePO4 batteries, which corresponds to a system with a storage 

capacity of 4,445 kWhe, assuming a 90% depth of discharge, along with 750 kWht of thermal storage to serve 

as a buffer for the system. It's important to note that the thermal storage system was considered with an 85% 

depth of discharge, leading to an actual thermal storage capacity of 882 kWht. 

This combination of 750 kWht of effective thermal storage and 4,000 kWhe of electrical storage, which, with 

an EER of 2.5, allows for the generation of up to 10,000 kWht of thermal energy, can cover 98.8% of the 

charge and discharge cycles for cooling. Additionally, the proposed thermal storage solution on its own can 

cover 9.64% of the charge and discharge cycles without requiring the battery system's intervention. 

Tab. 1: Sensitivity analysis of the operational energy costs for the proposed storage solution based on the chiller's EER. 

Description 

Chiller with an 

average EER of 

3.07 

Chiller with an 

average EER of 

3.72 

Chiller with an 

everage EER of 

5.17 

Electricity costs for the charge and discharge cycles not 

covered by the proposed storage solution: 
2,725.66 €/year 2,113.04 €/year 1,454.63 €/year 

Percentage reduction in electricity costs related to the 

storage solution, based on a reference cost of €2,725.66 per 

year: 

0 % 22,48% 46,63% 

 

4.3. Optimal operating energy cost evaluation   

To evaluate the effectiveness of the preliminarily selected energy storage solution for the DHC network, we 

analyzed the energy costs associated with the charge and discharge cycles that the deployed storage system 

would not be able to cover. The analysis revealed that cooling costs would be as low as €2,725.66 per year, 

 

Fig. 6: Cooling thermal energy demand covered by storage during periods of net photovoltaic surpluses. 
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based on a chiller system with an EER of 3.07, which is a conservative estimate for this type of equipment. 

This cost is only around a 11% of the cost of purchasing the required electric power if there were no storage 

in the new DHC network and a 5% of the cost of purchasing the same thermal energy from the existing 3rd 

generation DHC network with an external contractor.  In those cases, the forecasted costs would have been 

24381,11€ and 54490,80€ respectively. 

Finally, to assess the sensitivity of the operational energy costs for the selected storage solution in relation to 

the Energy Efficiency Ratio (EER) of the chillers to be installed, an analysis was conducted considering 

different EER values for the chiller while operating the proposed storage system optimally. The results are 

presented in Tab. 1. The results in Tab.1 demonstrate that even a slight improvement in the EER can 

significantly reduce electricity costs associated with cooling. However, the reduction in energy costs does not 

follow a linear pattern with the increase in the chiller's EER. For example, a 68.4% increase in the Chiller 

average EER results in only a 46.63% reduction in energy costs using the proposed storage solution. 

5. Conclusions and Future Work 

The UIB is actively working to position itself as a leader in sustainability and environmental management 

through the deployment of a photovoltaic generation facility equipped with an electric storage system. Initial 

results suggest that introducing demand flexibility by deploying a 4th-5th generation hybrid DHC network, 

powered by a highly efficient HVAC plant equipped with a thermal storage system of no less than 882 kWht 

and 4,445 kWhe of batteries, will effectively utilize excess photovoltaic generation to meet cooling demand. 

This strategy would greatly reduce the amount of surplus photovoltaic energy that needs to be fed back into 

the distribution grid, enabling the UIB to significantly minimize its dependence on grid electricity. 

Additionally, the results demonstrate a substantial reduction in energy costs associated with cooling, achieving 

a 486.43% decrease in the most conservative EER scenario for the chillers in the central HVAC plant under 

the proposed storage solution. 

It is important to note that the work on defining the storage solution and the topology of the 4th-5th generation 

hybrid DHC network to be deployed represents an initial outline of the efforts being undertaken at the UIB as 

part of the institutional projects PIREP and PITEIB – 1/2023. Ultimately, these projects aim to explore net-

zero energy scenarios and provide insights that could serve as guiding examples for other university campuses 

in the Mediterranean region, facilitating significant decarbonization of their facilities through the adoption of 

flexibility mechanisms such as thermal and electric storage systems. 
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Abstract 

The paper addresses the sustainability of the operation of existing district heating (DH) systems in the Czech 

Republic, which historically used primarily fossil fuel sources and currently are under transformation. The 

system integration of heat with electricity sector through power to heat (P2H) technologies allows for the 

efficient use of DH thermal capacity to store surplus renewable energy and can also offer additional support 

services to the electricity transmission system. Simulation study was performed in TRNSYS for three typical 

typologies of DH systems in the Czech Republic. Key performance indicators (KPIs) such as CO2 emissions, 

non-renewable energy or the cost of heat produced by P2H technology were assessed.   

Keywords: power to heat, P2H, district heating, high temperature heat pump, solar energy, photovoltaic plant 

1. Introduction 

To reduce CO2 emissions in the power sector, EU is promoting renewable energy sources for power generation. 

Installation of new wind and photovoltaic plants is growing in many countries in the EU . Coupling of power 

and heat sectors can significantly contribute to both renewable energy integration and decarbonization (Bloess 

et al., 2018). Potential of P2H technology integration in DH system was evaluated in other studies in the 

Germany (Böttger et al., 2014) or in the Sweden (Schweiger et al., 2017) with specific results for every state. 

Technical P2H potential in Germany accounts 6 GWel in 2015 and 20 GWel in 2030. The P2H potential in 

Sweden was estimated from 0.2 to 8.6 TWh.  In 2017, an overview of the status of P2H technology in DH 

systems in Europe was conducted (David et al., 2017). The analysis revealed that 149 units with capacities 

exceeding 1 MW were integrated into DH systems across Europe.  For a greater number of installations, it is 

essential to analyse sources of low-potential heat in relation to areas served by DH systems, this approach was 

implemented in a study conducted for Denmark (Lund and Persson, 2016). Another review explores various 

configurations for integrating heat pumps into heating and cooling systems (Barco-Burgos et al., 2022). The 

review concludes that energy conversion approach through P2H technology has the potential to be a cost-

effective solution, supporting the decarbonization of the DH sector. Other analyses focus on the economic 

perspective, for example, one study (Østergaard and Andersen, 2018) compares DH systems supplied by heat 

pumps using air, seawater, or groundwater as heat sources and examines three low-temperature DH schemes. 

Another study analyses the techno-economic potential of P2H technology in DH systems (Fambri et al., 2023), 

highlighting their role in enhancing electricity grid flexibility by absorbing surplus renewable energy and 

optimizing system efficiency. A case study, based on data from the DH and electricity network of the city of 

Turin in Italy, was analysed.   

For now, potential of P2H technology in Czech Republic has not been deeply evaluated.  In 2022, the heat 

supply in the Czech Republic was composed of 54% from coal-fired sources, 26% from gas, and 9.2% from 

biomass. So far, the only industrial heat pumps in the Czech Republic used on an industrial scale is in Decin 

(2 x 3.28 MW) for the DH system. Several projects for the use of electric boilers or low-potential heat in heat 

supply systems using heat pumps are expected to be implemented by 2030. Simultaneously, the capacities of 

fluctuating renewable electric energy sources (wind and solar power) is estimated to increase from 3.8 GW in 

2024 to 11.5 GW in 2030. This paper deals with technology model focused on advanced methods of dynamic 
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simulation of DH systems with use of TRNSYS and PYTHON. Model is designed to be scalable to generate 

different KPIs for different P2H solution integration options for different scale of DH system while requiring 

the least number of inputs from heat distributor. 

2. Model of different typologies of DH systems 

Based on analysis of the available data of the DH systems in the Czech Republic in strategic documents, the 

typologies were divided to 6 categories depending on the declared total heat output of heat sources belong to 

the given DH system. The chosen scale represents all types of systems from the smallest, local or municipal 

heat networks, through small and medium-sized urban heat networks, to the largest urban or regional heat 

networks. The largest urban or regional DH systems have specific boundary conditions (temperatures higher 

than 150 °C) and usually the planning of new heat sources is more specific to every case. Due to this fact the 

three largest categories were not studied due to small potential of replication in national level. In any case, 

there is a statistically very significant number of relatively small DH systems in the Czech Republic. The focus 

of simulation study was on the typically most common three categories of DH systems, which cover 

approximately more than 70 % of DH systems in the Czech Republic and contributes approximately 39 % of 

the total heat supply. 3 typologies were selected for the general parametric study which represent: 

• medium urban network with a combination of conventional and low-emission DH sources with a 

predominance of residential consumption (maximum heat output 20 MW, annual heat supply 

180 TJ, length of DH system 15 km, winter temperature difference 95/65 °C, annual heat losses 10 %, 

fuel composition - 30% of coal, 30% of natural gas, 40% of biomass); 

• small urban network with a predominance of low-emission DH sources with a predominance of 

residential consumption (maximum heat output 10 MW, annual heat supply 135 TJ, length of DH 

system 10 km, winter temperature difference 85/65 °C, annual heat losses 8 %, fuel composition – 

70% of natural gas, 30% of biomass); 

• small municipal network with a predominance of low-emission heat sources and residential 

consumption (maximum heat output 5 MW, annual heat supply 65 TJ, length of DH system 4 km, 

winter temperature difference 70/50 °C, annual heat losses 8 %, 40% of natural gas, 60% of biomass).  

A detailed numerical model in TRNSYS was developed to evaluate technical KPIs such as CO2 emissions, 

non-renewable energy or the cost of heat produced.  Inputs for the model are following: location and 

climate data, the ratio of consumption profiles by category (industry, commercial, residential), the desired 

peak and off-peak temperatures and heat output in the DH system, the annual heat supply, length of the 

DH system, etc.). The model is designed to support various P2H scenarios integrating an industrial electric 

boiler, industrial air-to-water (bivalence limit temperature of 5 °C was considered) and water-to-water 

heat pump into a system with an existing fuel source. However, two scenarios of water-to-water heat pump 

were compared with heat extracted from river water (average annual water temperature 10 °C) and heat 

extracted from waste heat (average annual temperature 20 °C). In this study only heat pumps as a P2H 

technology were observed.  
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Fig. 1: Numerical model in TRNSYS simulation tool 

P2H technologies are modelled based on performance maps for a wide range of boundary conditions. Heat 

pump considered for simulation used refrigerant R1234ze. The P2H technology is considered to be connected 

in series before fossil-based source of heat. The simulated operation of heat pumps within the DH systems is 

significantly influenced by the temperature level in the DH system. If the heat pump does not have sufficient 

capacity to deliver the required temperature, higher than the simulated return water temperature level, the 

device is switched off. In the P2H technology configuration, a storage tank with a specific volume of 

0.15 m3.kW-1 is considered. Furthermore, the settings vary according to the type of heat pump for air-to-water 

and water-to-water. The model also provides information on electricity consumption divided into auxiliary 

(hydraulic pump consumption) and P2H technology consumption. Furthermore, electricity generation from 

renewable sources is also included in the simulation. In this study, a photovoltaic (PV) plant with a nominal 

capacity of 1 MWp and 2 MWp is considered. Annual specific electric production is 152 kWh.m-2.a-1. The 

progress of heat supply, water-to-air heat pump output and temperatures in DH system are in Fig. 2. The 

progress of the electricity consumption tied to the operation of the DH systems and the expected production 

from PV plant is shown in Fig. 3 for a typology with 20 MW heat output class. This figure also shows the 

considered carbon intensity profile of the grid (for Czech Republic), which is used to calculate the equivalent 

CO2 emissions linked to the operation of P2H technology. 
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Fig. 2: Example of one typology (20 MW heat demand) and integration of air-to-water heat pump 

 

Fig. 3: Example of one typology (20 MW heat demand) and integration of air-to-water heat pump 

3. Simulation results 

Impact assessment of P2H technology integration into three typological DH systems in Czech Republic was 

done for nine different scenarios of P2H integration and PV production, see in Tab. 1. Energy delivered by 
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different sources is shown in Fig. 4. to 6.  For two largest DH systems 2.4 MW installed thermal capacity of 

P2H technology was considered (for the smallest sized DH system 1.2 MW). In general, for all types of 

integration of the selected P2H technologies it can be stated that they are very sensitive to the temperature 

conditions in the DH systems. If there is a better-quality heat source on the evaporator side of the water-to-

water HP (e.g. waste heat from waste-water treatment plant, data centre), the plant achieves sufficient capacity 

to partially cover the demand even for DH system at higher temperature levels and its operation does not need 

to be significantly limited. For low-temperature DH systems (from 60 to 85 °C), all types of heat pumps usually 

have sufficient capacity and achieve the maximum possible operating time.  In Fig. 4. to 6.  shows the change 

in the source composition on the total heat supply (including the inclusion of the combustion efficiency of the 

individual fuels).  

Tab. 1: Scenarios of P2H integration into three typologies of DH systems 

REF Reference case 

1 HP air-to-water 

2 HP air-to-water with PV plant 1 MWp 

3 HP air-to-water with PV plant 2 MWp 

4 HP water-to-water (river) 

5 HP water-to-water (river) with PV plant 1 MWp 

6 HP water-to-water (river) with PV plant 2 MWp 

7 HP water-to-water (waste heat) 

8 HP water-to-water (waste heat) with PV plant 1 MWp 

9 HP water-to-water (waste heat) with PV plant 2 MWp 

 

 

Fig. 4: Energy delivered by different sources – typology with heat output class 20 MW 
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Fig. 5: Energy delivered by different sources – typology with heat output class 10 MW 

      

Fig. 6: Energy delivered by different sources - typology with heat output class 5 MW 

Projected increase in electricity consumption, as well as consumption covered by local PV and possible export 

to the grid is shown in Fig. 7. to 9. PV generation is considered primarily for self-consumption within the DH 

system and PV plant. Self-consumption or possible export of PV generation is included in the evaluation of 

economic indicators (specific heat prices of P2H) and sustainability indicators (primary non-renewable energy, 

carbon intensity of DH system).  
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Fig. 7: Results of electricity consumption of P2H technology with fraction which is used and exported – typology with heat 

output class 5 MW  

 

Fig. 8: Results of electricity consumption of P2H technology with fraction which is used and exported – typology with heat 

output class 10 MW  

 

Fig. 9: Results of electricity consumption of P2H technology with fraction which is used and exported – typology with heat 

output class 20 MW 
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Detailed results are shown only for typology with 20 MW and 5 MW heat output class.  Indicators related to 

annual coefficient od performance (COP), operating time, and fraction of electricity from PV used for P2H 

technology are shown in Tab. 2 and 3. All types of P2H technologies can be effectively combined with PV. 

Most cases show solar fraction from 13 to 35% of with a production utilisation of 61 to 100%. The results of 

combining with PV are mainly indicative in this study to evaluate the potential impact on the economics and 

sustainability of the operation. The integration of air-to-water heat pump is characterized by a relatively high 

COP in the range of 2.5 and 2.7. For this type of heat pump, it is necessary to assume a bivalence limit (in this 

case the heat pump is not operated at an outdoor air temperature below 5 °C), which in principle does not allow 

annual operation and the operating time of this type of heat pump will depend on the climatic conditions. 

Another factor limiting the efficient operation of these devices is mainly the temperature of the return water. 

For conservative operation without considering the interaction with the electricity grid (dynamic tariff, 

ancillary services), an operating time of this type of heat pump in the range of 4000 to 6000 hours can be 

considered, depending on the typology. Air-to-water heat pump is suitable as an efficient secondary source to 

cover off-season demand. The integration of water-to-water heat pump with river water as a source results in 

a lower annual COP in the range of 1.9 and 2.3.  Due to the more stable temperature on the evaporator side 

with an average temperature of 10 °C, this type of heat pump allows year-round operation. Its operating time 

is mainly limited by the return water temperature. High return water temperatures do not allow operation with 

sufficient efficiency and can limit the operating hours to 6700 hours, almost to the level of operating hours of 

air-to-water pump. Due to the year-round operation, a higher share of the total heat production can be assumed. 

However, this share is limited by lower efficiency at certain times of the year and it may be more advantageous 

to use a bivalent peak source (e.g. natural gas).  

 

Tab. 2: Summary of energy performance results - typology with heat output class 20 MW 

 

COP 

[-] 

Operation 

period [h] 

Coverage of heat 

production by P2H 

technology 

[%] 

Solar fraction 

[%] 

Use of PV 

production 

[%] 

Ref 0 4056 13,7 0 0 

1 2,5 4056 13,7 0 0 

2 2,5 4056 13,7 22 76 

3 2,5 6741 18,4 35 61 

4 1,9 6741 18,4 0 0 

5 1,9 6741 18,4 17 95 

6 1,9 8751 34,5 28 77 

7 2,4 8751 34,5 0 0 

8 2,4 8751 34,5 13 100 

9 2,4 8751 34,5 23 90 

 

Tab. 3: Summary of energy performance results - typology with heat output class 5 MW 

 

COP 

[-] 

Operation 

period [h] 

Coverage of heat 

production by P2H 

technology 

[%] 

Solar fraction 

[%] 

Use of PV 

production 

[%] 

Ref 0 0 0 0 0 

1 2,7   6202  36,3 0 0 

2 2,7  6202  36,3 27 57 

3 2,7  6202  36,3 37 38 

4 2,3  8697 39,3 0 0 

5 2,3 8697 39,3 27 73 

6 2,3  8697 39,3 36 47 

7 3,1  8754 54,1 0 0 

8 3,1  8754 54,1 25 67 

9 3,1  8754  54,1 34 45 

 

 
The integration of water-to-water heat pump with waste heat recovery achieves relatively high COP in the 

range of 2.4 and 3.1. Due to the constant and relatively high temperature 20 °C on the evaporator side, this 
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type of pump allows year-round operation with high efficiency. The operating hours stably reach values of 

8751 to 8756 hours without limitation related to the temperature level of the return water. The high operating 

temperatures of the SCZT in this case are mainly reflected in a reduction of the COP. If suitable temperature 

conditions are provided, a heat supply with a high COP heating factor can be expected to enable the heat pump 

to effectively take a high share of heat production. For smaller municipal installations this configuration can 

be considered for installation as a single heat source without an additional peak source. 

 

4. Conclusion 

Taking into account the current carbon intensity of the electricity grid, P2H technology can clearly be 

considered as a low-emission solution, see in Tab. 4 and 5. The inclusion of the selected P2H technologies in 

the studied DH systems leads in most cases to a reduction of the carbon intensity of the delivered heat. As 

expected, the largest reductions can be achieved in the medium urban grid typology (20 MW) where the coal 

source has been shut down under this scenario. However, even for networks with a low-carbon source base, 

represented here by a small municipal network (5 MW), additional CO2 reductions can be achieved by 

incorporating P2H technologies, especially if a combination with PV is considered. For recalculation of non-

renewable energy, the available conversion efficiencies by energy carrier and the factors given by Czech 

legislation (Decree 264/2020 Coll.) were used. Emissions of CO2 were evaluated based on factors related to 

IPCC emission factor database.  For electricity, a dynamic annual intensity profile based on the efficiency of 

the electricity network in 2023 was used, based on the methodology for calculating the average carbon intensity 

in a given hour according to the resource utilisation available on the ENTSOE portal(ENTSOE, 2021). The 

prices of individual commodities and capital costs were determined according to the current market situation 

in 2023 and also include regulated components. The non-renewable energy consumption, carbon intensity 

(from 0.08 to 0.14 tCO2/MWh), and cost of heat produced from P2H technology (from 36 to 81 EUR/MWh) 

were analyzed for two typologies. 

This simulation study was focused on a simple integration of high temperature heat pumps into DH system. 

However, the developed model is suitable for analyses of the impact of temperature level changes in DH 

system, analysis of the profitability of operation according to spot prices, or analysis of operation for electricity 

network support services. Three analyzed typologies are small to medium scale DH systems where technical 

feasibility and stronger linkage between the DH distributor and the municipality can be assumed. The result of 

a large number of simulations will be used for design of simplified tool for communication of decarbonization 

plan between heat producer and municipality in Czech Republic. 

 

Tab. 4: Summary of KPIs - typology with heat output class 20 MW 

 Nonrenewable 

primary energy 

[TJ] 

Carbon intensity of 

delivered heat  

[tCO2,ekv/MWh] 

Specific cost of heat 

production from P2H 

[EUR/MWh] 

Ref 155,6 0,182 68 

1 131,0 0,112 74 

2 119,6 0,108 64 

3 108,2 0,106 56 

4 147,6 0,120 81 

5 136,3 0,115 73 

6 124,9 0,112 66 

7 155,2 0,120 61 

8 143,8 0,114 57 

9 132,5 0,110 53 
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Tab. 5: Summary of KPIs - typology with heat output class 5 MW 

 Non-renewable 

primary energy 

[TJ] 

Carbon intensity of 

delivered heat  

[tCO2,ekv/MWht] 

Specific cost of heat 

production from P2H 

[EUR/MWh] 

Ref 30,6 0,097 67 

1 37,9 0,089 62 

2 26,5 0,079 50 

3 15,1 0,075 41 

4 43,6 0,102 68 

5 32,2 0,089 57 

6 20,8 0,084 48 

7 40,2 0,094 51 

8 28,9 0,081 42 

9 17,5 0,077 36 
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Abstract 

Sorption heat storage has garnered significant interest for its potential in long-term thermal energy storage, 

particularly in domestic hot water (DHW) systems. This paper explores the concepts and operating principles 

of single material and cascade thermochemical energy storage systems, focusing on their application in solar 

DHW production. Single material sorption systems store and release energy based on reversible 

physicochemical phenomena, while cascade systems utilize two different storage materials to optimize energy 

density and discharge temperature. The study assesses and compares the integration of salt-hydrates-based 

cascade sorption energy storage, specifically using MgCl₂·6H₂O and SrBr₂·6H₂O, with a solar DHW system 

for a single-family dwelling in the distinct climates of Coimbra (Portugal) and Shiraz (Iran). The findings 

indicate that the cascade system can result in a 21% and 43% reduction in auxiliary energy demand respectively 

in Coimbra and Shiraz, thus significantly increasing the renewable energy share and enhancing energy 

efficiency in DHW systems.  

Keywords: DHW, Thermal storage, Adsorption, Cascade System, Solar energy 

1. Introduction 

Sorption heat storage has generated much interest due to its potential for long-term thermal energy storage 

(Scapino et al., 2017). It is a promising technology for enhancing the efficiency and sustainability of energy 

systems, particularly in the context of building applications. This method leverages the reversible chemical 

reactions between a sorbent material and water vapor to store and release thermal energy (Fernandes et al., 

2016). Salt hydrates, particularly, are highly effective sorbents due to their substantial energy storage densities 

and favorable thermodynamic properties (Yan and Zhang, 2022). For salt hydrate-based sorption heat storage, 

salt hydrates form new crystal structures by either dissociating or absorbing water molecules, thereby enabling 

the storage or release of thermal energy in the form of chemical bonds. The typical reaction can be represented 

as follows (Stitou et al., 1997; Xu et al., 2021): 

MX⋅xH2O(s) + yH2O(g) ↔MX(x+y)·H2O(s)+yΔHr                (eq. 1) 

Where MX·xH2O is a salt hydrate produced from the chemical salt MX and solvent H2O. MX and H2O 

constitute the working pair. ΔHr is the enthalpy of the chemical reaction. The operating principle of salt 

hydrate-based sorption heat storage can be classified into two charging (dehydration) and discharging 

(hydration) processes.  When exposed to heat, salt hydrates undergo a dehydration process, with the desorption 

heat being stored in the sorbent using a chemical bond. During cooler periods, the stored energy is released as 

the salts rehydrate, providing a reliable and efficient source of heat. This technology is particularly 

advantageous for long-term thermal energy storage, as it can be charged during periods of excess energy (such 

as summer) and discharged during times of high energy demand (such as winter), thereby reducing reliance on 

auxiliary heating systems and improving overall energy efficiency. 

The sorption storage system needs to provide the user with useful discharging temperature and energy storage 

density. To conciliate the requirement for high energy density and thermodynamic constraints like discharging 

and charging temperatures, it is possible to utilize two different thermochemical (storage) materials (TCM) in 

a cascade configuration (N’Tsoukpoe et al., 2016) – one with higher energy storage density but unable to 

provide the useful discharging temperature (TCM1) and other that can provide the useful temperature level 

under the set discharging constraints but with lower storage density (TCM2). In the end, the system can satisfy 

the user with the desired discharging temperature while the overall energy storage density is between the 
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respective energy storage densities of the two materials. 

The objective of this study is to assess the integration of single material sorption heat storage (Fig. 1a) with a 

solar DHW production system and compare its performance with a cascade configuration (Fig. 1b), by 

evaluating the system efficiency in reducing the auxiliary energy demand in relation to the conventional DHW 

system. The storage unit performs both charging and discharging processes at the same time and at every 

moment. This assessment is performed for the mild climate of Coimbra (Portugal) and the harsher climate of 

Shiraz (Iran). 

 

Fig. 1: (a) Single material heat storage configuration; (b) cascade heat storage configuration. Ttank, Tuse and Tinterm are the 

minimum outlet temperature of the tank, end-use temperature, and intermediate temperature. 

 

2. Problem Description and Methodology 

The auxiliary energy reduction percentage of the solar DHW sorption storage system in relation to the 

conventional system (without sorption storage) is calculated for two scenarios: (i) integration of a single-

material sorption thermal storage, and (ii) integration of a cascade sorption thermal storage. The conventional 

solar DHW system (Error! Reference source not found.) is simulated in TRNSYS 18 to calculate the 

auxiliary heat (Qaux) required during a year. The simulation is then performed for the integrated solar DHW 

system (Error! Reference source not found.) with single-material and cascade sorption thermal storage under 

the following thermodynamic constraints: 

• For discharge, a minimum temperature of 55 °C has been defined to satisfy the need for DHW.  

• The maximum output of the hot water tank has been set to 100 °C, which is adopted as the 

maximum charging temperature.  

• The heat sink provides a condensation temperature of 22 °C and the low-temperature heat source an 

evaporation temperature of 10 °C. 
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Fig. 2: Conventional solar DHW system. 

 

Fig. 3: Solar DHW system integrated with sorption storage unit. 

In the conventional system, the outlet flow from the hot water tank, heated by solar energy, flows through the 

auxiliary heater, where, if the temperature is below the set point at the storage tank outlet, it is heated to reach 

the desired temperature. In the integrated DHW system with an energy storage unit, the outlet fluid flow from 

the storage tank first passes through the sorption storage unit (STCES), before entering the auxiliary heater. 

The thermal energy dynamics of the storage unit, consisting of two TCM, are simulated to manage 

simultaneous heat storage and release based on the inlet fluid temperature. When the fluid's temperature 

exceeds 55 °C, the system charges by storing heat in the TCMs, with the amount of stored heat being limited 

to predefined maximum values of each TCM. Conversely, when the temperature is lower than 55 °C, the 

system discharges by releasing stored heat to the fluid. The system continuously tracks the total stored, 

released, and remaining energy, ensuring accurate energy management within the storage unit. This method 

allows an understanding of the efficiency and behavior of the thermal energy storage system under varying 

operational conditions.  

As for typical domestic hot water consumption patterns, Fuentes et al. (2018) provided information for 

different European countries, referring to a value of 0.04 m3 day-1 person-1 for Portugal. Error! Reference 

source not found. illustrates a daily consumption pattern for a single-family of 4 people (0.16 m3 day-1) 

considered for both Shiraz and Coimbra, for which the main consumption peaks occur in the morning and the 
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evening.  

 

Fig. 4: Daily hot water consumption profile considered for a single-family of 4 people in Coimbra and Shiraz. 

The primary task in designing a sorption thermal storage system is to select the appropriate material. Based on 

the previously mentioned thermodynamic constraints, the selection criteria for the main material are as follows: 

• Under a condensation vapor pressure of 2600Pa (26 mbar) (corresponding to the water vapor pressure 

at 22 °C), the equilibrium temperature of the material should not exceed 100°C, to meet the maximum 

charging temperature requirement. 

• Under an evaporator vapor pressure of 1200 Pa (12 mbar) (corresponding to the water vapor pressure 

at 10 °C), the equilibrium temperature of the salt should be above 55 °C, to fulfill the requirement of 

a discharging temperature of at least 55 °C. 

The thermodynamics constraints are represented on the equilibrium curves diagram of salt hydrates, Fig. 5. To 

satisfy both charging and discharging constraints (no. 1 and no. 2), the equilibrium curve of the salt must 

intersect both the charging and discharging constraint areas. As a result, possible salt hydrates that could be 

used as primary salt are represented in Tab. 1. Although Na2S·5-2H2O, with its large energy storage density 

(Dv), could be the best candidate, its main drawback is its toxicity. Among the other candidates, MgCl2·6-4H2O 

stands out due to its higher energy storage density and appropriate discharging temperature. Therefore, 

magnesium chloride has been selected as the storage material for the single-material storage system, with an 

energy storage density of 8.5×105 kJ, a charging temperature of 73.8 °C, and a discharging temperature of 

60.5 °C. 

Tab. 1: Possible salt hydrates to be used as primary salt. 

Hydrated Salt MgCl2·6H2O SrCl2·2H2O Na2S·5H2O 

Dehydrated Salt MgCl2·4H2O SrCl2·H2O Na2S·2H2O 

Tmelting [○C] 

Tdisch [○C] 

Tcharge [○C] 

Dv [kJ m-3] 

117 

60.5 

73.8 

8.5×105 

100 

58 

70 

8.1×105 

70.8 

65.8 

77.9 

1.8×106 
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Fig. 5: Equilibrium curves for various solid-gas reactions involving salt hydrates and thermodynamic constraints. To satisfy 

both charging and discharging constraints (no. 1 and no. 2), the equilibrium curve of the salt must intersect both the charging 

and discharging constraint areas. Reference data for the equilibrium curves are provided by N’Tsoukpoe et al. (2014). 

 

To design the cascade storage unit, it is assumed that the primary salt which can provide the required 55 °C 

has already been selected (MgCl2.6H2O), so the focus now shifts to identifying potential materials that could 

enhance the energy storage density of the process, as targeted by the cascading approach. To qualify:  

• The secondary salt must offer a reaction with a higher energy storage density than that of the primary 

salt (MgCl2.6-4H2O, 8.5×105 kJ m-3).  

• Additionally, the material must meet the discharging constraint no. 3 (Fig. 5): under an evaporator 

vapor pressure of 1200 Pa (12 mbar), the salt’s equilibrium temperature should exceed 25 °C, the 

minimum outlet temperature of the hot water tank. 

Possible salt hydrates that meet these criteria and could be used as secondary salts are listed in Tab. 2. To 

enhance the energy storage density of the sorption heat storage system, SrBr2·6-1H2O emerges as the most 

suitable material due to its significantly higher energy storage density. So, strontium bromide is selected as the 

secondary salt.  

Tab. 2: Possible salt hydrates to be used as secondary salt. 

Hydrated Salt SrBr2·6H2O SrCl2·6H2O KAl(SO4)2·12H2O Na2SiO3·5H2O  

Dehydrated 

Salt 

SrBr2·1H2O SrCl2·2H2O KAl(SO4)2·3H2O Na2SiO3·H2O  

Tmelting [○C] 

Tdisch [○C] 

Tcharge [○C] 

Dv [kJ m-3] 

88.6 

45.8 

55 

2.26×106 

61.3 

27 

37.8 

1.58×106 

65 

28.9 

42 

1.48×106 

N.A. 

29.8 

43 

1.6×106 

 

 

3. Results and discussion 

3.1. Single material TCES system 

The energy stored and released along with the remaining energy charts of the single material TCES system for 

Coimbra and Shiraz are shown in Fig. 6 and Error! Reference source not found., respectively.  Fig. 6a shows 

intermittent peaks for energy storage and release events around the middle of the year, particularly noticeable 

between 4380 hours (mid-year) and 6570 hours (three-quarters of the year) for Coimbra which are much less 

frequent and have lower magnitudes compared to Shiraz. Fig. 7a exhibits a much higher frequency and 
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magnitude for energy storage and release for Shiraz compared to Coimbra, indicating a more dynamic energy 

exchange. The peaks are more frequent and sustained, particularly notable towards the end of the year, which 

correlates with Shiraz's harsher climate and higher solar radiation levels. 

According to Fig. 6b, for Coimbra, the energy released predominantly surpasses the energy stored towards the 

latter half of the year, leading to low remaining energy values, and the overall trend suggests sporadic energy 

storage and consistent energy release in the mid to late parts of the year. While for Shiraz, the remaining energy 

shows a significant rise starting around 3650 hours (roughly mid-year) and peaks around 7300 hours, followed 

by a gradual decline, Fig. 7b. This indicates substantial energy accumulation in the mid to late parts of the 

year, consistent with the higher solar energy input due to the climatic conditions of Shiraz. The fact that there 

is an amount of energy left in the reactor at the end of the year may indicate an oversized reactor design, 

however, a multiyear simulation would be required to understand how this remaining energy affects the next 

annual cycle. 

 

 
Fig. 6: (a) energy stored and released, and (b) remaining energy of single material TCES system in Coimbra. 

 
Fig. 7: (a) energy stored and released, and (b) remaining energy of single material TCES system in Shiraz. 

 

The heat transfer rate of the auxiliary heater of the TCES system over a year are depicted for Coimbra and 

Shiraz in Fig. 8 and Fig. 9, respectively. According to Fig. 8, the auxiliary heater's activity is distributed 

throughout the year, with notable peaks in the first half. The heat transfer rate fluctuates significantly, reaching 

up to 3200 kJ h-1 frequently. This indicates a substantial need for auxiliary heating due to the inefficiency of 
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the TCES system. However, under Shiraz weather conditions, the auxiliary heater's activity is concentrated 

only in the first half of the year (Fig. 9). The heat transfer rate is generally lower compared to Coimbra, with 

peaks up to 3000 kJ h-1, but less frequently. This suggests less reliance on the auxiliary heater overall, due to 

higher solar radiation, which also promotes a more effective energy storage in the latter half of the year.  

 
Fig. 8: Heat transfer rate of the auxiliary heater in case of single-material TCES system in Coimbra.  

 

 
Fig. 9: Heat transfer rate of the auxiliary heater in case of single-material TCES system in Shiraz. 

3.2. Cascade TCES system 

Fig. 10 depicts the energy storage and release patterns, as well as the remaining energy trend of the cascade 

sorption energy storage using two thermochemical materials (TCMs): Strontium bromide (SrBr2) and 

magnesium chloride (MgCl2), for Coimbra during one year. Energy storage patterns are shown in Fig. 10a. For 

SrBr2 (magenta), energy storage occurs frequently throughout the year with significant peaks, especially 

between 2000 and 6000 hours. The storage activity reaches up to 180 kJ, indicating substantial energy storage 

events during these periods. The activity diminishes after 7000 hours, suggesting a seasonal dependency in the 

latter part of the year. For MgCl2 (yellow), energy storage events are rare and minimal compared to strontium 

bromide. The peaks are much lower, barely reaching above 60 kJ. This indicates that magnesium chloride is 

less effective or less utilized for energy storage in this climate.  

Energy release patterns are shown in Fig. 10b. For strontium bromide (blue), the energy release is sporadic but 

notable throughout the year, with peaks up to 240 kJ. There is a consistent pattern of release, particularly 

between 2000-4500 hours and 6500-8760 hours, indicating a seasonal dependency in the middle part of the 

year. Also, this aligns with the periods of significant energy storage, indicating active use of stored energy. 

For magnesium chloride (red), similar to storage, energy release events for are minimal. The release peaks are 

infrequent and low, barely reaching 60 kJ. This further confirms that MgCl2 plays a minor role in the energy 

management of the system.  

The total remaining energy for strontium bromide shows a steady increase, peaking around 6500 hours at 

approximately 500,000 kJ (Fig. 10c). After peaking, there is a gradual decline towards the end of the year. This 

trend suggests efficient storage and gradual utilization of energy throughout the year. The remaining energy 

for magnesium chloride is negligible, consistent with the low storage and release activity observed. This 

confirms its minimal contribution to the overall energy storage system. 
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Fig. 10: (a) Energy storage, (b) release patterns, and (c) remaining energy trend of the cascade TCES using two TCMs: Strontium 

Bromide and Magnesium Chloride, for Coimbra during a year. 

Regarding the effectiveness of TCMs, strontium bromide is highly effective in both storing and releasing 

energy, with substantial activity observed throughout the year. It shows a robust capacity to store energy and 

release it as needed, maintaining a high level of remaining energy. Magnesium chloride, on the other hand, is 

ineffective in this setup, with minimal storage and release activity. It has a negligible contribution to the total 

remaining energy, suggesting it is not suitable for the primary energy storage role in this system mainly due to 

its high charging temperature which limits its ability to store energy. Thus, the system heavily relies on SrBr2 

for energy storage and release, with active periods concentrated between 2000 and 7000 hours. This period 

represents seasons with significant temperature fluctuations requiring active energy management. The total 

remaining energy trend indicates efficient energy utilization, with a peak followed by a steady decline, ensuring 

energy availability throughout the year. 

Fig. 11 depicts the energy storage and release patterns, as well as the remaining energy trend of the cascade 

sorption energy storage using two TCMs, for Shiraz during one year. Regarding the energy storage patterns, 

shown in Fig. 11a, for strontium bromide (magenta), energy storage occurs frequently throughout the year, 

with significant peaks, particularly in the second half of the year. The storage activity reaches up to 200 kJ, 

indicating substantial energy storage events during these periods. Activity diminishes somewhat after 7300 

hours, suggesting a seasonal influence on energy storage needs. For magnesium chloride (orange), energy 

storage events are more frequent and higher compared to Coimbra, though still less than SrBr2. Peaks in storage 

reach above 120 kJ, indicating a more active role for magnesium chloride in Shiraz compared to Coimbra. This 

suggests that MgCl2 is more effective or more utilized for energy storage in this system in Shiraz. 
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Fig. 11: (a) Energy storage, (b) release patterns, and (c) remaining energy trend of the cascade TCES using two TCMs: Strontium 

Bromide and Magnesium Chloride, for Shiraz during a year. 

Energy release patterns are shown in Fig. 11b. For strontium bromide (blue), the energy release is consistent 

throughout the year with significant peaks, particularly in the first half of the year. Peaks reach up to more than 

240 kJ, indicating active use of stored energy. For magnesium chloride (red), energy release events for are 

frequent and significant in the second half of the year. The release peaks often reach up to 180 kJ, indicating 

active involvement in energy management. This further suggests a significant role for MgCl2 in the energy 

release process in Shiraz. 

The total remaining energy for strontium bromide (Fig. 11c) shows a steady increase, peaking around 6500 

hours at approximately 2,150,000 kJ. After peaking, there is a gradual decline towards the end of the year. This 

trend indicates efficient storage and gradual utilization of energy throughout the year. The remaining energy 

for magnesium chloride increases steadily but remains significantly lower than SrBr2. Peaks at around 7000 

hours and then shows a slight decline towards the end of the year. This confirms its supportive role in the 

overall energy storage system, though less dominant compared to strontium bromide. 

Strontium bromide is thus highly effective in both storing and releasing energy, with substantial activity 

observed throughout the year. It shows a robust capacity to store energy and release it as needed, maintaining 

a high level of remaining energy. Magnesium chloride is more effective and utilized in Shiraz compared to 

Coimbra. It plays a significant role in both energy storage and release, especially in the second half of the year. 

Overall, the system in Shiraz utilizes both TCMs more effectively than in Coimbra, with active periods for 

both. The total remaining energy trend indicates efficient energy utilization, with peaks followed by a steady 

decline, ensuring energy availability throughout the year. 

The heat transfer rate of the auxiliary heater in case of the cascade TCES system applied in Coimbra and Shiraz 

are shown in Fig. 12 and Fig. 13, respectively. The auxiliary heater's activity in Coimbra is high in the first 

half of the year, with peaks reaching up to 3200 kJ h-1. There is a significant amount of auxiliary heating 

required between 0 and 3650 hours, indicating the need for additional heat to maintain the fluid temperature 

due to the low amount of stored energy in TCES system to do so. However, after 3650 hours, due to the hours 

the increasing amount of stored energy beside the seasonal influence, the activity of the auxiliary heater 

diminishes but still shows sporadic peaks until the end of the year. 
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Fig. 12: Heat transfer rate of the cascade TCES system’s auxiliary heater in Coimbra. 

The auxiliary heater's activity in Shiraz is primarily concentrated in the first 2200 hours of the year, with peaks 

reaching up to 2400 kJ h-1. After this initial period, the auxiliary heater's activity drops significantly, showing 

minimal peaks for the remainder of the year until a minor peak at the end. This suggests that Shiraz requires 

intense auxiliary heating only during a specific period of the year, likely due to distinct seasonal variations and 

the effectiveness of the thermal storage unit during the latter half of the year, after the TCES system is 

effectively charged. 

 

Fig. 13:  Heat transfer rate of the cascade TCES system’s auxiliary heater in Shiraz. 

The performance of the single material and cascade thermochemical energy storage systems is evaluated in the 

two locations. The results are summarized in Tab. 3. They demonstrate the advantages of the cascade system 

in terms of auxiliary energy reduction in relation to the conventional system and energy storage capability. 

Tab. 3: Performance of the single material and cascade thermochemical energy storage system. 

System Conventional Single Cascade 

Location Coimbra Shiraz Coimbra Shiraz Coimbra Shiraz 

Ql  

(Energy rate to load from 

hot water tank) (kJ)                   
7.41E+06 9.18E+06 7.41E+06 9.18E+06 7.41E+06 9.18E+06 

Qaux 

(Auxiliary heat supplied 

by heater) (kJ)               
2.71E+06 7.25E+05 2.71E+06 5.27E+05 2.13E+06 4.13E+05 

Qs  

(total stored heat in 

thermal storage unit) (kJ)                      
_ _ 1.71E+03 2.11E+05 7.12E+05 2.73E+06 

Qr  

(Total released heat from 

thermal storage unit) (kJ)              
_ _ 1.71E+03 1.58E+05 5.13E+05 3.84E+05 

QS_MgCl2  

(Total stored heat in the 

reacor containing MgCl2 

hydrated salt) (kJ) 

_ _ _ _ 1.71E+03 2.27E+05 

QS_SrBr2  

(Total stored heat in the 

reactor containing SrBr2 

hydrated salt) (kJ)           

_ _ _ _ 7.10E+05 2.51E+06 
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QR_MgCl2 

 (Total released heat from 

the reacor containing 

MgCl2 hydrated salt) (kJ)                 

_ _ _ _ 1.71E+03 2.29E+05 

QR_SrBr2 

 (Total released heat from 

the reacor containing 

SrBr2 hydrated salt) (kJ)                 

_ _ _ _ 5.11E+05 1.55E+05 

Auxiliary heat 

 reduction percentage in 

relation to conventional 

system (%) 

_ _ 0.1 27.3 21.4 43.1 

 
The cascade system in Coimbra achieved a 21.4% reduction in auxiliary energy demand in relation to the 

conventional system, compared to only 0.1% for the single material system. Similarly, in Shiraz, the cascade 

system showed a significant reduction of 43.1%, while the single material system achieved a 27.3% reduction. 

These results highlight the superior performance of the cascade system in optimizing energy storage and 

reducing auxiliary energy requirements. 

The cascade system's ability to balance the thermodynamic constraints and user requirements allows it to 

perform more efficiently under varying climatic conditions. The integration of different storage materials in a 

cascade configuration enables the system to provide the necessary discharge temperature while maintaining a 

high energy storage density. This makes the cascade thermochemical energy storage system a more viable 

solution for solar DHW applications. Moreover, as seen in the case of Shiraz, where the system can consistently 

present a net positive storage rate in the hotter months, it can effectively improve the overall system’s 

performance, allowing, for example, the storage energy to be used to satisfy other requirements or to be 

seasonally stored. 

Additionally, the analysis of two different TCMs indicates that selecting the primary material based on the 

local weather conditions and its charging temperature is more advantageous than selecting it based solely on 

its nominal storage density. In this study, for instance, the charging temperature of MgCl₂·6H₂O, the primary 

salt, is approximately 73.8°C. However, in Coimbra, the outlet temperature of the hot water tank rarely reaches 

this value, rendering magnesium chloride less effective in this climate. Conversely, in Shiraz, where the climate 

is harsher and the outlet temperature of the hot water tank frequently exceeds the charging temperature of 

MgCl₂·6H₂O, this salt proves to be more effective in the cascade system. Therefore, a more detailed analysis 

of how the charging temperature of the primary TCM impacts the efficiency of the cascade thermochemical 

energy storage integrated with DHW systems would be highly beneficial. 

4. Conclusion  

The study evaluates the performance of single material and cascade thermochemical energy storage systems 

integrated with solar domestic hot water (DHW) systems in different climatic conditions of Coimbra (Portugal) 

and Shiraz (Iran). The findings indicate that the cascade system, using a combination of MgCl₂·6H₂O and 

SrBr₂·6H₂O, significantly reduces auxiliary energy demand by 21% in Coimbra and 43% in Shiraz, compared 

to conventional systems. This reduction underscores the cascade system's efficiency in optimizing energy 

storage and discharge temperatures. The single material system, while effective, demonstrated limited 

performance improvements, particularly in milder climates like Coimbra. The cascade configuration's ability 

to leverage the unique properties of different storage materials enables it to meet the energy demands more 

effectively, thus enhancing the renewable energy share and overall efficiency of the DHW systems. 

Additionally, the study highlights the importance of selecting primary thermochemical materials based on local 

climatic conditions as well as its charging temperature to maximize the system's efficiency, as evidenced by 

the varying effectiveness of MgCl₂·6H₂O in different environments. This comprehensive analysis confirms 

the viability of cascade thermochemical energy storage systems in improving solar DHW applications, 

promoting sustainable and efficient energy use. Future work should focus on multi-year simulations and the 

exploration of other material combinations to further optimize these systems. 
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Abstract 

In the paper, series of numerical investigations have been performed in order to evaluate the influence of fin 

thickness on melting and solidification performance inside the shell-and-tube type longitudinally finned latent 

thermal energy storage (LTES). The LTES uses water as the heat transfer fluid (HTF) and RT 25 paraffin as 

the phase change material (PCM). Using experimentally validated mathematical model and numerical 

procedure, numerical investigations of PCM melting and solidification have been carried out for various fin 

thicknesses; 0.5 mm, 2 mm and 4 mm. Thermal energy stored in 8 h of charging, during which the PCM melts, 

and released in 12 h of discharging, during which the PCM solidifies, as well as melting and solidification 

rates, were compared. Time-wise variations of average liquid fractions and fin temperatures have been obtained 

for all configurations during melting and solidification processes. The results indicate that, due to increased 

fin capacity, thicker fins expedite melting/solidification rate. However, due to reduced amount of the PCM as 

the result of using thicker fins, less thermal energy can be stored in and released from the LTES. As indicated 

by the investigation, fin thickness is an influential geometry parameter which should be carefully selected in 

order to maximize the LTES thermal performance. 

Keywords: Latent thermal energy storage, melting and solidification, fin thickness, numerical investigation. 

1. Introduction 

Thermal energy storage plays a crucial role in solar energy-based thermal systems. Since solar energy is only 

available during the day, thermal energy storage helps bridge the gap between solar energy availability and 

heating demand, thereby improving the efficiency of the thermal system. There are three types of thermal 

energy storage: sensible, latent, and thermochemical. In latent thermal energy storage (LTES) system, the heat 

acquired by solar collectors is transferred to a phase change material (PCM) through a heat transfer fluid (HTF) 

during the charging period (melting) and released during the discharging period (solidification). LTES are 

implemented in various fields of thermal engineering, e.g. domestic heating systems, refrigeration, solar-

powered plants and processing facilities etc. However, a major downside of LTES technology is relatively low 

thermal conductivity of the PCMs, especially organics, which include paraffins and fatty acids, mostly used in 

low temperature HVAC systems. This hinders heat transfer, resulting in reduced charging/discharging power 

and less accumulated/released energy (Khan et al., 2016). To overcome this issue, several approaches can be 

adopted. Varying the LTES geometry parameters, such as increasing the LTES length/height, aspect ratios and 

tube diameters (Modi et al., 2023) or implementing fins results in increased heat transfer surface area and/or 

decreased PCM thickness (thus decreasing the PCM thermal resistance), which both increase the overall heat 

transfer. The PCM effective thermal conductivity can be enhanced by inserting high conductivity nanoparticles 

(Yu et al., 2023), foams (Fteiti et al., 2023) or matrices (Kumar and Saha, 2020) into the PCM. Due to their 

affordability and simplicity in design, manufacture and implementation process, the addition of fins is the most 

commonly used enhancement (Liu et al., 2012). A variety of fin designs has been investigated experimentally 

and numerically, and their geometry parameters have been optimized according to specified objectives. 

Rathod and Banerjee (2015) have experimentally investigated charging and discharging performance 

enhancement in a shell-and-tube LTES using stearic acid as the PCM and water as the HTF. By installing three 

longitudinal fins, melting time has been reduced by up to 25%, while solidification time has been reduced by 

up to 44% in comparison to the plain tube configuration. Z. Khan and Z.A. Khan (2017) have experimentally 
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investigated LTES thermal performance during charging in a LTES with novel type longitudinal fins. 

Compared to the plain tube configuration, melting time and mean charging power have been enhanced by up 

to 70%. The effect of using eight longitudinal fins per tube on the charging/discharging process of shell-and-

tube LTES was quantitatively compared by Kirincic et al. (2021a), assessing the performance of a finned 

design against a configuration without fins. The implementation of fins resulted in a significant enhancement 

of thermal performance throughout both the charging and discharging cycles. In comparison to the finless 

design, the addition of fins reduced melting/solidification time by 52%/43%. To examine the overall efficiency 

of the LTES, comprehensive LTES efficiency was defined as the ratio of stored/released thermal energy and 

the maximum LTES thermal capacity for the finless design. The finned design exhibited superior performance 

compared to the design without fins, as the chosen fin type and parameters did not notably decrease the amount 

of stored/released thermal energy while substantially promoting the heat transfer rate. 

Yu et al. (2020) investigated the melting behavior of RT 58 paraffin in a horizontal LTES with eight non-

uniformly distributed longitudinal fins. They performed an optimization of fin angle gradient and fin thickness 

gradient with the objective of minimizing melting time. For the optimized LTES configuration, a decrease in 

total melting time by 30.5% in comparison with the uniform fin configuration was observed. Yang et al. (2017) 

investigated the influence of radial fins on heat transfer in a shell-and-tube LTES which uses paraffin as the 

PCM and water as the HTF. The influence of fin number, fin thickness and fin spacing on heat transfer was 

assessed and a decrease in melting time by 65% compared to the equivalent time in the finless configuration 

was observed. Additionally, the authors noted that increasing fin number and fin thickness beyond a specific 

value can have a negative effect on heat transfer, as well as LTES heat storing/releasing capacity as the 

influence of natural convection and the amount of the PCM are both reduced. 

In this paper, influence of fin thickness on LTES thermal performance during melting and solidification 

processes is numerically evaluated by comparing melting/solidification rates and energies stored in 8 h of 

charging and released in 12 h of discharging for LTES configurations with fin thicknesses of 0.5 mm, 2 mm 

and 4 mm. 

 

2. Mathematical model and numerical solving 

2.1 Physical problem and computational domain 

Numerical investigation has been conducted on the PCM melting and solidification in a vertically oriented 

shell-and-tube LTES tank. The LTES tank consists of a 950 mm diameter outer shell and has a height of 1500 

mm, with 19 concentric aluminum tubes with inner and outer diameters of 25 mm and 30 mm, respectively. 

Water is used as the HTF and flows through the tubes, entering the tank at the top. The PCM used is technical 

grade paraffin (RT 25), which fills the shell-side. During the charging process (daytime), hot HTF transfers 

heat to the PCM, causing it to melt and accumulate heat. During the discharging process (nighttime), the PCM 

solidifies and releases stored heat to the cold HTF. Each tube features eight equidistant longitudinal fins 

installed on the PCM-side. The fins are 66 mm wide with fin investigated thicknesses of 0.5, 2 and 4 mm. 

Performed experimental investigations on low temperature organic PCM indicate that the melting process is 

non-isothermal, occurring within a narrow temperature range, while solidification is typically isothermal at a 

nearly constant temperature. These distinctions have been taken into account and thermophysical properties of 

the PCM used in the numerical investigation, based on the manufacturer’s data sheet (Rubitherm GmbH, 2018), 

are given in Tab. 1. 

The computational domain represents the smallest segment of the analyzed physical problem and encompasses 

all physical phenomena within the LTES tank. In the multi-tube LTES, thermal behavior in and around 

geometrically identical tubes is very similar, i.e. observing the physical phenomena in and around one HTF 

tube is sufficiently representative of the thermal behavior of the whole LTES. Regions of influence of each 

tube can be defined with circles circumscribed around each of them, with the diameter of the circles being 

equal to the tube pitch. Therefore, it is sufficient to investigate the heat transfer process around a single tube 

and its PCM annulus. Due to the tube geometry and physical symmetry, the investigated region can be further 

simplified so that includes one-eighth of a single tube, containing the corresponding HTF segment, tube 
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segment, halves of adjacent fins and its surrounding PCM annulus segment. The computational domain is 

divided into three subdomains: the HTF subdomain, the tube wall and fins subdomain, and the PCM 

subdomain. In Figure 1, tube configuration inside the LTES, a single tube and its surrounding PCM annulus, 

as well as the selected computational domain are shown. 

 

Tab. 1. Thermophysical properties of the PCM 

Property PCM 

Melting temperature range, °C 18-25 

Solidification temperature, °C 25 

Specific heat capacity, J/kgK 2000 

Specific latent heat, J/kg 170000 

Thermal conductivity, W/mK 0.2 

Density, kg/m3 820 

Dynamic viscosity, Pa⸳s 0.0036 

Thermal expansion coefficient, 1/K 0.001 

 

 

Fig. 1. Investigated LTES tank, a) top view, b) longitudinal cross-section view, c) transversal cross-section of a single finned 

tube with surrounding PCM annulus and denoted computational domain, d) selected computational domain in 3D view. 

 

2.1 Governing equations, initial and boundary conditions 

For the physical problem involving a transient conjugated problem that includes forced convection, 

conduction, and phase change heat transfer, including natural convection occurring in the liquid phase of the 

PCM, a 3D mathematical model has been developed. It uses the enthalpy formulation describe heat transfer 

during the melting and solidification of the PCM, where specific enthalpy is the calculated variable instead of 

temperature in the PCM energy equation. Natural convection in the liquid phase of the PCM significantly 

affects heat transfer during melting but has only a minor impact during solidification. Previous work by the 
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authors has shown that neglecting natural convection during solidification leads to a small error but 

significantly reduces computation time (Kirincic et al., 2021b). Therefore, in the current study, natural 

convection in the PCM subdomain is considered only during the melting process. 

Several assumptions have been made regarding the physical properties, such as assuming constant 

thermophysical properties for all materials, homogeneous and isotropic PCM with equal physical properties in 

both solid and liquid phases, incompressible and laminar flow of the HTF and liquid PCM during melting 

(with both fluids considered as Newtonian). The operating conditions assume constant HTF inlet velocities 

and inlet temperatures, uniform initial temperature distributions throughout the computational domain for both 

charging and discharging analyses, and neglecting heat dissipation through the top and bottom of the LTES 

tank. Modeling of natural convection effects in the liquid PCM during melting has been included through the 

Boussinesq approximation. 

The governing equations, based on these assumptions, are applied to each subdomain and are presented below. 

For concision, momentum equations have been condensed so that i represents x, y and z direction in their 

respective equations. 

HTF 

• continuity 

div �⃗⃗⃗� = 0    (eq. 1) 

• momentum 

𝜕(𝜌𝐻𝑇𝐹∙𝑤𝑖)

𝜕𝑡
+ div(𝜌𝐻𝑇𝐹 ∙ 𝑤𝑖 ∙ �⃗⃗⃗� ) =

𝜕𝑝

𝜕𝑖
+ div(𝜇𝐻𝑇𝐹 ∙ grad 𝑤𝑖)   (eq. 2) 

• energy 

𝜕(𝜌𝐻𝑇𝐹∙𝑇)

𝜕𝑡
+ div(𝜌𝐻𝑇𝐹 ∙ �⃗⃗⃗� ∙ 𝑇) =

𝑘𝐻𝑇𝐹

𝑐𝐻𝑇𝐹
div(grad 𝑇)    (eq. 3) 

 

Wall 

• energy 

𝑑𝑖𝑣(𝜌𝑤 ∙ �⃗⃗⃗� ∙ 𝑇) =
𝑘𝑤

𝑐𝑤
div(grad 𝑇)   (eq. 4) 

 

PCM 

• continuity 

div �⃗⃗⃗� = 0    (eq. 5) 

• momentum 

𝜕(𝜌𝑃𝐶𝑀∙𝑤𝑖)

𝜕𝑡
+ div(𝜌𝑃𝐶𝑀 ∙ 𝑤𝑖 ∙ �⃗⃗⃗� ) = (𝜌𝑃𝐶𝑀 − 𝜌0,𝑃𝐶𝑀) ∙ 𝑔𝑖 −

𝜕𝑝∗

𝜕𝑖
+ div(𝜇𝑃𝐶𝑀 ∙ grad 𝑤𝑖) + 𝑆𝑖  (eq. 6) 

 

Momentum sinks are incorporated to consider the velocity damping that occurs within the phase change region 

of the PCM (referred to as the "mushy zone"). The mushy zone is characterized as a porous region (Brent et 

al., 1988), and the formulations for the momentum sinks are based on the Carman-Kozeny equations, which 

describe flow through porous media: 

𝑆𝑖 =
(1−𝛾)2

𝛾3+𝜀
∙ 𝐴𝑚𝑢𝑠ℎ ∙ 𝑤𝑖    (eq. 7) 

 

The intensity of velocity damping is dependent on Amush [kg/m3s], a morphological or „mushy zone” constant, 

which is usually a large number. In the present investigation, a value of 106 has been used. Dividing by zero is 
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prevented by including the parameter ε, a very small number, set in the expressions to 0.001. The parameter γ 

is the liquid fraction and it represents the porosity of a cell in the mushy zone. When the specific enthalpy in 

the PCM region is between Hs and Hl, liquid fraction is calculated as: 

𝛾 =
𝐻−𝐻𝑠

𝐻𝑙−𝐻𝑠
    (eq. 8) 

Hs represents solidus specific enthalpy and has a value of cPCM∙Ts and Hl represents liquidus specific enthalpy, 

with the value of cPCM∙Tl+L. 

• energy 

𝜕(𝜌𝑃𝐶𝑀∙𝐻)

𝜕𝑡
+ div(𝜌𝑃𝐶𝑀 ∙ �⃗⃗⃗� ∙ 𝐻) =

𝑘𝑃𝐶𝑀

𝑐𝑃𝐶𝑀
div(grad 𝐻)    (eq. 9) 

 

Temperature is calculated from numerically obtained specific enthalpies in the following way: 

𝐻 ≤ 𝐻𝑠  → 𝑇 =
𝐻

𝑐𝑃𝐶𝑀
    (eq. 10) 

𝐻𝑠 ≤ 𝐻 ≤ 𝐻𝑙  → 𝑇 = 𝑇𝑠 + (𝑇𝑙 − 𝑇𝑠) ∙
𝐻−𝐻𝑠

𝑐𝑃𝐶𝑀∙(𝑇𝑙−𝑇𝑠)+𝐿
    (eq. 11) 

𝐻 ≥ 𝐻𝑙  → 𝑇 =
𝐻−𝐿

𝑐𝑃𝐶𝑀
    (eq. 12) 

 

Equations (1)-(6) and (9) are solved when melting processes are simulated. When solidification processes are 

considered, governing equations regarding the PCM subdomain are reduced to the energy equation, describing 

conductive heat transfer: 

𝜕(𝜌𝑃𝐶𝑀∙𝐻)

𝜕𝑡
=

𝑘𝑃𝐶𝑀

𝑐𝑃𝐶𝑀
div(grad 𝐻)    (eq. 13) 

 

Equations (1)-(4) remain unchanged when solidification processes are investigated since they are governing 

equations for the HTF and wall subdomains. 

In the initial moment, uniform temperature distribution throughout the computational domain is defined, below 

the solidus temperature in melting simulations and above solidification temperature in solidification 

simulations. Also, the HTF is assumed to be stationary, i.e. its velocity has been set to zero. It can be written: 

𝑇 = 𝑇𝑖𝑛𝑖𝑡; 𝑤𝑥 = 0; 𝑤𝑦 = 0; 𝑤𝑧 = 0   (eq. 14) 

 

Boundary conditions are defined at the outer boundaries of the computational domain and at the boundaries 

between subdomains. The inlet boundary condition is specified at the HTF inlet, providing the inlet 

temperature and velocity values. The outlet boundary condition assumes fully developed fluid flow, where 

there is no variation in variables in the flow direction, and is applied at the HTF outlet. 

At the top and bottom regions of the PCM and wall, adiabatic boundary conditions are applied, considering 

them to be perfectly insulated. In the fluid PCM subdomain (in melting simulations), the no-slip condition is 

also applied at these boundaries, indicating that the fluid velocity at the boundary is zero. Heat transfer by 

conduction is defined in the thin layer along the boundaries between the HTF and the wall, as well as between 

the PCM and the wall. Furthermore, at those boundaries, the no-slip condition is also applied in the HTF 

subdomain, as well as in the PCM subdomain in melting simulations. For the outer domain boundaries in the 

HTF, wall and PCM subdomains, symmetry boundary conditions are defined, assuming that the flow and 

temperature profiles are symmetrical with respect to these boundaries. A schematic of the boundary conditions 

has been provided in Fig. 2. In Fig. 2, asterisks (*) denote that the expression is only applied when natural 

convection is considered, i.e. in melting investigations. 

 
J. Batista et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

563



 

Fig. 2. Boundary conditions schematic in the xy plane and in 3D view 

 

2.2 Numerical procedure 

Numerical solution has been obtained by ANSYS Fluent numerical solver that uses the finite volume method 

(Versteeg and Malalasekera, 1995). Pressure and velocity fields have been coupled using the SIMPLE 

algorithm. Pressure Staggering Option scheme (PRESTO!) has been used to discretize pressure correction 

equations. Quadratic upwind scheme (QUICK) has been used to discretize convective terms in momentum and 

energy equations. Fully implicit discretization in time has been implemented. Under-relaxation factors of 0.3, 

0.6 and 1 have been used for pressure, momentum and energy equations, respectively. Convergence criteria of 

10-3 for continuity and 10-6 for momentum and energy equations have been used. 

Temperature was coupled with specific enthalpy at the boundaries between the wall (tube and fins) and the 

PCM subdomains using a series of self-written user-defined functions (UDFs). Momentum sinks, as described 

in eq. (7), and the conversion of specific enthalpy to temperature according to eqs. (10)-(12) were implemented 

into the numerical procedure using UDFs. Mesh and timestep independence studies were previously performed 

(Kirincic et al., 2024a,b) and appropriate mesh size (268500 cells) and timestep (0.1 s) have been selected. 

 

3. Experimental validation 

Validation of the mathematical model and numerical procedure was performed through experimental 

measurements conducted on the constructed LTES tank with the specified geometry characteristics and fin 

thickness of 2 mm. The LTES tank used Rubitherm's RT 25 paraffin as the PCM and water as the HTF. To 

prevent heat dissipation to the surroundings, the tank was insulated with expanded rubber foam. The 

experimental measurements took place at the Laboratory for Thermal Measurements at the University of 

Rijeka, Faculty of Engineering. 

The experimental setup consisted of a shell-and-tube LTES tank, water-water heat pump with hot and cold 

water supply tanks, a control valve, circulation pumps, temperature sensors, flow meters, and an automatic 

control system to maintain a constant water temperature at the LTES inlet. A full description of the 

experimental system can be found in Kirincic et al. (2021c). Temperature measuring was performed using 

thermocouples, with measurement uncertainty of 0.37 °C (Kirincic, 2021), placed at specific positions around 

selected tubes on the PCM-side of the tank, as well as at the water inlet and outlet. Measured temperatures 

were recorded and stored into computer memory at 10-second intervals through a LabView application, which 

received and processed data from the data acquisition unit. Parts of the experimental setup, as well as the 

positions of thermocouples around a single examined tube are shown in Fig. 3. 
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Fig. 3. Experimental setup, a) experimental LTES tank, b) data acquisition set and personal computer, c) thermocouples 

position and nomenclature 

 

Experimental measurements were performed during the PCM melting and solidification processes for a variety 

of operating conditions. Validation was performed by comparing the PCM transient temperature variations 

obtained numerically with those obtained experimentally during both melting and solidification processes. In 

Fig. 4, a comparison of transient PCM temperature variations obtained experimentally and numerically during 

both melting and solidification processes at position T3 is shown. 

 

Fig. 4. Comparison of transient temperature variations during melting and solidification obtained experimentally and 

numerically at position T3 

 

The comparison was performed with the total HTF mass flow rate of 0.185 kg/s, which corresponds to an inlet 

velocity of 0.02 m/s through each tube. For the melting process, the HTF inlet temperature was 37 °C, while 

for the solidification process, the HTF inlet temperature was 10 °C. Initial temperatures of the PCM were 

uniform throughout the domain at the start of both melting and solidification experiments and were 13 °C and 

42 °C, respectively. As evident from Fig. 4, good agreement between experimental and numerical results was 

observed for both melting and solidification processes. Additional comparisons, featuring different axial and 

radial positions and discussion of relative errors between experimental and numerical results, can be found in 

Kirincic et al. (2021b). 

0

5

10

15

20

25

30

35

40

45

50

0 2 4 6 8 10 12

T
em

p
er

at
u

re
 [
 C

]

Time [h]

Experimental T3 (melting) Numerical T3 (melting)

Experimental T3 (solidification) Numerical T3 (solidification)

T3 T3

T3T3

 
J. Batista et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

565



4. Numerical results and discussion 

Influence of fin thickness (δ) on heat transfer during PCM melting and solidification processes has been 

numerically investigated by comparing thermal performances of three LTES configurations with different fin 

thicknesses; 0.5 mm, 2 mm and 4 mm. The numerical investigation has been performed with the HTF inlet 

velocity (wHTF,in) of 0.02 m/s in both melting and solidification investigations. HTF inlet temperature (THTF,in) 

was 42 °C in melting investigations and 7 °C in solidification investigations. Initial temperature (TPCM,init) was 

homogenous throughout the domain; 13 °C in melting investigations and 42 °C in solidification investigations. 

Since there is a slightly larger initial temperature difference between the HTF in the PCM in solidification 

investigations compared to melting investigations, LTES discharging capacity is approximately 5% larger as 

a result. 

Thermal performances of LTES with different fin thicknesses have been assessed by comparing melting and 

solidification rates, through temperature and liquid fraction distributions, transient average liquid fraction 

variations and transient variations of average fin temperatures, as well as stored and released thermal energies 

in selected charging and discharging times for the PCM annulus surrounding a single HTF tube. 

For investigated LTES configurations with selected fin thicknesses, temperature and liquid fraction 

distributions in the xy plane at z = 750 mm have been shown during melting in calculation times of 1, 3 and 5 

h (Fig. 5) and during solidification in calculation times 2, 5 and 8 h (Fig. 6), while transient average variations 

of liquid fraction during melting and solidification have been shown in Fig. 7. 

 

Fig. 5. Temperature (a) and liquid fraction (b) distributions obtained during melting in the xy plane at z = 0.75 m for LTES 

configurations with fin thicknesses of 0.5 mm, 2 mm and 4 mm 

 

From the comparison of temperature and liquid fraction distributions of LTES configuration with different fin 

thicknesses in equivalent calculation times, it can be concluded that the most intense heat transfer for both 

melting and solidification processes is achieved for the largest fin thickness of 4 mm, while the least intense 

heat transfer is achieved for the smallest fin thickness of 0.5 mm. From liquid fraction distributions, a faster 

advancement of both the melting and solidification front can be seen in the configuration with the largest 

considered fin thickness. Similar can be observed from the variations of liquid fraction, from which melting 

and solidification times can be observed. Melting time for the LTES configurations with 4 mm, 2 mm and 0.5 

mm fin thicknesses are 8.67 h, 9.17 h and 11.75 h, respectively, while solidification times for same 

ṁHTF = 0.185 kg/s wHTF,in = 0.02 m/s THTF,in = 42  C TPCM,init = 13  C

42.039.136.233.330.427.524.621.718.815.913.0

1.00.90.80.70.60.50.40.30.20.10.0
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configurations are 12.89 h, 14.48 h and 16.64 h, respectively. The investigation also revealed that variations 

in fin thickness surface area modestly affect heat transfer, as they are increased by 1.5% and decreased by 

1.1% in configurations with 4 mm and 0.5 mm compared to the 2 mm fin configurations, respectively. 

Significant difference in heat transfer is a result of a significantly larger heat capacity of thicker fins, which is 

directly linked to fin volume and consequently, its mass. For thicker fins, this results in higher average fin 

temperatures throughout the entire charging process and lower average fin temperatures throughout the 

discharging process. In order to illustrate that, transient variations of average fin temperatures during charging 

and discharging have been provided in Fig. 8. 

 

Fig. 6. Temperature (a) and liquid fraction (b) distributions obtained during solidification in the xy plane at z = 0.75 m for 

LTES configurations with fin thicknesses of 0.5 mm, 2 mm and 4 mm 

 

 

Fig. 7. Comparison of transient average liquid fraction variations during melting (left) and solidification (right) for LTES 

configurations with fin thicknesses of 0.5 mm, 2 mm and 4 mm 

 

However, increasing fin thickness in a LTES of constant volume also means that the LTES thermal energy 

storing capacity reduces. For a single LTES tube and its surrounding PCM annulus, values of thermal energy 

stored in 8 h and released in 12 h have been given in Fig. 9. Stored and released thermal energies are calculated 

as a sum of sensible and latent thermal energies obtained for the PCM region surrounding the tube. It can be 

observed that in the 8 h of charging the most thermal energy is stored inside the LTES with 2 mm fin thickness, 
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6163.3 kJ. Due to lower fin heat capacity resulting in poorer heat transfer, less thermal energy is stored inside 

the LTES with 0.5 mm fin thickness, 6055.9 kJ. For the LTES with 4 mm fin thickness, 6059.7 kJ is stored in 

the equivalent charging time. Similarly, in 12 h of discharging, the most thermal energy is also released for the 

LTES with 2 mm thick fins, 6297.8 kJ, while for LTES configurations with 0.5 mm (6158.7 kJ) and 4 mm 

thick fins (6291.3 kJ), less thermal energy was released due to lower fin capacity which resulted in lesser heat 

transfer and reduced amount of the PCM, respectively. Even though thicker fins are beneficial for heat transfer, 

they decrease the amount of the PCM inside the LTES and result in less stored thermal energy. 

 

Fig. 8. Comparison of transient average fin temperatures variations during melting (left) and solidification (right) for LTES 

configurations with fin thicknesses of 0.5 mm, 2 mm and 4 mm 

 

 

Fig. 9. Comparison of thermal energies stored during 8 h of charging (left) and released during 12 h of discharging (right) for 

LTES configurations with fin thicknesses of 0.5 mm, 2 mm and 4 mm 

 

5. Conclusion 

The paper presented the results of the numerical investigation of the influence of fin thickness on longitudinally 

finned LTES melting and solidification thermal performance. LTES configurations with fin thicknesses of 0.5 

mm, 2 mm and 4 mm were investigated and it was observed from temperature and liquid fraction distributions, 

transient variations of average liquid fraction and average fin temperatures that thicker fins considerably 

expedite melting/solidification rate. However, thicker fins also reduce the amount of the PCM inside the LTES, 

which can result in reduced LTES thermal energy storing/releasing capacity. As observed from obtained 

stored/released thermal energies for analyzed fin thicknesses, the largest amount of thermal energy was 

stored/released for the configuration with 2 mm fin thickness. Based on the investigation, it is evident that fin 

thickness is an influential geometry parameter which needs to be selected carefully in order to enhance the 

LTES thermal performance. 
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List of symbols 

Amush morphological constant (kg/m3s) 

c specific heat capacity (J/kgK) 

g gravitational acceleration (m/s2) 

H specific enthalpy (J/kg) 

k thermal conductivity (W/mK) 

L specific latent heat (J/kg) 

ṁ mass flow rate (kg/s) 

p pressure (Pa) 

p* pressure reduced by hydrostatic component (Pa) 

S source term in momentum equations (N/m3) 

T temperature (K) 

t time (s) 

w velocity (m/s) 

x, y, z spatial coordinates (m) 

β thermal expansion coefficient (1/K) 

γ liquid fraction (-) 

δ fin thickness (m) 

ε numerical constant (-) 

μ dynamic viscosity (Pa∙s) 

ρ density (kg/m3) 

 

Subscripts 

 
0 reference 

HTF heat transfer fluid 

in inlet 

init initial 

l liquidus 

n normal 

PCM phase change material 

s solidus 

w wall 

x, y, z spatial coordinates 
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Abstract 

Thermal energy storage is a widely used solution to address the mismatch problems between energy 

availability and demand. However, research in this topic is still necessary to optimise the benefits of energy 

storage. For this purpose, many research groups have designed and built pilot facilities that allow the study of 

small pilot tanks for further optimization of storage parameters. Here, we present an experimental setup to 

study the charging and discharging of thermal energy in a storage tank intended for refrigeration. The facility 

consists of a chiller which cools down the heat transfer fluid (water/glycol mixture), an 80-litres inertia bath 

to enhance the chiller's cooling capacity, and a storage tank of 60 litres. A three-way valve allows to control 

the inlet storage tank temperature, and an electric heater is used with the purpose to study the tank discharging 

process. A theoretical model representing the energy balance equations for each pilot’s components is also 

presented to rationalise the experimental results. The model reproduces satisfactorily the operation of the 

system and shows that even minimal thermal losses must be accounted for. Finally, the energy stored in the 

tank is calculated, showing that up to 30% of the inlet energy is dissipated to the environment, which was also 

represented by the developed theoretical model. 

 

Keywords: Thermal energy storage, pilot facility, thermodynamic modelling 

1. Introduction 

The demand of energy for the development of our societies is continuously increasing during the last few 

decades, while this is in stark contrast with the necessity to reduce gas emissions. This combination has been 

the driving force for research in renewable energies and energy storage. Buildings is one of the sectors where 

the demand is increasing more rapidly, amounting to 132 exajoules in 2021, around 30% of the global energy 

consumption, according to the REN21 Global Status Report (Ren21, 2023), and around 75% of this demand 

is used for space heating and cooling. However, only 14% of the heating demand was covered with renewable 

energy in 2021, mainly due to the intermittency of the energy source and the mismatch between energy 

production and demand, in comparison to the easiness and fastness of fossil fuels-based technologies. 

Nevertheless, thermal energy storage is perfectly suited to cover this mismatch (Cabeza, 2022; Lizana, 2018).  

Several strategies have been developed, but the most widely extended ones are storing the thermal energy in 

the form of temperature variations of a substance (sensible heat) or inducing a phase change in a so-called 

phase change material, PCM, (Alva, 2018). Although the use of thermal energy storing is common in many 

different applications, there are many aspects that need further research, such as the internal structure of the 

tanks, the control strategies, or the development of new materials. For this purpose, many researchers have 

designed pilot plants that allow the study of small storage systems. The analysis of the results from these 
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experiments is then up scaled into real applications, but this requires a deep understanding of the pilot facility. 

For instance, Koukou et al. (Koukou, 2020) built a prototype storage system based on PCMs, and with two 

different energy sources, solar and geothermal energy. Two different PCMs were tested, and the most stable 

output is proposed as optimal for their application. Weiss et al. (Weiss, 2021) studied numerically the 

stratification inside a tank to conclude that the idealised flow distribution misestimated the thickness of the 

thermocline and optimised the inlet location for their application. In refrigeration applications, Selvnes et al. 

(Selvnes, 2021) designed and tested a novel plates-in-tank storage unit, integrated in a pilot facility modelling 

industrial refrigeration systems based on CO2. Even more, the combination of modelling and experiments 

improves the understanding of an actual facility, in particular for the analysis of heat losses in a storage tank, 

as performed by Mawire (Mawire, 2013). These few examples show that this field is still under development, 

mainly due to the many different processes involved in it. 

In this work, we present a pilot facility for the study of a storage tank of 60 litres, aimed for the analysis of 

PCMs as storage medium for refrigeration (the whole system operates at sub-zero temperatures). It is composed 

of a chiller unit and a buffer, or inertia, bath of 80 litres, a heater, and the storage tank. In the present work and 

with the main goal to simplify the experiments, the storage tank does not contain PCMs, and only the heat 

transfer fluid (HTF) is used as storage medium. The system allows setting the mass flow rate and storage inlet 

temperature, as well the heater to simulate an external load to activate the tank discharging process.  Moreover, 

a theoretical model is also presented, based on the energy balance of the main components of the facility, where 

most of the parameters are taken from the real experiment. The comparison of the model with the experiments 

shows that even minimal thermal losses must be considered in the storage design process, therefore its 

importance when we compare to the total energy stored in the tank were also presented. 

This work is part of the European Life Programme project COOLSPACES 4 LIFE, aimed to test the viability 

of thermal PCM-based energy storage for a newly developed solar powered air conditioning system.  

2. Materials and methods 

2.1. Technical data 

Figure 1 illustrates the pilot unit of the cooling system, which includes the inertia tank, an electric heater, two 

circulation pumps, two and three-way valves, and its corresponding piping. Panels (b) and (c) present the 

storage tank from side and top views, respectively. A glycol/water mixture (70/30) has been used as the heat 

transfer fluid (HTF). The cooling unit, has a cooling capacity rating of 1.7 kW and operates on a conventional 

vapour-compression refrigeration cycle. This is composed of a compressor, a condenser, an expansion valve, 

and an evaporator, along with the R449A refrigerant gas. Its temperature operating range varies from -40 ºC 

to +100 ºC and can withstand pressures up to 28 bars. The buffer tank has a storage capacity of 80 litres. An 

electric heater, is used to activate the storage tank discharging process, and has a power of up to 2 kW. The 

circulation pumps allows variable flow rates, varying the electricity power from 18 W to 191 W. The inertia 

tank and all conducting pipes are thermally isolated with a elastomeric insulating foam. 

The right section of the experimental setup (c.f. Fig.1 c) presents a horizontal thermal storage tank that was 

designed for sensible or latent heat storage. This work focuses only on sensible heat storage operation 

conditions, while latent heat storage experimental results will be presented in the near future. The presented 

storage tank was designed within the COOLSPACES 4 LIFE project and manufactured by one of consortium 

partner Hedera Helix. Constructed from stainless steel, the tank's dimensions are 750 mm x 400 mm x 200 

mm, with a total volumetric capacity of 60 litres. It is equipped with small observation windows to monitor 

the fluid dynamics. For precise temperature control, six holes have been integrated in one side of the tank, 

facilitating the insertion of six probe branches with racor connections to prevent HTF leaks. This design allows 

the accommodation of up to 32 probes. To mitigate fluid stratification, the tank incorporates eight fluid inlets, 

four at the upper level and four at a level immediately below, with an equivalent configuration at the tank 

outlet. An access gate is installed at the top of the tank, enabling the manipulation of internal probes and 

encapsulated phase change materials (EPCMs) for future experimental applications. Thermal insulation is 

provided by an external layer of polyurethane insulating foam surrounding the whole tank, except the 

observation windows and gate. 
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Fig. 2.1: Photograph of the experimental cooling setup with the buffer tank and the heater on the left and a top view of the 

horizontal storage tank on the right (c) along with a front view (b). 

2.2. Operation mode  

The presented in this work experimental set-up can operate in two different modes: charging mode, extracting 

heat from the storage tank, then cooling it down, as well discharging mode, where the cold fluid stored in the 

tank is circulated through an electrical resistance which simulates a constant energy demand. Thanks to that 

we can use this prototype for scaling up to a real storage system application in the air-conditioning building 

systems. Both operational modes are described in greater detail below: 

Charging Mode: 

This mode starts with the pre-cooling of the heat transfer fluid (HTF) that circulates through the entire system. 

This cooling is achieved by a heat exchanger in the chiller unit (refrigerant gas-glycol mixture), specifically 

the evaporator of the cycle. As the HTF cools, (negative) energy is accumulated in the buffer tank until it 

reaches the set point (𝑇𝑏𝑢𝑓𝑓𝑒𝑟). Once the buffer tank is charged, the actual charging of the thermal storage tank 

begins, using the energy stored in the buffer tank while the chiller tries to keep its temperature to the set point. 

The temperature of the inlet to the storage tank (𝑇𝑖𝑛𝑙𝑒𝑡) is fixed (above the temperature of the inertia bath) using 

the three-way valve, mixing the outlet of the storage and buffer tanks. This operational mode is designed to 

minimise the charging time. A hysteresis mechanism is used in the buffer tank to allow variations of the 

temperature around the set point without the chiller working. 

Discharging Mode:  

When the thermal storage tank is cold charged, it can be discharged using the heater. This operation mode 

involves circulating the HTF against a variable load resistance (fixed load during each test), thereby dissipating 

all the stored energy during the charging process and simulating a real discharging operation. 

For both operation modes, the parameters that the user can modify include: buffer tank temperature, inlet 

temperature to the storage tank, system flow rate, power of the general pump, opening or closing of the three-

way valve and the percentage of load offered by the resistance. The system flow rate is controlled by the power 

of the general pump and the two-way valve located at the storage tank outlet, which operates automatically 

based on the integrated control system. To control the inlet temperature to the storage tank, the three-way valve 

operates freely to regulate the water mixture between the storage tank outlet and the buffer tank outlet, thereby 

adjusting the temperature to the selected set value. When the system operates in discharging mode, the valve 

must be closed to 0% to prevent the controller from acting and to maintain HTF recirculation through the 

resistance without mixing the fluid with the buffer tank. 
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3. Model description 

In order to model the experimental setup described previously, it is schematized as shown in Fig. 

3.1. The approximation of subcooled liquids is used, where the change in enthalpy is written as 𝛥ℎ =

 𝑐𝑝 ⋅  𝛥𝑇 in the energy balance equation: 

𝑑𝐸𝑣𝑐

𝑑𝑡
 =  �̇� − �̇� + ∑ �̇�𝑒ℎ𝑒 − ∑ �̇�𝑠ℎ𝑠

𝑠

                                                                                                (1)

𝑒

 

where 𝐸𝑣𝑐 stands for the energy in the control volume, �̇� and �̇� correspond the heat and work 

exchanged through the boundaries, and �̇� is the mass flow rate. The subindices e and s refer to 

“entering” and “leaving” the control volume. 

Only the heat exchanger of the cooling unit is considered, with a cooling capacity �̇�𝑐𝑜𝑜𝑙𝑒𝑟. Ideal 

mixing is assumed in both the inertia bath and the storage tank, and heat losses are assumed, 

proportional to the temperature difference with the ambient. The three-way valve is also included, 

with a control similar to the experimental setup, to achieve the target temperature entering the tank, 
𝑇3𝑎. The heater is active only in the discharging mode and is characterised by the thermal power 

�̇�ℎ𝑒𝑎𝑡𝑒𝑟.  

Fig. 3.1: Schematic representation of the experimental setup, with the variables for the model 

 

The governing equations are therefore as follows: 

● Cooler. The heat released by the refrigerant, at temperature 𝑇𝑐𝑜𝑜𝑙𝑒𝑟 , is given by �̇�𝑐𝑜𝑜𝑙𝑒𝑟 =
𝑘(𝑇𝑐𝑜𝑜𝑙𝑒𝑟 − 𝑇0𝑎), where 𝑘 is a heat transfer coefficient to be determined. Assuming that the 

cooler is in the stationary state, the temperature of the HTF leaving the cooler is:   

𝑇0𝑏 =  𝑇0𝑎 +
𝑘

�̇�0𝑐𝐻𝑇𝐹

(𝑇𝑐𝑜𝑜𝑙𝑒𝑟 − 𝑇0𝑎)                                                                                         (2) 

with 𝑐𝐻𝑇𝐹 the specific heat capacity of the HTF.  

● Bath. The inflows with temperatures 𝑇0𝑏 and 𝑇1𝑏 mix, and the temperature of the outlets are 

equal, and identical to the bath temperature: 𝑇0𝑎= 𝑇1𝑎= 𝑇𝑏𝑎𝑡ℎ. This is calculated as: 

𝑑𝑇𝑏𝑎𝑡ℎ

𝑑𝑡
=  

�̇�0

𝑚𝑏𝑎𝑡ℎ

(𝑇0𝑏 − 𝑇𝑏𝑎𝑡ℎ) +
�̇�1

𝑚𝑏𝑎𝑡ℎ

(𝑇1𝑏 − 𝑇𝑏𝑎𝑡ℎ) +
�̇�𝑒𝑛𝑣

𝑚𝑏𝑎𝑡ℎ𝑐𝐻𝑇𝐹
                              (3) 

where 𝑚𝑏𝑎𝑡ℎ is the HTF mass inside the bath. The heat loss to the environment is calculated 

as: 

�̇�𝑒𝑛𝑣 =  𝑘𝑒𝑛𝑣(𝑇𝑏𝑎𝑡ℎ − 𝑇𝑒𝑛𝑣)                                                                                                                    (4)  

with 𝑘𝑒𝑛𝑣 a constant that controls the heat exchange.  
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• 3-way valve. This is used to fix the temperature 𝑇3𝑎 in the charging mode. The opening of 

the valve is calculated as:                                                  

 𝑥𝑣 =
𝑇𝑡𝑎𝑛𝑘

∗ −𝑇𝑡𝑎𝑛𝑘

𝑇𝑏𝑎𝑡ℎ−𝑇𝑡𝑎𝑛𝑘
                                                                                                                                       (5) 

where 𝑇𝑡𝑎𝑛𝑘
∗  is the set point of the tank; when 𝑥𝑣, calculated with this equation is larger than 

one, it is set to one. The mass flow rate entering the inertia bath from the storage tank is then 

set according to �̇�1 =  𝑥𝑣 ∙ �̇�2. 

In the discharging mode, in contrast, 𝑥𝑣  is fixed 𝑥𝑣 = 0 , and the heater is connected. 

● Heater. To model the electric resistance, only the heat flux to the HTF is considered:   

            𝑇3𝑎 = 𝑇2𝑎 +
�̇�ℎ𝑒𝑎𝑡𝑒𝑟

�̇�2𝑐𝐻𝑇𝐹
                                                                                                                             (6) 

where �̇�ℎ𝑒𝑎𝑡𝑒𝑟 is the heat transferred to the HTF per unit time, which is assumed to be equal 

to the power of the electric resistance. 

● Storage tank. This reservoir is intended to store the energy, either using sensible heat (with 

HTF or another material), or latent heat with PCM; in our case, energy is stored in the HTF. 

The energy balance in the tank results in: 

𝑑𝑇𝑡𝑎𝑛𝑘

𝑑𝑡
=

�̇�2

𝑚𝑡𝑎𝑛𝑘

(𝑇3𝑎 − 𝑇𝑡𝑎𝑛𝑘) +
�̇�𝑒𝑛𝑣

𝑚𝑡𝑎𝑛𝑘𝑐𝐻𝑇𝐹
                                                                          (7) 

where the heat gain from the environment is calculated as in eq. (4), with the tank 

temperature instead of the bath temperature. The parameter 𝑘𝑒𝑛𝑣 is similar in both cases, for 

simplicity, and is expected to be very small. 

 

The system of equations formed by equations (2), (3), (4), (6), and (7) with the relation between the 

mass flow rates with 𝑥𝑣, is solved numerically, obtaining the evolution of all temperatures as a 

function of time, and allowing a direct comparison with the experiments. This requires the 

specification of 𝑇𝑐𝑜𝑜𝑙𝑒𝑟 , 𝑘 and  𝑘𝑒𝑛𝑣, which cannot be accessed experimentally, whereas the flow 

rates, mass of HTF in the bath, and power of the heater are taken from the experimental setup. The 

time step is set to δt = 1s, which was checked to be small enough not to influence the results. 

     4. Results 

Fig. 4.1 shows the results of a single experiment and its comparison with the theoretical model 

presented in previous section. The initial part of the graph (for time below 150 min) shows the 

cooling of the inertia bath, until it reaches -8 ºC. At t = 150 minutes, the HTF is directed to the storage 

tank, while the primary loop keeps cooling the bath, as far as it is above the set point (-7 ºC with a 

hysteresis of 1.25 ºC in this experiment). At t = 300 minutes, the tank has been fully charged as noted 

by the outlet temperature, which is constant, and discharging process starts with the heater, with a 

power set to 2000 W. The 3-way valve is closed, and the inlet temperature raises notably. 

The predictions of the model, without heat losses, are shown in Fig. 4.2, with 𝑇𝑐𝑜𝑜𝑙𝑒𝑟 = -13 ºC and 

𝑘 = 100 𝑊 𝐾−1. These parameters control the initial kinetics, i.e. the charging of the inertia bath, 

and only 𝑘𝑒𝑛𝑣  remains to be determined, while all other parameters are taken from the experiment, 

including the operation times. At t = 150 min. the cold HTF from the bath is directed to the storage 

tank, and it charges until the inlet and outlet temperatures are equal. In this case, heat losses are not 
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considered, 𝑘𝑒𝑛𝑣 = 0, and the inertia bath keeps its temperature when the storage tank is fully 

charged. This disagrees with the experiments of Fig. 4.1, where the inertia bath heats up slowly as 

soon as the cooler is disconnected. 

Fig. 4.1: Experimental evolution of the temperature in the inertia bath (red line), inlet and outlet to the storage tank (blue and 

green lines, respectively). 

Therefore, heat losses must be included in the model, and the lines in Fig. 4.1 show the results for 

𝑘𝑒𝑛𝑣 =  0.00125 𝑊 𝐾−1, which agree with the experiments (all other parameters are equal to the 

previous case). Notably, the value of the heat transfer coefficient is much smaller for the heat losses 

than for the heat exchanger in the cooler, as expected from the isolation of the pipes and reservoirs. 

It is interesting to note also that the outlet from the tank is in this case always slightly hotter than the 

inlet. The comparison of these results with Fig. 4.2 shows that heat losses, although minimal, are 

indeed relevant in the experimental system design, and the model provides an appropriate description 

of the processes involved in the operation of the experimental set up. 

Fig. 4.2: Evolution of the temperature in the inertia bath (red line), inlet and outlet to the storage tank (blue and green lines, 

respectively) in the model, without heat losses. 
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On the other hand, when we analyze the energy stored in the tank, we can calculate the energy 

balance in the tank with the temperature of the inlet and outlet flows. In particular, for the storage 

tank, the total (negative) energy driven into tank is calculated as below: 

𝐸𝑣𝑐 = ∫ 𝑑𝑡 �̇�
𝑡1

𝑡0

𝑐𝐻𝑇𝐹(𝑇3𝑎 − 𝑇2𝑏)                                                                                                  (8) 

A fraction of this energy is stored in the tank, whereas the rest is transferred to the environment 

(actually, because the energy is negative, the energy is gained from it). 

Fig. 4.3 shows the evolution of the energy (in absolute value) for the same case as presented above, 

comparing the experiments and simulations. The horizontal line shows the energy that can be stored 

according to the change of HTP temperature:                       

𝑄 = 𝑚𝑡𝑎𝑛𝑘𝑐𝐻𝑇𝐹∆𝑇                                                                                                                           (9)  

 

Fig. 4.3: Energy transferred into the storage tank, experimentally (circles) and from the model (line). The horizontal line 

represents the energy stored in the HTF according to eq. (9). 

After the tank has been charging for 150 minutes, it is discharged with the heater, as mentioned 

above, and the energy in the tank starts decreasing. After 20 minutes, the outlet temperature reaches 

the initial temperature of the storage tank, 7 ºC (marked by the vertical line) in the figure. The 

difference between the energy when the discharging starts, and this point, is the energy that could be 

recovered in this experiment, which, in principle, should agree with the stored energy (horizontal 

line in the figure). 

Fig. 4.4 shows the energy driven to the storage tank, calculated from the experiment and model, with 

the calculation of the sensible energy in the HTF, eq. (9), and the energy recovered experimentally 

during the discharging phase. This graph shows that in the model and experiments a large fraction 

of the energy introduced in the tank is dissipated to the environment, up to 30% in the experiments 

and up to 25% in the model, whereas the fraction of recovered energy is below the estimated store 
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energy. Notably, the model and experimental results follow the same trend, with small quantitative 

differences between them. 

 

Fig. 4.4: Energy transferred into the storage tank, experimentally (black circles) and from the model (red circles), as a function 

of the set point tank temperature. The line represents the store capacity according to eq. (9), and the blue diamonds show the 

energy that is recovered. 

5. Discussion and conclusions 

Although the model presented here is very simple, and contains only a limited number of parameters, it 

provides an acceptable description of the presented pilot facility through the evolution of the temperatures in 

key locations, and the subsequent analysis of storage tank energy balance. Even more, it has led us to verify 

and quantify the heat gains from the environment that are necessary for a full interpretation of the experimental 

results. The prototype is now well understood, with all relevant parameters characterised properly, thus the 

model can be used to predict its behaviour in different circumstances.  

In summary, we have presented a prototype cooling facility connected to a tank intended for thermal energy 

storage for refrigeration. A model describing the thermal balance of each its component has been used to 

rationalise the results, with a small number of adjustable parameters. The model has shown that thermal losses, 

although minimal, are relevant to interpret correctly the experimental results, allowing to calculate with good 

agreement between experiments and the model the amount of energy stored in the tank, and dissipated to the 

environment. 

An attractive future work could consist of EPCMs introduction in this pilot storage tank to perform charging 

and discharging cycles with the main goal to gain knowledge for full scale tank operation, that are going to be 

installed in two institutional buildings in different locations: Almeria (Spain) and Wroclaw (Poland). 
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Abstract 

Microwave desorption is a highly efficient method for thermochemical heat storage, surpassing conventional drying. 

Zeolite desorption experiments showed material-dependent efficiencies: 4ABF reached 70%, 13XBF 30%, and 4AK 

15%, compared to a 30% maximum for conventional methods. Sample weight influenced performance, with 13XBF 

maintaining efficiency across 262g to 869g, though larger masses required longer drying times. The porous structure 

of 4ABF enhanced vapor transport, achieving superior results. Challenges included non-uniform heating and thermal 

runaway in samples over 700g, with hotspots exceeding 500°C. Microwave desorption’s flexibility in power 

adjustment (100%, 75%, 50%) makes it a promising approach for sorption heat storage, requiring further 

optimization to mitigate risks and enhance scalability. 

Keywords: Thermochemical heat storage, sorption heat storage, zeolite desorption, microwave desorption 

1. Introduction 

In order to achieve efficient thermo-chemical heat storage, it is necessary to utilize sorption storage materials that 

have undergone complete desorption. The rate of desorption is dependent upon the specific material in question, the 

temperature, the duration of the desorption process, and the process vapor pressure (in a vacuum or in an atmosphere). 

Mineral sorption materials (e.g., zeolite) necessitate high maximum desorption temperatures; insufficient desorption 

results in diminished reaction kinetics and energy yield during storage discharge. In contrast, hygroscopic salts 

require a meticulously regulated desorption process over time to prevent melting and the formation of solutions. 

Microwave desorption, which involves the conversion of electromagnetic wave energy directly into heat within the 

storage material, represents a highly flexible energy conversion option for this application, like reported in 

Dinglsreiter (2000) and Kraus (2010). Studies demonstrate that microwave irradiation significantly enhances the 

desorption rate of water vapor from zeolites. For instance, Watanabe et al. (2009) observed a 2.22-fold increase in 

water desorption rate from zeolite 4A using microwave heating compared to conventional hot-air methods. Similarly, 

Zhang and Hu (2011) reported that microwave-assisted regeneration of zeolites 13X and 4A for water desorption 

achieved superior efficiency and speed relative to traditional techniques. These findings are corroborated by Yasin 

and Martin (2020), who highlighted the enhanced energy efficiency and accelerated desorption process facilitated by 

microwave heating, particularly in humidity control applications. 

The process of heating zeolite using microwaves is initiated by the application of microwave energy, which triggers 

a series of chemical and thermal interactions within the zeolite structure. Initially, hydrated zeolite absorbs 

microwave energy through its adsorbed water, resulting in a temperature increase. The adsorbed water desorbs from 

the zeolite at temperatures between 150 and 250°C, completing its contribution to microwave absorption. At higher 

temperatures (300–400°C), the zeolite itself begins to absorb microwaves directly, with absorption efficiency 

increasing as the temperature rises. A critical threshold (approximately 400–500°C) may result in thermal runaway, 

depending on the cation composition of the zeolite lattice. For example, ion-exchanged 5A zeolite does not 

experience thermal runaway due to the absence of cations in specific lattice positions, unlike 4A zeolite (Thiebaut, 

1988; Ogishi, 2001). 

This paper presents a concept of a multimode microwave desorption process, offering an efficient and highly flexible 

desorption method for energy storage using fluctuating sources. To capture the special conditions of this process, a 

demonstration setup is being implemented to compare desorption via infrared and microwave heating. By leveraging 

findings from prior research, such as those by Watanabe et al. (2009), Zhang and Hu (2011), and Yasin and Martin 

(2020), this study aims to further optimize desorption efficiency and evaluate its scalability for practical applications. 
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2. Material and Methods  

Several commercial materials were employed in the experimental investigations. Zeolites in granulated form, each 

exhibited distinctive behaviour contingent on their crystal structure, ion content, and binder content. The zeolites 

were procured from the supplier Chemiewerke Bad Köstritz: 4AK (1.6-2.5mm granules containing binder, LTA-

Type, 0.4nm pore size), 13XK (1.6-2.5mm granules containing binder, Faujesite-Type, 0.9nm pore size), 13XBF 

(2.5-5mm granules, no binder, Faujesite-Type, 0.9nm pore size). 

Two different measurement techniques were employed, including (a) a multimode microwave oven with a wave 

stirrer and internal weight measurement and temperature control, and (b) conventional drying in a hot air oven 

   

Fig. 1: Multimode fixed-bed microwave oven with balance and power-meter (left), conventional hot-air drying oven (right) 

A weighing device was incorporated into the design of the multimode microwave oven (Fig.1, left) in order to 

facilitate the monitoring and recording of the weight loss of the material sample. The magnetron has a maximum 

output of approximately 1000W, with typical conversion losses of 35%. The emitted wave has a frequency of 

2.45GHz. An infrared temperature sensor is positioned above the material undergoing drying, allowing for the 

monitoring of the temperature. A power meter is employed to quantify the electrical power consumption of the 

microwave. Comparative measurements in a conventional drying oven (Fig. 1, right) are conducted to facilitate a 

comparison of the efficiency of the two desorption routes. The measurements in the drying oven were determined 

with other sample weights due to the size of the oven. The electrical power was only measured during the desorption 

process, and the heating of the empty oven was not taken into account in the efficiency comparison. 

3. Results 

3.1. Microwave batch heating 

Several different experiments were carried out. Different types of zeolite were tested, different sample weights were 

used and finally the microwave power was varied. For analysis, both the material temperature and the material weight 

were recorded to evaluate the drying progress of the zeolites. 

The figures below show the results.  
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Fig. 2: Microwave desorption on 13XBF material with different masses: (a) 262g, (b) 408g, (c) 640g, (d) 869g. Material water fraction 

(blue) and drying efficiency (grey) refers to the left axis, material temperature (red) to the right axis.  

In Fig 2 the material 13XBF was desorbed and the sample mass increased in steps from 262g to 869g. All weights 

are dry mass. The red line is the temperature of the material as measured by the infrared sensor, the blue line is the 

water content of the material as a percentage of the dry mass and the grey line is the drying efficiency. 

The drying efficiency represents the current enthalpy per time required to cause the weight loss of the sample by 

desorption, compared to the total current power consumed. 

The time required to heat and dry the material varies according to the weight of the material. The drying tests were 

carried out at a temperature of max. 200°C and the residual moisture of the material was determined in a conventional 

oven by heating (1h@350°C) and weighing. Heating of the zeolite fill was not always uniform; sometimes a hot spot 

pattern was formed, indicating that the wave-stirring function is inadequate. Prolonged heating (above 200°C) leads 

to thermal runaway in some areas of the material, the granules begin to glow, indicating temperatures >500°C. 

 

Fig. 3: Microwave desorption on 4ABF material with different masses: (a) 300g, (b) 550g. Material water fraction (blue) and drying 

efficiency (grey) refers to the left axis, material temperature (red) to the right axis.  

In Fig. 3, 4ABF was desorbed. The drying efficiency is significantly higher for this material, with values of over 

70% being achieved at times. 

 

 

Fig. 4: Microwave desorption on 4AK material with similar masses but different microwave power: (a) 100% power, (b) 75% power, 

(c) 50% power. Material water fraction (blue) and drying efficiency (grey) refers to the left axis, material temperature (red) to the 

right axis.  
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In Fig. 4, the material 4AK was used, the microwave power was varied in this test. The sample mass of all 

measurements in Fig. 4 is 120g, the heating time is longer for lower powers, the drying efficiency is comparatively 

low for this material. 

3.2 Conventional heating oven 

 

Fig. 5: Oven desorption of 13XBF material with a mass of 2800g. Material water fraction (blue) and drying efficiency (grey) refers to 

the left axis, material temperature (red) to the right axis.  

To compare microwave drying with the conventional method, tests were carried out in a hot air oven. The weight of 

the sample was chosen to make good use of the space and electrical power of the oven and to avoid problems with 

moisture removal. The oven was preheated to 200° and from the time the sample was placed in the oven, the weight 

loss was determined by weighing at intervals and the drying efficiency was calculated. 

4. Discussion 

All tests show a temperature rise and mass loss due to desorption. The drying efficiency, defined as the ratio of the 

enthalpy required to cause sample weight loss through desorption to the total current power consumed, is initially 

low as the material heats up. Maximum drying efficiency is highly material-dependent, with values ranging from 

15% for 4AK to 70% for 4ABF and 30% for 13XBF. However, at low material moisture levels, efficiency drops 

significantly and eventually reaches zero when no further drying is achieved. The ability to desorb a wide range of 

sorbent materials with high efficiency is a critical advantage of microwave drying, but it is contingent upon the 

specific zeolite structure and granule composition. 

The granules 4AK and 4ABF, composed of identical zeolite crystals, differ in binder type: 4AK uses an attapulgite 

clay binder, while 4ABF incorporates an organic binder thermally converted into a porous zeolite-like structure. The 

BF-bonded materials exhibit significantly higher drying efficiencies due to enhanced vapor transport and faster 

desorption facilitated by the porous binder layer. When comparing 4ABF and 13XBF granules, the differing zeolite 

structures necessitate higher temperatures for 13X crystals than 4A crystals to achieve similar material moisture 

contents (Zettl et al., 2015). 

Material quantity also influences the drying process. Larger quantities necessitate longer heating times, and for 

samples exceeding 700 g, temperature distribution fluctuations in the zeolite bed may lead to thermal runaway. 

However, for material quantities between 100 and 700 g, consistent temperature profiles, residual moisture values, 

and drying efficiencies are observed, apart from test duration. 

 

Fig. 6: Relative permittivity of commercial zeolites depending on material water content (Zettl et al. 2023)  
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The relative permittivity (dielectric conductivity) of zeolites varies with material water content and provides critical 

insights into absorption behaviour. Dielectric properties, including polarizability, ion oscillations, and water 

molecule displacement, are influenced by temperature and excitation frequency. Zettl et al. (2023) demonstrated a 

correlation between permittivity and humidity levels, showing that higher water content initially facilitates efficient 

microwave absorption. However, as desorption progresses and moisture decreases, permittivity declines, slowing 

temperature increases until thermal runaway thresholds are surpassed. 

The experimental results corroborate the advantages of microwave heating observed in previous studies, such as its 

ability to accelerate desorption rates and enhance energy efficiency. Notably, our findings reveal material-dependent 

variations in drying efficiency, with 4ABF exhibiting significantly higher performance due to its porous binder 

structure. These results align with the reported improvements in desorption efficiency for similar materials (e.g., 

Zhang and Hu, 2011; Yasin and Martin, 2020), suggesting that microwave heating's volumetric and selective energy 

delivery plays a pivotal role. 

However, challenges such as non-uniform heating patterns and thermal runaway risks persist, particularly in larger 

sample volumes. These issues resonate with findings by Nigar et al. (2019), who highlighted the influence of 

dielectric property changes and binder composition on heating behaviour. Addressing these through optimized 

system design, as suggested in prior research (e.g., Demir, 2013; Watanabe et al., 2009), and innovations in binder 

materials could further enhance the scalability and practicality of microwave-assisted desorption in energy storage 

applications. 

The studies collectively emphasize the potential of microwave heating to achieve volumetric and selective heating, 

reducing cycle times and improving energy efficiency. Nonetheless, challenges such as thermal runaway, non-

uniform temperature distribution, and material-specific performance variations persist. Addressing these through 

cavity optimization, binder innovations, and precise power control is vital for advancing the application of microwave 

desorption in thermochemical storage systems. 

5. Conclusion  

The study underscores the potential and challenges of employing microwave desorption in thermo-chemical heat 

storage applications, emphasizing its material-specific efficiency and operational characteristics. Key findings and 

numerical results from the experiments and referenced studies are summarized as follows: 

Material-Specific Efficiency: 

• Maximum drying efficiency varied significantly across zeolite types: 15% for 4AK, 30% for 13XBF, and 

70% for 4ABF. 

• BF bonded materials such as 4ABF have demonstrated superior drying efficiency due to the porous binder 

structure, which allows for faster vapor transport and desorption compared to conventional bonded materials 

using attapurgite clay as a binder.  

Temperature and Moisture Dynamics: 

• Microwave desorption exhibited a clear dependency on the zeolite structure. For instance, 13X crystals 

required higher temperatures (300–400°C) compared to 4A crystals (150–250°C) to achieve comparable 

residual moisture levels. 

• At higher material temperatures (above 400°C), thermal runaway occurred in some samples, particularly 

those exceeding 700 g, emphasizing the need for careful temperature regulation. 

Scale and Uniformity: 

• Larger sample masses required extended heating times. Consistent drying efficiency and moisture reduction 

were observed for samples between 100 and 700 g, whereas 869 g samples exhibited non-uniform 

temperature distribution and thermal runaway. 

• Comparison with conventional drying highlighted the superior energy efficiency of microwaves in smaller 

samples, though oven drying managed larger sample masses (e.g., 2800 g) more uniformly. 

Permittivity and Dielectric Properties: 
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• The relative permittivity of zeolites decreased significantly as water content reduced, slowing desorption. 

For example, NaY zeolite exhibited a rapid temperature rise to 180°C within 5 minutes at 30 W microwave 

power, with its loss factor exponentially increasing above 200°C (Nigar et al., 2019). 

• The permittivity changes align with reduced microwave absorption efficiency at lower moisture levels, a 

limitation for further optimization. 

Microwave vs. Conventional Heating: 

• Microwave heating consistently outperformed conventional methods in speed and energy efficiency, with 

faster desorption in zeolite 4A compared to hot-air drying. 

• However, challenges such as non-uniform heating, partly low energy absorption efficiency, and thermal 

runaway risks were noted. 

Implications and Recommendations 

Microwave desorption proves advantageous in terms of speed, energy efficiency, and material-specific optimization 

for small-to-medium sample sizes. However, scaling up and ensuring uniform heating remain key challenges. 

Innovations in cavity design, power control, and binder composition are necessary to mitigate risks like thermal 

runaway and non-uniform heating. Addressing these will pave the way for efficient and scalable microwave-based 

desorption systems in thermo-chemical storage applications. 
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Abstract 

This work addresses a numerical research on a concept of thermal energy storage tank by natural convection. 

The design of the tank comprises a single reservoir with molten salt and two indirect heat exchangers (thermal 

oil to molten salt) inside. For discharging, cold thermal oil circulates in the heat exchanger located at the top 

of the tank, and due to natural convection, the cooled molten salt moves to the bottom of the tank through an 

adiabatic channel. For charging, the hot thermal oil circulates through the bottom heat exchanger, heating the 

molten salt and causing it to move up through a second channel. To analyze this concept, a two-dimensional 

computational fluid dynamics (CFD) model is developed and used to investigate the storage system for 

different discharge and charge conditions of the heat exchangers. The mass flow rate of the molten salt in the 

channels, inlet and outlet temperatures of the heat exchangers, and temperature and velocity distribution in the 

tank are analyzed for different imposed resistance of the flow and discharge/charge rate of the heat exchangers. 

As main results, the pattern of the mass flow rate of the molten salt in the channels are identified, and its 

magnitude depends on the design of the heat exchanger, temperature, and heat sink/source. The evolution of 

the inlet and outlet temperature in the heat exchangers are key indicators to identify the discharge and charge 

duration of the thermal storage tank and assessing its potential to work as a thermocline system. 

Keywords: thermal energy storage, natural convection, numerical modelling, CFD 

1. Introduction 

To foster the adoption of medium- and high-temperature solar thermal technologies, it is fundamental to 

implement low-cost thermal storage systems. For this reason, the possibility of using a single stratified tank 

containing molten salt and driven by natural convection is being analyzed. This concept might avoid costs 

associated with external pumping of molten salt and control. In this regard, Russo et al. (2018) analyzed this 

concept integrated into a plant with a solar field and an organic Rankine cycle using a simplified numerical 

approach. They found that controlling the mass flow rate of molten salt in the tank was necessary for the correct 

operation of the integrated system. On the experimental side, Gaggioli et al. (2020) conducted an experimental 

campaign to characterize this concept integrated with real operating conditions, analyzing both discharge and 

charge modes. For both modes, they found that while the storage system can maintain appropriate 

temperatures, the minimum temperature during discharge and the maximum temperature during charging were 

never reached. They concluded that this was related to the high speed of molten salt in the channels. Recently, 

Cagnoli et al. (2023) developed and validated a transient 2D axisymmetric computational fluid dynamics 

(CFD) model and used it to analyze the discharging and charging processes to determine heat losses and 

temperature distribution in the tank. They also investigated numerically the effect of the diameter of the internal 

channel on the performance of the tank, finding that decreasing the diameter leads to an increase in the 

temperature of the molten salt. Mostly, for analyzing thermal energy storage systems, particularly 

thermoclines, the key performance indicators include the time evolution of temperature distribution within 

tank and discharge/charge efficiency. For example, Shokrnia et al. (2024) employed a 2D axisymmetric CFD 

model validated with experiments to investigate performance improvement in the storage tank through the 

incorporation of phase change materials (PCM). Their modifications demonstrated a significant increase in 

storage capacity, discharge and charge efficiency, and improved temperature distribution. However, literature 
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on this thermal storage system concept consistently highlights the critical role of the mass flow rate within the 

channels. Detailed analyses to assess the behavior of this type of storage tank, where natural convection may 

promote undesirable flow patterns, are lacking in the literature. To address the gap of knowledge, this work 

develops a two-dimensional CFD model and uses it to analyze the discharging and charging cases for different 

working conditions of the heat exchangers. The flow rate of the molten salt in the channel, inlet and outlet 

temperature in the heat exchangers, and the distribution of temperature and molten salt velocity in the tank are 

assessed. 

2. Thermal energy storage design 

The main components and working principle for discharging and charging in this concept of thermal storage 

tank are presented in Figure 1. For discharging, cold thermal oil circulates in a heat exchanger located on the 

top of the tank (HEx1), which cools down the molten salt and increases its density. Due to natural convection, 

the cooled molten salt flows to the bottom of the tank through an adiabatic channel (a cylindrical shell crossing 

the thermocline layers in the vertical direction). For charging, the hot thermal oil (from a solar field) circulates 

in the heat exchanger at the bottom of the tank (HEx2), which heats up the molten salt and decrease its density. 

This causes the molten salt to rise to the top of the tank through the charge channel.  

 

Fig. 1: Two-dimensional scheme of the thermal storage tank driven by natural convection. 

3. Numerical modelling 

The conservation equations for mass, momentum and energy were solved in Cartesian coordinates using finite 

element method (FEM) in COMSOL Multiphysics (v6.1),  

𝜌
𝜕

𝜕𝑡
+ ∇ ∙ (𝜌𝐮) = 0         (eq. 1) 

𝜌
𝜕𝐮

𝜕𝑡
+ 𝜌(𝐮 ∙ ∇)𝐮 = −𝑝∇ + ∇ ∙ (𝜇(∇𝐮 + (∇𝐮)𝑇) −

2

3
𝜇(∇𝐮)𝐈) + (𝜌 − 𝜌𝑟𝑒𝑓)𝐠 − 𝐅   (eq. 2) 

𝑐𝑝
𝜕𝑇

𝜕𝑡
+ 𝜌𝑐𝑝𝐮 ∙ ∇𝑇 = ∇ ∙ (𝑘∇𝑇) + 𝑄                           (eq. 3) 
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where 𝜌, 𝑐𝑝, 𝜇 and 𝜆 are the density, heat capacity, dynamic viscosity and thermal conductivity of the molten 

salt, 𝐮 is the velocity vector, 𝑝 is the pressure, 𝑇 is the temperature, respectively, and 𝐠 is the gravity 

acceleration. The heat exchangers are modelled considering a momentum sink 𝐅 in the momentum 

conservation equation and a heat sink/source 𝑄 in the energy conservation equation. The heat sink (negative 

value) is used for simulate the discharge and a heat source (positive value) is used for the charge and expressed 

as, 

𝑄 = 𝑄0 + 𝑚 𝑡                        (eq. 4) 

The following formulation for the momentum source is used in the heat exchanger domain: 

𝐅 = −𝐶1𝜇𝐮                        (eq. 5) 

where 𝐶1 is a momentum sink coefficient. The fluid considered in this study is the molten salt Hitec XL 

(Na/K/Ca nitrate), with the temperature dependence of its thermal and hydrodynamic properties modelled. The 

temperature dependence of the fluid density, heat capacity and dynamic viscosity are calculated using the 

correlations form the work of Giaconia et al. (2021). 

3.1. Input parameters and boundary and initial conditions 

The walls of the tank and channels are considered with non-slip boundary conditions for the fluid flow and as 

adiabatic for heat transfer. For discharge, the initial temperature of the tank is uniformly set to a hot temperature 

of 300 ℃, with a heat sink applied in the corresponding heat exchanger (HEx1), while the inlet of the charge 

heat exchanger (HEx2) is treated as a wall for fluid flow. For charge, the initial temperature of the tank is 

uniformly set to a cold temperature of 290 ℃, with a heat source applied in the corresponding heat exchanger 

(HEx2), while the inlet of the discharge heat exchanger (HEx1) is treated as a wall for fluid flow. Table 1 

shows all the main parameters used in this analysis. 

Tab. 1: Main geometric parameters of the thermal storage tank. 

Description Dimensions (cm) 

Height of the tank 171  

Width of the tank 80 

Height of heat exchanger 8 

Width of the heat exchanger  38 

Width of the discharge channel  10 

Width of the charge channel 6 

4. Results 

To check the robustness of the numerical model, the evolution of the computed inlet and outlet mass flow rates 

in the heat exchangers are compared and maximum difference of less than 5% were found. Figure 2 and 

Figure 4 show the temperature (℃) distribution and flow direction in the tank at 0, 4, 8, 12, and 16 min (from 

left to right) during the discharge (Figure 2) and charge (Figure 4). Figure 3 and 5 show the time evolution of 

the molten salt mass flow rate in the channel (figure on the right) and the inlet and outlet temperatures of the 

molten salt (figure on the right) in the discharge and charge heat exchangers, respectively. It is observed that 

for this type of thermal storage, the mass flow rate in the channel shows three main stages during discharging. 

The first stage consists of a rapid increase in the mass flow rate until it reaches a maximum value (within the 

first minute), followed by a decrease until a stable region is reached, and finally a third stage characterized by 

a more stable zone. This instability of the mass flow rate in the channel have also been raised in other works 

present in literature, such as the study of Gaggioli et al. (2020). Regarding the inlet and outlet temperatures, 

the outlet exhibits significant fluctuation due to the unstable flow in the channels.   
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Fig. 2: Temperature (℃) distribution and flow direction in the tank for different times during discharge (heat sink of 

1 MW m-3 and no momentum sink in the heat exchanger). 

  

Fig. 3: (left) Mass flow rate of the molten salt in the discharging channel and (right) inlet and outlet temperatures of the molten 

salt at the cold heat exchanger (heat sink of 1 MW m-3 and no momentum sink in the heat exchanger).   

 

Fig. 4: Temperature (℃) distribution and flow direction in the tank for different times during charge (heat source of  

1 MW m-3 and no momentum sink in the heat exchanger). 
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Fig. 5: (left) Mass flow rate of the molten salt in the charging channel and (right) inlet and outlet temperatures of the molten 

salt at the hot heat exchanger (heat source of 1 MW m-3 and no momentum sink in the heat exchanger).   

4.1. Parametric analysis of discharge 

In this section, a parametric analysis of the momentum sink coefficient 𝐶1 and heat sink profiles during 

discharge of the thermal storage is presented. Figure 6 shows the evolution of the molten salt mass flow rate 

in the discharge channel for different momentum sink coefficient, while Figure 7 shows the corresponding 

inlet (left) and outlet (right) temperatures in the discharge heat exchanger. In both cases, a fixed heat sink of 

1 MW m-3 was considered. The momentum sink coefficient introduces resistance to fluid flow in the discharge 

heat exchanger, resulting in a decrease in both the mass flow rate and its fluctuation within channel. This effect 

is directly correlated to the inlet and outlet temperatures in the heat exchanger, given a fixed heat sink. 

Although the different stages in the evolution of the mass flow rate in the channel remain, but lower peaks of 

mass flow rates are observed for higher momentum sink coefficients.  

 
Fig. 6: Time evolution of the molten salt mass flow rate in the discharge channel for different momentum sink coefficient  

(heat sink, 1 MW m-3).   
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Fig. 7: Inlet (left) and outlet (right) temperatures in the discharge heat exchanger for different momentum sink coefficients 

(heat sink, 1 MW m-3).   

Regarding the use of different heat sink profiles for discharging, Figure 8 (left) shows the heat sink profiles 

used in the parametric analysis, while Figures 8 (right) shows the resulting evolution of the mass flow rate in 

the discharge channel, assuming a fixed momentum sink coefficient of 107 m-2. Figure 9 presents the 

corresponding inlet (left) and outlet (right) temperatures in the discharge heat exchanger for the different heat 

sink profiles. It can be observed that increasing the slope of the discharging heat sink profile leads to more 

constant outlet temperature in the heat exchanger. This is an important finding, as demonstrates the potential 

of the thermal storage to behave as a typical thermocline system.   

 

 
Fig. 8: Heat sink profiles (left) and the corresponding obtained mass flow rate (right) in the discharge channel (𝑪𝟏 = 𝟏𝟎𝟕 𝐦−𝟐). 
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Fig. 9: Inlet (left) and outlet (right) temperatures in the discharge heat exchanger for different heat sink profiles 

(𝑪𝟏 = 𝟏𝟎𝟕 𝐦−𝟐). 

4.2. Parametric analysis of charge 

For charging the tank, Figure 10 shows the evolution of the molten salt mass flow rate in the charge channel 

for different momentum sink coefficients, while Figure 11 illustrates the corresponding inlet (left) and outlet 

(right) temperatures in the heat exchanger. Both cases use a fixed heat source of 1 MW m-3. The behavior is 

similar to that observed during discharge, with the peak of mass flow rate being less pronounced.   

 
Fig. 10: Time evolution of the molten salt mass flow rate in the charge channel for different momentum sink coefficient  

(heat source, 1 MW m-3).   

 
Fig. 11: Inlet (left) and outlet (right) temperatures in the charge heat exchanger for different momentum sink coefficients  

(heat source, 1 MW m-3).   

Regarding the heat source profile for charging, Figure 12 (left) shows the heat source profiles used in the 

parametric analysis, while Figures 12 (right) shows the resulted evolution of the mass flow rate in the charge 

channel, with a fixed momentum sink coefficient of 107 m-2. Figure 13 shows the corresponding inlet (left) and 

outlet (right) temperatures in the charge heat exchanger for different heat source profiles. The same behavior 

observed in discharge mode is also present during charging, but the second stage of the decrease in the mass 

flow rate until a stable region less pronounced. 
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Fig. 12: Heat source profiles (left) and the obtained corresponding mass flow rate (right) in the charge channel 

(𝑪𝟏 = 𝟏𝟎𝟕 𝐦−𝟐). 

 
Fig. 13: Inlet (left) and outlet (right) temperatures in the charge heat exchanger for different heat sink profiles 

(𝑪𝟏 = 𝟏𝟎𝟕 𝐦−𝟐). 

 

5. Conclusions 

This paper presents a numerical investigation of a concept for a thermal energy storage tank driven by natural 

convection. A two-dimensional CFD model is developed in COMSOL Multiphysics and used to analyze the 

storage concept in detail. First, a reference case with constant heat sink/source and no momentum sink in the 

heat exchanger is analyzed for both discharge and charge modes. It is observed that for this type of thermal 

storage, the mass flow rate in the channel exhibits three main stages during both discharge and charge. The 

first stage involves a rapid increase in the mass flow rate until it reaches a maximum value, followed by a 

decrease until a stable region is reached, and finally a third stage characterized by a more stable zone. The 

second stage is less significant in the charging case. The design of the heat exchanger plays a crucial role in 

the performance of this type of thermal storage, as it dictates the mass flow rate profile. From the analysis, it 

is found that a momentum sink coefficient of 107 and a heat sink slope of 800 W m-3 s-1 lead to a more constant 

outlet temperature of the molten salt in the discharge and charge heat exchangers, approaching behavior similar 

to that of a typical thermocline.  
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Abstract 

Photovoltaic heat pump systems (PV-WP Systems) are becoming a standard for low-carbon building heating. In this 

framework, this work aims to optimize photovoltaic (PV) systems coupled with heat pumps (WP) by integrating a 

novel high-density thermal storage unit to address the mismatch between solar energy production and heating 

demands. Through a pilot setup featuring an 800 L storage tank equipped with multiple sensors, comprehensive data 

was collected over the 2022/2023 heating seasons in Switzerland. This dataset formed the base for the development 

and validation of state of charge (SoC) estimation models for latent thermal energy storage (LTES) systems. 

Challenges in defining SoC due to temperature differentials within the storage were addressed using both energy 

balance and machine learning approaches. The machine learning approach, leveraging regression techniques and 

ensemble algorithms, proved particularly effective, achieving a prediction accuracy with a deviation of less than 2.06 

kWh for 95% of data points with a total storage capacity of 45 kWh. This approach enabled adaptive SoC predictions, 

enhancing the operational efficiency of the storage system without additional hardware. Further work will focus on 

redefining of these models to improve accuracy, explore scalability across different system configurations, and 

reduce computational demands to facilitate integration into existing energy management systems. This research 

indicates significant potential for advancing thermal energy storage technology in PV-WP systems, contributing to 

more sustainable building heating solutions. 

Keywords: Photovoltaic systems, thermal energy storage, state of charge, latent heat, machine learning, energy 

efficiency 
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1. Introduction 

Thermal energy storage systems (TES) are key-enabling technologies when it comes to enhancing the efficiency of 

renewable energy systems, particularly photovoltaic (PV) systems in building applications (Dong and Xu, 2023). 

TES systems work by storing excess thermal energy generated during periods of low demand and releasing it when 

energy demand is high, thereby balancing supply and demand. A traditional way of storing heat for the residential 

and commercial building sector has been hot water storage tanks, which are currently used in conventional building 

systems in Switzerland and Europe (Renz, 2020). An upcoming approach to storing large amounts of thermal energy 

is phase change materials (PCM), where the phase change of a material is utilized to absorb or release heat at a 

constant temperature. As a result, a larger amount of energy is stored with the same storage volume compared to 

conventional water storage tanks. There are different approaches to implementing PCM into heating systems to 

facilitate the heat exchange between water and PCM. A popular approach is through the macro-encapsulation of the 

PCM (Vérez et al., 2021), where existing boiler systems in buildings are filled with capsules to increase the energy 

density in the storage tank and the building's consumption is increased (Jaradat et al., 2024).  

In this work, a new type of pilot system in the form of a hot water buffer storage is developed and integrated into the 

heating system of a single-family home. The buffer storage tank of the heating system is filled with PCM45 capsules 

from COWA Thermal Solutions (Maranda and Waser, 2024). These are incorporated into the storage tank as a bulk 

material, where the entire system is analyzed over two full heating periods (2022-2023). For comparison purposes, 

the 2022 heating period without the use of COWA capsules and the 2023 heating period with the use of the capsules.  

One of the challenges in operating a storage tank with PCM is determining the state of charge (SoC). Unlike with 

water storage tanks (Kachalla and Ghiaus, 2024; Ritchie and Engelbrecht, 2022; Nemitallah et al., 2023), in latent 

thermal energy storage (LTES) systems with encapsulated PCM the SoC cannot be determined directly from the pre-

installed measurement equipment, as the progress of the phase change inside the capsules is unknown and takes place 

at a constant temperature. For LTES systems different approaches using additional equipment have been discussed 

in the literature. Energy balance approaches use an energy meter at the inlet and the outlet of the storage to constantly 

monitor the SoC and have been successfully used for systems with finned heat exchangers (HEX) (Zsembinszki et 

al., 2020). However, the literature states that a reference state must be approached at certain intervals during the 

determination process to prevent the result from drifting. To overcome the challenge of drift, it has been shown that 

by inserting a small number of temperature sensors into the PCM and using mathematical models, the SoC, the state 

of the PCM and the temperature distribution can be reliably determined (Barz et al., 2018). Another approach is to 

use regression models, which are used to fit a model that best describes the relationship between one or more predictor 

variables and a response variable (Maulud and Abdulazeez, 2020). The advantage is that once the model has been 

trained, no further measurement equipment is required and it can be applied directly to new systems. Bastida et al., 

2024 successfully demonstrated the determination of the SoC of a LTES module with internal counter-flow HEX by 

using a regression model. The model, built using MATLAB's deep learning toolbox (Hudson et al., 2024) requires 

the current mass flow and temperature at the inlet of the storage tank and the past SoC. Jančík et al., 2021 developed 

a simulation model using the mean liquid phase fraction method to determine the SoC of a LTES system filled with 

cylindrical capsules. Accurate results could be achieved using only the temperature and mass flow rate at the inlet of 

the LTES as input.  

In residential buildings there is usually pre-installed measurement equipment available to monitor temperature and 

mass flow on the primary (charge) side. As the additional installation of measurement equipment on the secondary 

(discharge) side is a challenge, the aim of this work is to train a regression model that allows the SoC to be 

determined with the existing measurement equipment.  
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2. Filler Capsules and PCM Material 

Capsules developed by COWA Thermal Solutions are used for the LTES system (Figure 1). The capsules achieve 

an approximate packing density of 62% in cylindrical boilers. The outer shell is made of polyethylene (PE) and each 

is filled with 0.109 L of PCM45 from COWA. The PCM45 is based on a sodium acetate mixture (Wang et al., 2022). 

Figure 2 illustrates the thermal behavior of the PCM45 during charging and discharging, as determined by differential 

scanning calorimetry (DSC) (Fatahi and Claverie, 2022). The PCM45 has an approximate heat capacity when 

discharging of 190J/g in the temperature range of 47°C to 44°C. 

 

 
Figure 1: Geometry of the COWA Capsule, dimensions in millimeters. 

 
Figure 2: Charging (left) and discharging (right) behavior of the PCM45 measured by DSC. 

3. Pilot Setup 

The pilot setup is located in a single-family house with a rental apartment located on a sunny terrace in Pany (GR) 

in Switzerland (Figure 3) at an altitude of 1,178 meters. The house, built in 1988, has a photovoltaic (PV) system 

with 26 west-facing and 24 east-facing modules, covering a total area of 84.4 m² and providing 17 kWp of power. 

Surplus solar energy is used to charge a 7.7 kWh electrical battery to support off-grid operation. The heating system 

comprises an air-to-water heat pump (Oertli LSI 140 SHW-SG) with a thermal output of 5.7 - 15.8 kW, connected 

to an 800 L buffer tank and a 500 L hot water tank, both fitted with heating elements. The buffer tank is filled with 

3550 COWA PCM45 Capsules (Figure 4) Key indicators of the pilot are: 

• PV system: 17 kWp, 84.4 m², 26 modules west, 24 modules east. 

• Estimated heat demand: 100 kWh/m²/year, energy reference area: 200 m². 

• Electricity consumption: 4000 kWh/year. 

• Hot water consumption: 180 Liters/day, heated from 16°C to 55°C. 

• Heat pump efficiency with a seasonal performance factor (SPF) of 3.2. 

• Heat pump output: 5.7 kWth to 15.8 kWth. 

• Buffer tank (800 Liters) operating between 40°C and 52°C (up to 60°C with heating rod), providing a 

capacity of 11.2 kWh to 14 kWh (39.1 kWh with 3550 COWA Capsules, without heating rod) 
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Figure 3: Pilot building in Pany (GR), Switzerland. 

  

Figure 4: Left 800L buffer boiler. Right: Inside-view of the buffer boiler 30% filled with COWA Capsules. 

Figure 5 shows the comparison of the buffer boiler in heating period 1 (HP1) without the capsules and in heating 

period 2 (HP2) including the capsules. Two days were selected with comparable PV production, outside temperatures 

and heating requirements. By installing the capsules, it was possible to increase the building's heating self-sufficiency 

from 26% to 41.4% and the PV yield from 6679.4 kWh to 11050.8 kWh.   

 

 

Figure 5: Comparison of two days of the HP1 and HP2 with similar PV production, heating loads and similar average outside 

temperature. Left: HP1 (2022) without capsules; Right: HP2 (2023) with COWA capsules. 
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4. State of Charge Determination 

To overcome the limitations of direct measurements, a machine learning model was developed using MATLAB's 

Deep Learning Toolbox (Hudson et al., 2024). The ensemble learning model, coupled with a Bayesian optimizer that 

varies the hyperparameters for each iteration, is used to estimate the SoC based on indirect measurements such as 

inlet and outlet temperatures and flow rates from the heat pump. The model was trained using data collected from 

the pilot installation (Figure 6), which included different operating scenarios over a heating season. The use of 

ensemble learning algorithms improved the model's ability to generalize across different operating conditions, 

significantly reducing prediction errors. 

 

 

Figure 6:  Diagram of the pilot plant with measuring equipment for determining the training data. 

The experimental data was collected from COWA's pilot installation in Pany during the 2022/2023 heating season. 

Measurements were taken using two energy meters positioned at the inlet and outlet of the LTES, allowing for the 

calculation of an approximate SoC via an energy balance approach. Initially, storage losses were estimated based on 

the mean temperature of the LTES, a constant external temperature, and the thermal resistance of the insulation. 

Despite subtracting the estimated losses from the measured energy difference between the inlet and outlet, the 

resulting SoC values exhibited an increasing trend, indicating additional unaccounted losses (Figure 7, blue curve). 

To address this, a baseline correction was applied by smoothing the energy balance curve using a 24-hour moving 

average, resulting in the adjusted baseline (Figure 7, red curve). 

 

 
Figure 7: Trend of energy in buffer storage and baseline correction. 
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To mitigate errors introduced by averaging SoC over several days, four distinct periods of 3-4 days each were 

manually selected. Since only the change in accumulated energy was measured, the SoC values needed appropriate 

offsets relative to a reference state. Due to the LTES not reaching the reference state in two of the four periods, some 

uncertainty in the offsets was inevitable. 

The dataset for model training and testing was expanded by incorporating storage history information. Using logical 

criteria, the end times of charging cycles were identified, leading to the creation of two additional variables: The 

temperature inside the storage tank at the end of the last charging cycle, and the time elapsed since the last charging 

cycle ended. These variables are viable for use in practical applications as well. 

 

The complete dataset comprised the following variables: 

 

True Response: 

• Thermal energy stored in the LTES. 

Predictors: 

• Temperature measured at a fixed point inside the LTES. 

• Mass flow of the heat pump. 

• LTES charging inlet and outlet temperatures. 

• Temperature inside the LTES at the end of the last charging cycle. 

• Time elapsed since the end of the last charging cycle. 

5. Results 

The results (see Figure 8) demonstrate that the machine learning approach not only predicts the SoC with a high 

degree of accuracy but also adapts to various system behaviors without the need for additional hardware. The model 

achieved a prediction deviation of less than 2.06 kWh for 95% of the data points, with a root mean square error close 

to 1 kWh. These results indicate a promising direction for optimizing the management of thermal energy storage 

systems.  

Furthermore, the integration of machine learning into the system's operational framework can allow real-time 

adjustments and optimizations, enhancing the overall efficiency of the thermal storage system. The increased 

autonomy from improved SoC predictions can enable more effective use of solar energy, reducing reliance on 

external energy sources and optimizing operational costs. 

 

 

Figure 8: Comparison of Predicted Response and True Response of the SoC of the LTES using ¼ of the datapoints of HP2 as separated 

test data. 
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6. Conclusions 

The model successfully demonstrated the potential of integrating advanced state of charge estimation techniques 

with photovoltaic thermal storage systems to enhance their efficiency and autonomy. The innovative use of machine 

learning for SoC estimation has proven to be a viable solution to the challenges traditionally associated with thermal 

energy storage systems, offering significant improvements in energy management and system performance. The 

work presented leads to the following conclusions: 

• Improved Energy Efficiency: Incorporating PCM capsules into the thermal storage system significantly 

enhances the energy density and storage capacity, as demonstrated by the increased heating self-sufficiency 

from 26% to 41.4%. 

• Enhanced PV Utilization: The integration of PCM capsules also improves photovoltaic yield, increasing 

from 6679.4 kWh to 11050.8 kWh, illustrating the potential for better utilization of solar energy in 

residential settings. 

• Machine Learning for SoC Estimation: The developed machine learning model, leveraging MATLAB's 

Deep Learning Toolbox, effectively predicts the SoC with high accuracy, achieving a prediction deviation 

of less than 2.06 kWh for 95% of data points. Reducing the error in determining the true state of charge in 

the training data can potentially lead to an even greater reduction in the error in the actual prediction. 

• Minimized Hardware Requirements: The model provides accurate SoC predictions using existing 

measurement equipment, avoiding the need for additional costly and complex sensors, making it a practical 

solution for residential applications. 

• Scalability and Applicability: The methodology and findings from this study can be scaled and applied to 

similar residential setups, potentially leading to widespread improvements in energy efficiency and 

renewable energy utilization in buildings. However, it is very likely that a different model will need to be 

trained for different configurations of the system. 

Future efforts will focus on refining the estimation models to further enhance their accuracy and reliability. 

Additional research will explore the scalability of the developed techniques to larger systems and different 

configurations, potentially broadening their applicability across various residential and commercial settings. 

Moreover, ongoing efforts will aim to reduce the computational demands of the models to facilitate their integration 

into existing energy management systems, making sustainable technology more accessible and practical for 

widespread adoption. 
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Abstract 

Comparative analysis of response surface methodology (RSM) using central composite design (CCD) and box-

Behnken design (BBD) in thermal efficiencies of a solar water heating system is undertaken. CCD and BBD 

were applied to data obtained from an experimental study that studied the effect of zinc oxide-water nanofluids 

on a pumped solar thermal system with a flat plate collector. The two methods were then compared in terms 

of the coefficient of determination and the P-values of the models. The results showed that Box Behnken 

Design yielded a model with a higher coefficient of determination (R2) of 85.88%, while Central Composite 

Design gave a coefficient of determination of 77.78%. It is concluded that the Box Behnken Design achieves 

a better-fitting model with fewer experimental runs. On the other hand, Central Composite Design gave a more 

accurate model that had a p-value of 0.007 in comparison to 0.097 for Box Behnken Design. Consequently, 

CCD is a better option when producing an accurate model while BBD is preferred for making models with a 

good fit. 

Keywords: Central Composite Design, Box Behnken Design, Solar Thermal, Flat Plate, Efficiency 

1. Introduction 

Solar thermal systems have increasingly become popular in Southern Africa because of the copious amounts 

of solar irradiance received in the area. These systems have proven to be effective at heating water to ideal 

temperatures for residential and industrial use (Joubert, et al., 2016). However, there is still hesitancy in using 

solar thermal systems because most of them use backup heating elements to compensate for days with little 

solar irradiance (Gautum & Saini, 2020). The result is that consumers still end up using electricity to heat their 

water on cloudy days and in winter. In a bid to curb this, numerous studies have been carried out to maximize 

the thermal efficiency of these systems. Some of these studies utilize nanofluids as the working fluid of the 

system, mainly due to their superior thermophysical properties in comparison to other working fluids such as 

water and water-glycol mixtures (Shojaeizadeh, et al., 2015). Studies have shown that the use of nanofluids 

increases the efficiency of a flat plate solar collector (Amin, et al., 2015). A specific study done by Sindhuja 

et al. (2018) showed that nanoparticles can also be used in high temperature applications such as concentrated 

solar power absorbers. Furthermore, some researchers have employed optimization techniques to optimize the 

working parameters of these systems and an example of such is Response Surface Methodology (RSM). 

Response Surface Methodology is a popular optimization technique used by engineers and scientists to achieve 

optimal process conditions without having to carry out numerous experiments. The advantages of this method 

include that it is precise, saves time, and produces models with satisfactory accuracy (Esfe, et al., 2016). It 

applies several mathematical and statistical relationships to design experiments, regress data, and find the target 

response specified by the researcher. According to Chollom et al. (2020), this method produces models that 

are either linear or quadratic depending on the established relationship between the dependent and independent 

variables of the experiment.  

Central Composite Design is a design of experiments that involves five levels of two to ten factors. The levels 

for CCD are +α,+1,0,-1, and -α, where +1 and -1 are the cube points, 0 is the mid-point, and -α and +α are 

axial points. This design typically involves excessive combinations of factors and levels to model the data as 

accurately as possible  (Rakić, et al., 2014). A study by Hatami & Jing (2017) successfully found the best wave 

profile of aluminium oxide-water nanofluids in a wavy direct absorber solar collector. The researchers 
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considered the amplitude of the wave and the number of waves as the independent variables of the experiment 

to optimize the Nusselt number of aluminium oxide-water nanofluid in the solar collector. With the use of 

CCD, authors were able to find the wave amplitude and number that yielded the highest Nusselt number. 

Another research by Ghasemi et al. (2021) employed CCD to simultaneously minimize pressure drop and 

maximize heat transfer in a mini channel heat sink. The explanatory variables were defined as the number of 

channels, mass flow rate, and channel diameter, with the response variables as the heat transfer rate between 

them and pressure drop. The research concluded that the optimal design consisted of four channels, a mass 

flow rate of 3 cm/s, and a channel diameter of 4mm, consequently, the desirability function of the optimization 

was 0.573. 

Box Behnken Design (BBD) is another design of experiments that falls under Response Surface Methodology. 

It involves three levels, namely -1,0, and +1 and it gives a similar mathematical model to that produced by 

CCD. The main difference between the two is that CCD involves more experimental runs than BBD because 

it considers the axial points of the dataset instead of solely the cube points (Rakić, et al., 2014). This also 

implies that BBD has a lower degree of freedom in comparison to CCD which makes it less rotatable. BBD is 

preferred for applications whereby the range of favourable operating conditions has already been determined 

and the researcher now seeks to pinpoint the most optimal conditions. In a study to enhance thermal efficiency 

by optimizing the filling ratio, tilt angle, and dispersion mass fraction of the nanoparticles in an evacuated tube 

solar collector using the Box Behnken Design (Sarafraz, et al., 2019), the researchers were able to model the 

thermosyphon system using RSM and found out that a maximum thermal efficiency of 96.2% was achieved 

when the tilt angle was 48°, with a filling ratio of 0.65, and a mass fraction of 0.3. When validation was carried 

out, the RSM model had a margin of error of 1.5%, proving the accuracy of the RSM-generated model. As 

RSM involves different Designs of Experiments, this paper specifically presents Central Composite Design 

(CCD) and Box Behnken Design (BBD) in the context of optimization of a pumped solar thermal system with 

flat plate collectors, suitable for hot water preparation at the household/domestic level 

2. Methodology 

Experiments were conducted on an existing pumped solar thermal system with a flat plate collector and zinc 

oxide-water nanofluids were used as the working fluid for the system. The apparatus comprised a full port ball 

valve, a flat plate collector, two 100-litre storage tanks, a pump, piping, and pipe fittings. The pipes and storage 

tanks were all insulated to minimize thermal losses to the environment. The first portion of the experiment 

involved preparing the zinc oxide-water nanofluids at varying mass fractions ranging from 0.0% to 0.15%. 

Additionally, a concentration of 1.0% of sodium dodecyl sulphate (SDS) was used as a surfactant in the 

prepared nanofluids.  

The mass flow rate of the working fluid was also varied at 0.0556 kg/s, 0.1667 kg/s, and 0.2778 kg/s to 

investigate the effect of mass flowrate on the thermal efficiency of the system, and this was controlled by a 

full port ball valve. To calculate the thermal efficiency, the inlet temperature, outlet temperature, and solar 

irradiance were recorded and used.  

The experiments investigated mass flow rate, mass fraction, and irradiance as independent variables affecting 

the thermal efficiency of the system and Table 1 shows the allocated values for each level. Central Composite 

Design and Box Behnken Design were both used to generate tables for the design of experiments. Minitab 

software was used to generate the design tables for both methods and the same software was used to analyse 

the data obtained from the experiments. Central Composite Design yielded 20 experimental runs, and the alpha 

value was specified as one for a face-centred design. The design of experiments for Central Composite Design 

is illustrated in Table 2. The design was unblocked because there were no blocks for the data set obtained. 

Consequently, Box Behnken Design yielded 15 experiment runs for the three defined factors, and the design 

was also unblocked, similar to Central Composite Design. The design of experiments for Box Behnken Design 

is shown in Table 3. An Analysis of Variance (ANOVA) was then carried out on the model to determine the 

accuracy and correctness. 
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Tab 1: Specific values for each level of the three factors 

Factor Coded Level 

+1 0 -1 

Mass Flowrate (kgs-1) A 0.2778 0.1667 0.0556 

Mass Fraction (%) B 0.0 0.75 0.15 

Irradiance (W/m2) C 64 486 908 

 

 

Table 1: Design of experiments table for Central Composite Design generated by Minitab 

 

 

 

 

 

  

Run Blk A B C 

1 1 -1 -1 -1 

2 1 1 -1 -1 

3 1 -1 1 -1 

4 1 1 1 -1 

5 1 -1 -1 1 

6 1 1 -1 1 

7 1 -1 1 1 

8 1 1 1 1 

9 1 -1 0 0 

10 1 1 0 0 

11 1 0 -1 0 

12 1 0 1 0 

13 1 0 0 -1 

14 1 0 0 1 

15 1 0 0 0 

16 1 0 0 0 

17 1 0 0 0 

18 1 0 0 0 

19 1 0 0 0 

20 1 0 0 0 
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Table 2: Design of experiments table for Box Behnken Design generated by Minitab  

Run Blk A B C 

1 1 -1 -1 0 

2 1 1 -1 0 

3 1 -1 1 0 

4 1 1 1 0 

5 1 -1 0 -1 

6 1 1 0 -1 

7 1 -1 0 1 

8 1 1 0 1 

9 1 0 -1 -1 

10 1 0 1 -1 

11 1 0 -1 1 

12 1 0 1 1 

13 1 0 0 0 

14 1 0 0 0 

15 1 0 0 0 

 

3. Results and Discussion 

To analyse the data obtained, Minitab software was used, and Response Surface Methodology was also applied 

for regression of the data. The data was used to generate surface plots from the two designs of experiments 

(Figure 1 and Figure 2). Table 4 presents the model summary for CCD, and Table 6 presents ANOVA for 

CCD. Similarly, Table 5 presents the model summary for BBD, and Table 7 presents ANOVA for BBD. 

 

 

Fig. 1: Surface plots of thermal efficiency generated from CCD 
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Fig. 2: Surface plots of thermal efficiency generated from BBD 

 

Table 3: Model summary for CCD 

S R-sq R-sq(adj) R-sq(pred) 

7.47560 77.78% 57.79% 0.00% 

 

Table 4: Model summary for BBD 

S R-sq R-sq(adj) R-sq(pred) 

7.89615 85.88% 60.46% 0.00% 
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Table 5: Analysis of Variance for CCD 

Source DF Adj SS Adj MS F-Value P-Value 

Model 9 1956.48 217.387 3.89 0.023 

  Linear 3 800.29 266.763 4.77 0.026 

    Mass Fraction 1 481.84 481.835 8.62 0.015 

    Mass Flowrate 1 1.74 1.740 0.03 0.863 

    Irradiance 1 70.90 70.902 1.27 0.286 

  Square 3 459.24 153.078 2.74 0.099 

    Mass Fraction *Mass Fraction 1 2.68 2.679 0.05 0.831 

    Mass Flowrate *Mass Flowrate 1 290.54 290.539 5.20 0.046 

    Irradiance*Irradiance 1 41.35 41.354 0.74 0.410 

  2-Way Interaction 3 258.14 86.045 1.54 0.264 

    Mass Fraction*Mass Flowrate 1 37.11 37.110 0.66 0.434 

    Mass Fraction *Irradiance 1 128.40 128.399 2.30 0.161 

    Mass Flowrate *Irradiance 1 235.22 235.224 4.21 0.067 

Error 10 558.85 55.885     

Total 19 2515.33       

 

Table 6: Analysis of variance for BBD 

Source DF Adj SS Adj MS F-Value P-Value 

Model 9 1895.86 210.651 3.38 0.097 

  Linear 3 284.80 94.935 1.52 0.317 

    Mass Fraction 1 172.95 172.950 2.77 0.157 

    Mass Flowrate 1 1.50 1.503 0.02 0.883 

    Irradiance 1 2.25 2.254 0.04 0.857 

  Square 3 475.74 158.581 2.54 0.170 

    Mass Fraction*Mass Fraction 1 73.30 73.299 1.18 0.328 

    Mass Flowrate*Mass Flowrate 1 329.29 329.289 5.28 0.070 

    Irradiance*Irradiance 1 69.31 69.308 1.11 0.340 

  2-Way Interaction 3 168.88 56.293 0.90 0.502 

    Mass Fraction*Mass Flowrate 1 5.78 5.784 0.09 0.773 

    Mass Fraction*Irradiance 1 158.98 158.984 2.55 0.171 

    Mass Flowrate*Irradiance 1 39.83 39.829 0.64 0.460 

Error 5 311.75 62.349     

Total 14 2207.61       
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The regression outcomes for evaluating thermal efficiency of the system for both experimental designs – CCD 

and BBD, are presented. Equation 1 presents the regression outcome for CCD, while equation 2 presents the 

regression outcome for BBD. 

𝜂𝑡ℎ = 49.8 −  90 𝑚𝑖 + 45�̇� − 0.0257𝐻 − 154𝑚𝑖(𝑚𝑖) − 950�̇�(�̇�)  −  0.000077 𝐻(𝐻) −

 317 𝑚𝑖(�̇�)  +  0.485 𝑚𝑖(𝐻) +  0.542 �̇�(𝐻)    ( eq.1) 

 

𝜂𝑡ℎ = 3.5 −  116 𝑚𝑖  +  388 �̇�  +  0.111 𝐻 −  1123 𝑚𝑖(𝑚𝑖)  −  1554�̇�(�̇�)  −  0.000223𝐻(𝐻)  −

 146 𝑚𝑖(�̇�)  +  0.824 𝑚𝑖(𝐻) +  0.305 �̇�(𝐻)                                                       (eq.2) 

 

The Central Composite Design was able to accurately optimize the mass fraction, mass flow rate, and solar 

irradiance. The coefficient of determination (R2) was found to be 77.78 %, while the values of adjusted R2 and 

predicted R2 were 57.79 % and 0.0% respectively. The coefficient of determination indicated that the model 

produced was a good fit for the data obtained from the experiment. The P-value of the model was found to be 

0.023, which is lower than the standard F-value of 0.05 for a confidence level of 95%. This shows that the 

model produced is significant and can therefore be used to accurately predict the behaviour of the system under 

different conditions. 

The Box Behnken Design was also able to optimize the mass fraction, mass flow rate, and solar irradiance. 

The coefficient of determination (R2) was found to be 85.88 %, which is higher than that of the CCD model. 

This difference implies that the BBD model fits the data provided better than the CCD model. Additionally, 

the adjusted R2 and predicted R2 were 60.46% and 0.0% respectively. The coefficient of determination 

indicated that the model produced was also a good fit for the data obtained from the experiment. The P-value 

of the model was found to be 0.097, which is higher than the standard F-value of 0.05 for a confidence level 

of 95%. This shows that the model produced has a confidence level of at most 90% as opposed to the 

conventional 95%. It can be inferred that the CCD model is more significant and therefore has superior 

accuracy. 

The two regression models show that mass flowrate has the most negative influence on thermal efficiency. 

This is backed up by the observations that in both Table 6 and &, this interaction is also amongst the most 

significant ones. Additionally, mass flowrate alone had the most positive effect on thermal efficiency, while 

irradiance is shown to have little effect on the output as the coefficients for both regression models are under 

0.20. 

 

4. Conclusion 

CCD and BBD can both be used to effectively optimize thermal efficiency of a solar thermal system, as 

demonstrated in this study. Although the Box Behnken Design was found to surpass the Central Composite 

Design in terms of model fitting, the Central Composite Design produced a more accurate model. Both the 

models displayed the same patterns of significant factors and interactions in the regression models. However, 

Box Behnken Design was observed to be a more cost-effective and accurate method because it involves less 

runs and it still produces a model that is representative of the actual system. 

 

5. Appreciation 

This work was carried out under the auspices of the SOLTRAIN project – a regional initiative on capacity 

building and the demonstration of solar thermal systems in the Southern African region. For details, see 

www.soltrain.org   
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Abstract 

An adsorption thermal battery utilizes the reversible adsorption and desorption of water on porous solids and 

is of particular interest in combination with solar thermal collectors. The efficiency of this technology depends 

on the performance of the adsorbents, which should have high water adsorption capacity and, consequently, a 

high energy storage density, stability under humid conditions, and fast kinetics of adsorption and desorption. 

New synthetic approaches and improved performance of the adsorbents and the systems are being studied  to 

improve the energy storage performance. The microporous aluminophosphate APO-Tric adsorbent with 

chabazite structure was shaped into extrudes and granules on laboratory scale, showing higher water adsorption 

capacity of the extrudes in comparison to the granules. The APO-Tric extrudes were tested in 15 adsorption-

desorption cycles between 40 oC and 90 oC at a water vapour pressure of 12.5 mbar and showed good 

hydrothermal stability under these conditions. Good mass balances between adsorbed and desorbed water were 

achieved in the sorption cycles. In all cycles, maximum temperatures from 53 to 57 °C were reached during 

adsorption. 

 

Keywords: APO-Tric extrudes, water adsorption, hydrothermal stability, solar energy, thermal battery, test 

set up 

 

1. Introduction 

The adsorption thermal battery (Zeng et al., 2023) utilizes the reversible adsorption and desorption of water on 

porous solids and is of great interest as it represents an energy storage concept with great potential for the loss-

free and long-term storage of thermal energy with high energy density, especially in combination with solar 

thermal collectors. It offers the possibility of reducing the consumption of fossil fuels for space heating in 

buildings and achieving net-zero scenarios. 

The driving forces for the development of an efficient storage adsorbent with advanced properties are a high 

water adsorption capacity in the low relative pressure range, a low regeneration temperature of up to 100 oC, 

good adsorption kinetics and hydrothermal cycling stability under working conditions. New synthetic 

approaches, improved sorption properties of the adsorbents and the systems should be developed to improve 

the energy storage performance. 

Thermally stable microporous adsorbents such as zeolites, aluminophosphates and metal-organic frameworks 

are often tested with water as the working fluid for thermal energy storage and/or transformation. (Ristić, 
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2022) Zeolites are microporous crystalline alkali or alkali-earth aluminosilicates with a 3D framework 

containing channels and/or cavities with pore openings of 0.3 to 0.8 nm. One of the advantageous properties 

for thermal energy storage applications is the strong hydrophilicity of zeolites, expressed as a Type I water 

isotherm, that depends on the Si/Al molar ratio of the zeolite framework, the framework structure type, the 

type and distribution of exchangeable extra-framework cation, structural defects and the distribution of 

possible surface silanol groups. (Ng, Mintova, 2008)  However, the high affinity for water at low partial 

pressure affects on the desorption temperature in the heat storage cycle, i.e. high desorption temperatures above 

300 oC are the result of the strong interactions between the charged framework and water molecules. The most 

frequently investigated zeolites with a high Al content as thermal energy storage materials are the 

commercially available zeolites A, X and, more recently, Y. (Ristić, 2022; Schmit et al., 2024) Microporous 

aluminophosphates have shown their advantages over zeolites in terms of lower charging/desorption 

temperature, higher water adsorption capacity and higher adsorption enthalpy. (Ristić, 2022) They have a 

weaker hydrophilic (water isotherm Type I) or hydrophobic-hydrophilic (water isotherm Type V) character 

depending on the chemical composition, structure type, framework defects and synthesis approach. The 

commercially available aluminophasphates AQSOA FAM Z02 (SAPO-34), AQSOA FAM Z05 (APO-5) and 

AQSOA FAM Z01 (FAPO-5) from Mitsubishi Plastics Ltd. (Kakiuchi et al., 2005) are more expensive than 

above listed zeolites, because expensive organic structural directing agents are used for their production. Of 

the aluminophosphates, SAPO-34 is the most widely investigated adsorbent for use in the adsorption thermal 

batteries application, with various energy storage densities being determined as a function of the working 

conditions. Henninger determined an energy storage density of 177 Wh kg-1 at an adsorption temperature of 

40 oC and a water vapour pressure of 5.6 kPa as well as a desorption temperature of 95 oC and a water vapour 

pressure of 1.2 kPa. (Henninger et al., 2010) A study by Brancato and Frazzica showed a lower energy storage 

density (94 Wh kg-1) at a desorption temperature of 90 °C and a water vapor pressure of 1.2 kPa and an 

adsorption temperature of 35 oC and a water vapor pressure of 4.2 kPa (Brancato, Frazzica, 2018). In contrast, 

a higher energy storage density of 196 Wh kg-1 was achieved  by Palomba et al. (Palomba et al., 2017) under 

conditions of adsorption temperature (35°C), evaporation temperature (10 °C), desorption temperature (91 °C) 

and condensation temperature (15 °C) in an open system. In addition to energy storage density, the 

determination of cycling stability under humid conditions is another important objective in the development 

of  aluminophosphate adsorbents for their use in solar energy storage. Two SAPO-34 prepared by different 

synthesis routes were tested in short-term adsorption-desorption cycles by Henninger et al. (Henninger et al., 

2011). The tests were performed directly in a thermogravimetric apparatus that could cycle the adsorbent 

material between 140°C and 20°C at a water vapour pressure of 5.6 kPa and 1.2 kPa for the desorption and 

adsorption conditions, respectively, to monitor the change in water adsorption capacity. Frazzica presented the 

experimental protocol for the long term cycling stability of adsorbents for thermal energy storage applications 

under realistic operating conditions. SAPO-34 was tested between 90°C and 40°C at a water vapour pressure 

of 7.3 kPa. (Frazzica, Brancato, 2018) in a designed test rig. Freni et al. proposed a protocol to test the 

hydrothermal stability of adsorbent coatings on heat exchanger, which was carried out in a system with 

saturated and dry air over samples that were continuously cooled and heated to simulate typical cycles. The 

adsorption capacity was then checked in a thermogravimetric device to detect possible deterioration of the 

adsorption capacity. (Freni et al, 2013) 

 

The water adsorbent APO-Tric has the same chabazite structure as SAPO-34, containing 3-dimensional 

interconnected pore system with pore openings of 0.38 nm and large ellipsoidal cavities of 0.84 nm. 

(Baerlocher et al., 2007) The adsorbent was developed by (Ristić et al., 2012). It was found that a driving force 

for the water adsorption process (S-shaped water adsorption isotherm) was formation of highly ordered water 

clusters in the micropores, which was enabled by an optimal micropore diameter and, rapid and reversible 

changes  in Al coordination associated with synthesis in a fluoride medium. The dehydration of this material 

is a very complex process and practically all the water can be desorbed at 95 oC, which is another important 

characteristic for its utilization. Recent calculations of the dynamics of the system by mimicking an in-house 

solar heat storage system, revealed a complex sorption/desorption dynamics. (Krajnc et al., 2017) One 

consequence of the sudden water uptake in a narrow pressure range was the immediate release of heat. The 

APO-Tric adsorbent (powder) can store 320 Wh kg-1 at working conditions of the adsorption temperature of  

30 oC and desorption temperature of 100 oC at a water vapour pressure of 12.5 mbar, which is significantly 
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higher than the reported stored energy densities for SAPO-34s. The APO-Tric adsorbent is considered an 

expensive adsorbent when piperidine is used in its synthesis. However, a green synthesis using a low-cost ionic 

liquid was recently developed (Mal et al., 2021), which resulted in the preparation of APO-Tric powder with 

a more hydrophilic character and an improved water adsorption capacity of 5 %. The reuse of the spent ionic 

liquid was also confirmed, contributing to the reduction of toxicity and production costs of aluminophosphate 

synthesis. The powdered form in which these aluminophosphates are produced is not advantageous, as the 

thermal energy storage systems require compacted and shaped adsorbents, such as bodies a few millimetres in 

size, due to process requirements such as mechanical stability and mass transport. The powder material limits 

the separation of powder and gas phase, the permeability of the material and the handling in general and leads 

to clogging of the valves in the systems. Therefore, thermochemical adsorbent powders must be shaped for the 

utilization in the systems. 

 

We present here a study on the influence of a shaping process on the water sorption properties of the adsorbent 

APO-Tric developed for a low temperature solar energy storage application. To this end, the hydrothermal 

cycling stability in the gravimetric adsorption analyzer and the mass transport in the laboratory test rig were 

investigated for the first time. 

2. Materials and methods 

The extruded APO-Tric, which was produced using a Caleva Multi Lab extruder (Dorset, UK) at the National 

Institute of Chemistry in Slovenia, was analysed by X-ray powder diffraction using the PANalytical X'Pert 

PRO diffractometer (Malvern Panalytical, Almelo, Netherlands) and nitrogen physisorption using Autosorb 

iQ3 (Quantachrome Instruments, Boynton Beach, FL, USA) to determine the structural properties. The 

isotherms of water adsorption at 25 °C and the adsorption/desorption cycles were determined using the 

automatic gravimetric water sorption analyser IGAsorp-XT (accuracy ± 0.1 µg) (Hiden Isochema Ltd., 

Warrington, UK). Hydrothermal stability (short term) of the small amount of the APO-Tric material (1 g) was 

determined by the same analyser using the modified sequential method (Ocvirk et al., 2021; Frazzica, 

Brancato, 2018), in which water uptake was measured at 40 °C under humid nitrogen gas flow (80 % relative 

humidity) and then dried at 90 °C with dry nitrogen flow.  

The heat storage performance of a larger quantity of the adsorbent (150 g) was tested in a dedicated laboratory 

test rig at AEE INTEC in Austria. The test rig is placed in a vacuum vessel and can be divided in two main 

parts: the evaporator/condenser unit and the material block unit. The cooling system for heat sinks of both 

units is situated outside the vacuum vessel. Figure 1 shows a schematic representation of the setup, where the 

blue line represents a cooling fluid. The material block is a coated aluminum block with ribs, in between which 

the adsorption material is placed. Multiple adsorption-desorption cycles can be performed under vacuum 

conditions. The masses of the water reservoir and the material block are monitored during the process in order 

to check the mass balance. To sufficiently monitor adsorption-desorption cycles, temperature and pressure 

sensors together with mass balances were used.  

 

Figure 1: Schematic representation of the material test set up at AEE INTEC  
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3. Results 

A new synthesis approach using cheap and recyclable reactants (Mal et al., 2021) has significantly reduced the 

production cost of the shaped aluminophosphate adsorbent. Figure 2 shows a comparison of the water 

adsorption isotherms of APO-Tric granules (spheres) and extrudes (cylinders), which illustrates the influence 

of the shaping process on the water uptake of the adsorbent.  

 

Figure 2: Water adsorption isotherms at 25 °C of shaped APO-Tric and powdered APO-Tric adsorbents  

Figure 3 presents good cycling stability of the APO-Tric extrudes and a water loading lift as the difference 

between the amount of adsorbed water at 40 oC and desorber water at 90 oC at a water vapor pressure of 12.5 

mbar. The small decrease (3%) in water uptake was observed after 15 adsorption/desorption cycles, which is 

consistent with the powdered sample. (Ristić et al., 2012) 

 

Figure 3: Cycling stability of APO-Tric extrudes of 15 cycles of adsorption and desorption between 40 °C and 90 °C at 12.5 

mbar 

The APO-Tric extrudes were used for the first time in experiments on a dedicated laboratory test rig. As these 

were the first experiments with the extrudes, extensive adsorption-desorption cycles were carried out to better 

understand both the processes with the new material and the interaction of the material in the system. 

Different conditions were used to find the optimal conditions. For example, the adsorption time was set at 10 
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hours. When the adsorption cycle started, the valve of the evaporator was opened and water vapour was 

adsorbed by the APO-Tric material, the temperature of the material initially increased and reached a 

maximum temperature of 53 °C, while it decreased to 31 °C at the end of the process. During adsorption, the 

mass of the evaporator decreased by 22.3 g and the mass of the adsorber increased by 22.8 g. With a difference 

of only 0.5 g, it can be concluded that the balance of masses in the adsorption cycle is very good. During 

adsorption, it was possible to achieve a temperature lift of 29 °C, starting from 24 °C, the temperature of the 

material at the beginning of adsorption, up to a maximum temperature of 53 °C, which was reached after 8 

minutes. It was observed that the mass of the adsorber reached a maximum after 3 hours and 28 minutes. 

More detailed results obtained during adsorption are shown in Table 1. They show the time of the start and 

end of the adsorption cycle, the mass of the evaporator, the mass of the adsorber, the pressure change in the 

vacuum vessel, the temperature of the material and the temperature lift 

 

Tab 1: Detailed results during the adsorption process  

Time 

[h:min] 

m_Evaporator 

[g] 

m_Adsorber 

[g] 

p_Vacuum 

[mbar] 

T_APO-

Tric [°C] 

T_lift 

[°C] 

15:59 1287 1508.8 3.46 24 
29 

03:11 1264.7 1531.6 27.21 53 
 -22.3 22.8   

 

 

Figure 4 shows one of the adsorption processes carried out at 15 °C and a pressure from 3.46 mbar. 

 

Figure 4: Monitoring of the adsorption at 15 °C and pressure starting at 3.46 mbar 

When the adsorption was complete, the valve on the evaporator was closed and after 1 hour a desorption 

process began with the heating of the material to 100 °C. The water vapour desorbed from the material 

condensed on the surface of the condenser and collected in the water reservoir. The desorption process lasted 

1 hour and 3 minutes. During this time, the temperature of the material changed from 31 °C to 105 °C and 

also reached the maximum temperature of 116.5 °C at the end of desorption. During desorption, 25.5 g of 

water was desorbed from the material, while 14.8 g of water was stored in the water reservoir. There is a 

difference in the mass balance between the adsorber and the water reservoir because the remaining water that 

condensed during desorption was still dripping into the funnel even though the valve was already closed (this 

can be seen in Figure 5 as a jump in the curve showing the mass of the evaporator at the end of desorption). 

Further results obtained during desorption can be found in Table 2. 

 

 
A. Ristic et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

617



 
Tab 2: Results during desorption temperature of 100 °C 

Time 

[h:min] 

m_Evaporator 

[g] 

m_Adsorber 

[g] 

p_Vacuum 

[mbar] 

T_Material 

[°C] 

T_lift 

[°C] 

3:11 1264.7 1531.6 27.21 31 
84 

4:14 1279.5 1506.1 30.82 105 
 14.8 -25.5   

 

 

The monitoring of the desorption process is shown in Figure 5.  

 

Figure 5: Monitoring of desorption at 100 °C and pressure starting at 27.21 mbar 

The highest value of water uptake achieved during adsorption was 27.2 g, and 27.6 g of water vapour was 

desorbed during the associated desorption. This was achieved at an adsorption temperature of 15 °C and a 

pressure range of 3.36 mbar to 32.13 mbar. At the desorption temperature of 100 °C, a maximum pressure of 

54.94 mbar was reached, which fell to 39.20 mbar by the end of desorption. 

4. Conclusions 

In order to develop and optimize TCMs and storage systems, a multi-level approach is required, ranging from 

the material level to the component and system level. When a new material is introduced into an existing 

pilot plant or system, extensive adsorption-desorption testing is required to determine the interaction between 

the material and the system. 

In this work, newly developed extrudes of APO-Tric were investigated and tested in a 150-gramme laboratory 

test rig to demonstrate the potential of water adsorption for low-temperature heat storage applications. Due 

to the hydrophobic inorganic binder in the extrudates, the shaped materials were found to have lower water 

uptake than the powdered material. After 15 cycles with a small amount of the material (1 g), a 3% decrease 

in water uptake was observed, which is consistent with a decrease in specific surface area. The mass balance 

during adsorption was in good agreement in most tests, while larger mass differences were observed during 

desorption. Therefore, further analyses need to be carried out to determine the cause of the discrepancies in 

mass balance in some of the adsorption-desorption cycles. 
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Abstract 

Seasonal thermal energy storage (TES) systems are a key element to promote the increase of renewable energy in 

district heating networks. Their complex dynamic operation within the energy system as well as their interaction with 

the surrounding environment requires detailed planning and design. The TES envelope plays a key role: the TES 

efficiency and the temperature of the surrounding ground are strongly influenced by the thermal losses through the 

cover and walls. Numerical simulations are a fundamental step to define the baseline targets for the optimal TES 

performance. Materials testing are required to assess the effective performance of the selected materials under the 

specific TES operating conditions and to support the design of the specific envelope performance. The construction 

of mock-ups is a third element to verify the test results and to identify possible challenges in the real scale application. 

In this work, these three elements are mutually integrated to support the design and optimization of the final TES 

structure with particular attention in preventing the formation of convective heat flux within the insulation layer. 

Keywords: Thermal energy storage, thermal losses, thermal insulation, porous insulation, numerical modelling, 

convective heat transfer 

 

1. Introduction 

The decarbonization of the building sector requires the integration in the energy system of renewable energy (RE) 

sources, traditionally characterized by high volatility, low density and often strong daily and seasonal oscillations. 

Alongside the transition of the energy generation systems, storage systems will gain increasing importance to ensure 

the stability of the energy supply and to increase the self-sufficiency of the communities, as it allows to decouple 

energy demand and generation (Golmohamadi et al., 2022). 

In district heating (DH) networks, large-scale water-based thermal energy storage (TES) systems have been used to 

increase the share of RE. The two main construction solutions can be distinguished between tank TES (TTES) and 

pit TES (PTES) (Schmidt et al., 2018). TTES are of cylindrical shape and are usually freestanding; some examples 

are the TTES of Munich Ackermannbogen (see Fig. 1(a)) and Friedrichshafen (Ochs, 2009). PTES have a truncated 

pyramidal shape, generally present significantly larger volumes than TTES and can be considered the current state 

of the art of water-based TES, with the main examples being the PTES in Dronninglund, Marstal and the more recent 

Høje Taastrup in Denmark and new plant in Langkazi (Tibet, China) (International Energy Agency (IEA), 2024). 

The successful application in Denmark has increased the interest in the use of this technology in other countries, but 

the local specific requirements (i.e., presence of groundwater, low space availability) need the implementation of 

specific solutions (i.e., lateral insulation, diaphragm walls, graphically presented in Fig. 1(b)) that can be cost 

demanding (Tosatto, Ochs, Dahash, & Muser, 2022). The TES planning and design requires the evaluation of these 

requirements at different levels, from the DH grid to the specific envelope element. In this phase, numerical 

simulations and experimental studies are an important resource. 

This works aims to show the relevance and mutual connection between the different design steps for what concerns 

the TES envelope, highlighting how simulation studies can help to define the required parameters (i.e., thermal 

conductivity threshold, insulation thickness) and how the experimental investigations on the materials can support 

the specific design of the envelope. The case of buried TTES vertical walls is investigated here, as many of the 

existing applications of large-scale PTES are non-insulated, thus making the definition of reliable designs and 
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insulation concepts an important research gap to be filled. In the design of TES envelope, material degradation due 

to combined effects of moisture and high temperatures is a non-negligible aspect. Structural elements in concrete, 

polymeric liners, piping systems and insulation need to be designed to enable high performance and long life. When 

considering the insulation, the high costs involved for both the material and the installation call for a careful selection 

and design based on a deep knowledge of the heat transfer phenomena involved. The insulating bore pile wall (IBPW) 

concept developed within the “gigaTES” project (van Helden et al., 2021) opens several questions concerning the 

optimal insulation material to be applied, the construction process and the final costs. Far from being able to answer 

all of these questions, this work aims to highlight the most important aspects to be taken into account in the material 

selection and envelope design, considering the thermophysical phenomena involved.  

  
(a) (b) 

Fig 1: (a) Freestanding TTES in Munich Ackermannbogen. (b) Sketch of the main elements of a buried TTES with lateral insulation. 

In this work an integrated approach for the assessment of the TES envelope properties is suggested. Alongside 

standard material tests, mock-ups replicating the specific application of vertical insulation in buried TTES are 

considered. Following the existing approach that uses thermal response tests (TRT) to determine the thermal 

properties of the ground (useful for the design of ground source heat pumps) (Spitler & Gehlin, 2015), a similar 

solution is implemented to study the performance of vertical underground insulation. Mock-ups for TES lateral 

insulations are built on a lab scale (to test the approach) and are followed by tests on field-scale underground mock-

ups.  

2. Materials and their properties 

Among the different types of insulation materials, bulk granular insulation is considered to be a suitable solution that 

can be used as TES insulation due to its ease of installation without the need for scaffolding, as the grains can be 

poured and adjusted to any geometric irregularity. Some examples applied in existing TES are foam glass gravel 

(FGG), expanded glass granules and perlite. However, the heat transfer that occurs within the TES envelope goes 

beyond the thermal conduction, as radiation and convection can concur to increase significantly the heat flux, 

depending on the material’s characteristics (granules vs. panels, porosity, permeability) and conditions (upwards/ 

horizontal heat flux, temperature difference) (Drück et al., 2022; Ochs & Bianchi Janetti, 2018). Due to the presence 

of open porosity (i.e. voids between the grains) and large temperature difference, the use of bulk granular insulation 

can be unfavorable from the point of view of insulation performance in the presence of upward and horizontal heat 

flow (as in the TES cover and wall, respectively), since the formation of natural convective transfer (which occurs 

as a consequence of the air density gradient) would represent a non-negligible part of the total heat flow. The negative 

effects of natural convection on the effective performance of thermal insulation have been observed in large-scale 

TES (Ochs, 2009), but affect also the insulation of spherical cryogenic storage tanks (Taghavi et al., 2024), making 

this a relevant research topic for various applications. 

When investigating the heat transfer within the insulation layers, alongside the energy balance equation (eq. 1), the 

momentum equation needs to be included to solve the velocity field of the fluid (i.e., the air within the insulation 

layer) related to the convective heat transfer. For the application in porous insulation materials, the Brinkman 

equation can be introduced (eq. 2) as it describes the momentum transport in porous media.  

(𝜌𝐶𝑝)
𝑏𝑢𝑙𝑘

𝜕𝑇

𝜕𝑡
 = 𝛻 ∙ (𝜆𝑏𝑢𝑙𝑘𝛻𝑇) − (𝜌𝐶𝑝)

𝑏𝑢𝑙𝑘
𝑢 ∙ 𝛻𝑇   (eq. 1)  

𝜌
𝑑𝑢

𝑑𝑡
= 𝛻 ∙ [−𝑝𝐼 +

𝜂

𝜓𝑚𝑎𝑐𝑟𝑜
(𝛻𝑢 + (𝛻𝑢)𝑇) +

2

3

𝜂

𝜓𝑚𝑎𝑐𝑟𝑜
(𝛻𝑢)𝐼] + 𝜌𝑔𝛽(𝑇 − 𝑇𝑐) +

𝜂

𝐾𝑏𝑢𝑙𝑘
𝑢  (eq. 2) 
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In the presented equations, 𝑇 is the material temperature ([K]), 𝜌𝑏𝑢𝑙𝑘 ([kg/m3]) and 𝐶𝑝,𝑏𝑢𝑙𝑘 ([J/(kg∙K)]) the bulk 

density and thermal capacity, 𝜆𝑏𝑢𝑙𝑘 ([W/(m∙K)]) the bulk thermal conductivity, 𝑢 the fluid velocity within the bulk 

([m/s]), 𝜌 ([kg/m3]) the fluid density, p ([Pa]) the pressure, 𝜂 ([Pa∙s]) the fluid viscosity,  𝜓𝑏𝑢𝑙𝑘 the bulk macro 

porosity, 𝛽 the expansion coefficient ([1/K]) and  𝐾𝑏𝑢𝑙𝑘 ([m2]) the bulk permeability.  

Taking into account these phenomena in the TES modelling is computationally intensive, but the design process can 

be divided into different steps, each one focusing on a specific aspect of the design, as simplified in Fig. 2. System 

models based on TRNSYS or Modelica/Dymola can be used to define the TES capacity and operation temperatures, 

while detailed models based on MATLAB/Simulink or COMSOL Multiphysics can provide more detailed 

information concerning the required insulation performance and distribution (Ochs et al., 2022). For the detailed 

design of the single envelope components, software tools like COMSOL Multiphysics, ANSYS and Delphin can be 

used to model the heat, fluid and moisture transport within the materials. This numerical analysis can go on both 

directions (i.e., system-to-component and component-to-system) as the information gained on one level can be used 

on the others and viceversa. Experimental investigations are an additional important support to extend the knowledge 

of the material properties, investigate the application on small mock-ups of the TES elements, and provide important 

indications for the design process. 

 
Fig. 2: Steps for the design of buried TES envelope.  

3. Methodology 

3.1.  TES Numerical models 

The integration of a buried TES within a DH systems is evaluated through the assessment of its performance under 

the expected operating conditions (i.e., charging/ discharging temperatures and profiles, seasonal/weekly operation). 

In this preliminary step, the surrounding ground (i.e., soil properties and stratification, presence of groundwater) can 

also be taken into account. Several numerical models are available for this type of evaluation (Ochs et al., 2022), 

depending on the degree of detail required and on the level of the analysis. This step is relevant to assess the general 

characteristics required from the TES envelope in terms of heat transfer coefficient (HTC). Many studies highlight 

the necessity to ensure a good performance of the insulation materials of the lateral walls, not only to improve the 

TES performance but also to reduce the impact on the surrounding ground and groundwater, depending on the 

material type (clay, sand, rock) but also on the groundwater depth and velocity (Dahash et al., 2021). 

3.2. Assessment of materials’ properties 

Once the general requirements in terms of HTC are defined, the most suitable materials can be selected. The selection 

criteria for materials in this step include not only thermal conductivity, but also porosity, density, structure (panels, 

granules) and their attitude to absorb water. Material datasheets are an important source of information, but often the 

data are available for a limited range of temperatures, lower than the operation of the TES, that can reach 95 °C. 

In order to assess the material behaviour at the specific operation conditions, and in particular the risk of natural 

convection development, three main approaches can be used: preliminary evaluations based on available data, 
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numerical modelling and material testing. Each one is to be considered complementary to the others, as they are able 

to provide different kind of information concerning the characteristics and performance of the material. 

• Preliminary assessment. Alongside the material selection based on the properties available from the 

datasheets, a preliminary evaluation regarding the convection risk can be done using the Darcy-modified 

Rayleigh number presented in eq. 3 (Stephan et al., 2019), which defines the transition from conduction to 

convection (natural to turbulent) of the heat transfer in a porous material like thermal insulation.  

𝑅𝑎 =
𝑔 𝛽𝑎  

𝜈𝑎
∙

𝐿 𝐾 Δ𝑇

𝛼
   (eq. 3) 

The single contributions on the development of convective heat flux depend on fluid characteristics (𝜈𝑎 is 

the fluid kinematic viscosity, [m2/s]), geometry and layout (𝐿 is the characteristic length [m], Δ𝑇 is the 

temperature difference between the two sides of the insulation [K]), and material characteristics (𝛼 thermal 

diffusivity [m2/s], K material permeability [m2]). Other factors are the gravitational acceleration (g, [m/s2]) 

and the coefficient of thermal expansion (𝛽𝑎, [1/K]). The Rayleigh number allows to assess for different 

materials and applications (i.e., temperature difference and material thickness) the role of convection. Its 

limit is the fact that it considers a 1D heat transfer, while the heat transfer through TES lateral walls and 

cover is 2D or even 3D. Moreover, the material permeability is often an unknown parameter, that can be 

estimated through empirical correlations (see eq. 4, Ergun correlation (Ochs, 2009)) or experimentally 

defined, and the thermal conductivity used to the define the thermal diffusivity depends on the material 

average temperature, which is usually much higher than the temperature used to define the nominal thermal 

conductivity in commercial datasheets. 

𝐾𝐸𝑟𝑔𝑢𝑛 =
𝑑𝑚

2 ⋅𝜓3

𝐴⋅(1−𝜓)2  (eq. 4) 

• Material testing. Material investigations in this step consist in laboratory investigations to assess the thermal 

conductivity using one- and two-plates guarded hot plate (GHP) devices (Adam et al., 2015). The two-plates 

GHP device allows defining the thermal conductivity without the influence of convection, while the one-

plate GHP device, depending on its orientation, allows to assess the relevance of convection with respect to 

conduction. These investigations allow to define the relation between thermal conductivity and temperature, 

that can be used for the Rayleigh evaluation. 

• Numerical modelling. The material-level numerical modelling of the conducted tests allows defining the 

material permeability (also required for the Rayleigh evaluation) from the comparison with the experimental 

results (Ochs et al., 2015). Available tools are Delphin, specialized for the investigation of the moisture 

transport, and COMSOL Multiphysics, which is a FE-based software, able to solve multiphysics phenomena. 

3.3. Mock ups 

The knowledge of the material properties supports the definition of cost-effective insulation design solutions. In the 

IBPW concept, this additional step is used to assess the effective performance of the insulating material. The IBPW 

concept for the TTES vertical walls consists of a series of ground bored cylindrical piles filled with granular 

insulation (Tosatto, Ochs, Dahash, Muser, et al. (2022)), as presented in Fig. 3(a). The combination of porous 

granular insulation, high temperature differences (i.e., between the TES and the surrounding ground) and heat flux 

orientation (horizontal) will most likely trigger the development of a convective plume within the pile, thus resulting 

in an overall poorer insulation performance. The study of mock-ups allows for the investigation of the structural 

stability of the granular material (required to allow the over-drillability of the piles) and the optimization of the 

construction process (i.e., material mixing and compaction). In addition, the building physics performance of the 

selected material in the specific application can be tested and verified, thus providing further insights for the design 

optimization.  

In the definition of the IBPW concept, the mock-up investigation is divided in two phases, one with lab-scale tests 

and one with field tests. Two mock-ups of an insulating pile are built: a small (lab-scale) insulating pile (small mock 

up, sMU) and a higher (drilled) insulating pile (field mock up, fMU), with the characteristics presented in Tab. 1 and 

the geometry presented in Fig. 3(b). Both mock-ups have the same experimental configuration, with a measuring 

probe located vertically along the symmetry axis of the cylindrical pile, containing an electric heating band and 

temperature sensors; the voids in the measuring probe are filled with sand. Within the “gigaTES” project, the tested 

insulation material is FGG, both compacted and uncompacted. 
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Tab. 1: Characteristics of the IBPW investigated mock ups.  

 Small mock up Field mock up 

Height, [m] 1 6 

Diameter, [m] 0.5 0.9 

Type freestanding buried 

Location climate chamber (UIBK, AT) construction site (Vienna, AT) 

Tested materials uncompacted and compacted FGG 

 

  
(a) (b) 

Fig. 3: Insulating bore pile solution for TES lateral walls. (a) Concept of the IBPW as lateral insulation. (b) Lab-scale and field mock-

ups.  

The testing procedure consists in a heating phase when the heating band is heated at a specific set point (80 to 90 °C 

to simulate TES operating temperatures), and a following cooling phase. The insulation performance of the 

investigated material is evaluated comparing the electric power required to maintain the given set point temperature 

and the profile of the temperature curve during the cooling phase. The experimental results are compared with 

numerical simulations, thus allowing to derive the apparent thermal conductivity and the permeability of the material 

at the specific conditions. Two numerical models are then implemented in COMSOL Multiphysics environment: 

• a heat conduction model, which allows to assess the apparent thermal conductivity of the material. This 

simplified implementation of eq. 1 does not consider the convective term and is not able to capture all the 

involved phenomena, but provides a general evaluation concerning the insulation performance in terms of 

apparent thermal conductivity (𝜆𝑏𝑢𝑙𝑘,𝑎𝑝𝑝, as from eq. 5), which considers both the heat transfer by 

conduction and convection. 

(𝜌𝐶𝑝)
𝑏𝑢𝑙𝑘

𝜕𝑇

𝜕𝑡
 = 𝛻 ∙ (𝜆𝑏𝑢𝑙𝑘,𝑎𝑝𝑝𝛻𝑇)   (eq. 5)  

• a detailed model, able to consider also the convective heat transfer, combining the heat transfer (eq. 1) and 

the Brinkman equation (eq. 2), to estimate the bulk permeability. 

The numerical models replicate the geometry and the boundary conditions of the two mock-ups and receive as input 

the (measured) electric power required by the heating band to maintain the desired set point temperature. 

4. Results 

4.1. TES numerical models 

From existing studies based on numerical simulations of large-scale TES, HTC in the range of 0.2 W/(m2∙K) to 0.3 

W/(m2∙K) are desirable to achieve sufficiently good TES storage efficiencies of 80-90 % depending on the TES 

volume and geometry. In presence of groundwater, lower overall HTCs are required (about 0.1 W/(m2∙K)), together 

with additional geotechnical measures such as the installation of cut-off walls at an appropriate distance, in order to 

limit the groundwater temperature exceedance (Dahash et al., 2021).  
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4.2. Assessment of materials’ properties 

Given the output of the TES numerical simulations, in presence of groundwater an HTC around 0.1 W/(m2∙K) is 

desirable. To maintain the insulation layer thickness below 1 m (to minimize the required volume and the amount of 

material required), this results in a required thermal insulation effective conductivity around 0.1 W/(m∙K). The 

reference to the ‘apparent’ thermal conductivity (eq. 5) rather than to the nominal one is necessary in the evaluation 

of the HTC, as it considers the total heat transfer, considering the additional influence of radiation and convection. 

Nevertheless, the nominal thermal conductivity provided by manufacturers is a good starting point to select the most 

suitable materials.  

4.2.1. Material testing  

The lab tests allow to investigate the effect of temperature on the material thermal conductivity under controlled 

boundary conditions. Previous tests run on FGG, both compacted and uncompacted, using a large one-plate GHP 

device (oriented downwards to prevent the development of convection) showed already a preliminary distinction 

between the two (Adam et al., 2015). The better performance of the compacted FGG can be traced back to the reduced 

impact of the radiative heat transfer, due to the reduced space between the grains. However, grain size, porosity 

distribution, relative humidity, probe thickness and temperature have a major influence on the heat transfer 

mechanisms and therefore on the measurement results. Therefore, the effects of convection, radiation and conduction 

(both in solid and in fluid domains) can compensate each other, leading to a higher uncertainty in the measurements 

(estimated to be around 5 %). For example, Mustafa et al. (2023) reported an opposite observation in the investigation 

of FGG, with increasing values of thermal conductivity with increasing compaction rates, but the measurement 

results were in a similar range as the ones reported by Adam et al. (2015). 

The thermal conductivity of the investigated materials is defined as a linear function of the average temperature 

according to eq. 6, from the results presented by Adam et al. (2015). The nominal reference values for the two 

coefficients 𝜆𝑎 and 𝜆𝑏 are defined from material tests (see Fig. 4) at specific measuring points and extrapolated to 

higher temperatures. In addition to FGG, perlite is considered in the analysis as a reference material where convection 

plays a negligible role. In this case, thanks to the lower dimensions of the grains, a smaller one-plate GHP device 

(Taurus TCA 300, Taurus Instruments GmbH) was used, resulting in a smaller error. 

𝜆𝑏𝑢𝑙𝑘 = 𝜆𝑎 + 𝜆𝑏 ⋅ 𝑇  (eq. 6) 

 

Fig. 4: Thermal conductivity for the investigated materials (FGG from (Adam et al., 2015)) as a function of the mean temperature.  

4.2.2. Rayleigh number  

The results provided by the material investigation (porosity, thermal conductivity as function of temperature), allow 

to derive a preliminary indication of the convection risk through the Rayleigh number. With the parameters presented 

in Tab. 2, the Rayleigh number is evaluated for the real scale application of the IBPW and for the two mock up 

solutions (sMU, and fMU). For this preliminary evaluation, the material permeability from the Ergun correlation (eq. 

4) is used, while the fluid properties (i.e., air) are defined on the average temperature between the hot and the cold 

side.  

Tab. 2: Input parameters for the evaluation of the Rayleigh number. The fluid properties are evaluated for the average temperature. 

 Parameter Perlite FGG Compacted FGG 

Operation conditions T (warm side) / [°C] 90  
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 T (cold side) / [°C] 20 

 L / [m]  0.25 (sMU radius), 0.45 (fMU), 0.9 (IBPW) 

Insulation Material λ / [W/(mK)]  λ(Tm) (Fig. 4) 

 ψ / [-]  0.48 0.38 0.15 

 dm / [m] 0.003 0.35 0.35 

 KErgun / [m2] 2.4∙10-8 1.16∙10-6 7∙10-8 

Fluid (air) β / [1/K] 0.003 

 ρ / [kg/m3]   1.075 

 cp / [J/(kgK)] 1007 

 ν / [m2/s] 1.847∙10-5 

The resulting Rayleigh numbers, shown in Fig. 5, indicate that the influence of convection is expected to be more 

pronounced in the real scale application, since the main heat transfer occurs along the whole pile diameter, rather 

than along the radius (as in the two mock-ups where the heating cable is arranged axially). Considering the threshold 

of 𝑅𝑎≈40 proposed by Ochs et al. (2015) for the development of convection, the non-compacted FGG does not seem 

to be suitable for this specific application, while the compacted FGG solutions seem to be on the borderline, with the 

sMU below the convection risk threshold, and the larger structures (fMU and real scale IBPW) susceptible to the risk 

of convection development. An important element of uncertainty is in the assessment of the permeability of the 

porous bulk, which depends on the degree of compaction and its distribution, which may not be homogeneous within 

the probe.  

 
Fig. 5: Rayleigh number for the IBPW: small mock up, field tests and real scale application and threshold for the risk of convection.  

4.3. Mock up 

The investigation of the insulation material performance in a configuration similar to the final application helps to 

define the most suitable installation procedures and to evaluate potential challenges in this phase. In order to cross-

check the results of the Rayleigh evaluation and to provide a reference test procedure for the IBPW, two mock-up 

solutions are investigated: a lab-scale sMU and a larger scale fMU.  

The indicators used to assess the performance of the different configurations are:  

• the effective electric power required to maintain the set point temperature (eq. 7). This is directly measured 

from the test and provides an immediate indicator (𝑃𝑒𝑙is used as input in the implemented numerical model). 

𝑃𝑒𝑞 =
𝑃𝑒𝑙

𝐻𝑝𝑖𝑙𝑒⋅(𝑇𝑚𝑎𝑥−𝑇𝑚𝑖𝑛)
  (eq. 7) 

• the apparent thermal conductivity of the material (eq. 5), resulting from the comparison between the 

measured temperatures and the numerical simulation results.  

• the Rayleigh number, derived from the assessment of the bulk permeability with the detailed model. 

A reference test using perlite in the sMU, is run to calibrate the numerical model and to provide a reference value for 

the FGG. Fig. 6 shows the geometry of the model implemented in COMSOL Multiphysics for the sMU; thanks to 
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the axial symmetry of the mock-up, the numerical model was built using a 2D axisymmetric geometry. Tab. 3 

presents the properties of the probe materials defined with the reference test and used in the following simulations. 

 

Fig. 6: Axisymmetric view of the sMU implemented in COMSOL Multiphysics. 

Tab. 3: Probe parameters defined from model calibration. 

Material  Thermal conductivity, λ [W/(m∙K)] Thermal capacity, (ρ∙cp) [J/(kg∙m3)] 

Metallic heating band 200 2.40e+06 

Sand 1 1.26e+06 

Stainless steel pipe 30 4.16e+06 

The comparison between measured and simulated temperature curves of the mock ups allows to define the apparent 

thermal conductivity, by changing the coefficient 𝜆𝑎,𝑎𝑝𝑝 in the heat conduction model (see eq. 8), while in the detailed 

model with Brinkman equations the permeability K is evaluated, using the nominal 𝜆𝑏𝑢𝑙𝑘 from eq. 6. 

𝜆𝑎𝑝𝑝 = 𝜆𝑎,𝑎𝑝𝑝 + 𝜆𝑏 ⋅ 𝑇  (eq. 8) 

Fig. 7(a) presents the measured effective powers for the conducted tests and Fig. 7(b) the measured temperature 

profiles for the three investigated materials. From fig. 7(a) it is possible to see the better insulation performance of 

perlite, which has the lowest nominal thermal conductivity and requires a lower power to maintain the set point 

temperature of 90 °C during the heating phase compared to the uncompacted FGG, which shows the worst 

performance. From the temperature profiles in Fig. 7(b), the influence of convection in the uncompacted FGG is 

visible, with the upper temperature sensor measuring the highest temperatures, while perlite and compacted FGG 

measure higher temperatures in the central probe. 

  
(a) (b) 

Fig. 7: (a) Effective electric power required to maintain the set point temperature. (b) Measured temperature profiles. 

Thermal insulation

Investigated material

Sand

Metallic heating band

Stainless steel pipe

Upper sensor

Mid sensor

Lower sensor

 
A. Tosatto et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

628



 

For the assessment of the material apparent thermal conductivity, the measured temperature profiles are compared 

to the simulated ones. The results of the heat conduction model are presented in Fig. 8 for the sMU, for the reference 

measurement with perlite and the two FGG cases (non-compacted and compacted), for the mid sensor only, as border 

and 3D effects on the upper and lower sensor make it difficult to conclude on the respective simulation results.  

It is possible to see that the pure heat conduction model is able to replicate quite well the behavior of the material in 

presence of low or negligible convective heat transfer. Therefore, the simulated temperature curves of perlite and 

compacted FGG are quite close to the measured values, with the best match with 𝝀𝒂,𝒂𝒑𝒑=0.04 W/(m∙K). In case of 

the perlite (used as reference measurement to calibrate the model), the uncertainty in the 𝝀𝒂,𝒂𝒑𝒑 term is around 

0.005 W/(m∙K), which is considered acceptable taking into account the complexity of the geometry and the 

uncertainty in the properties of the insulating probe used in the numerical model. 

In case of the non-compacted FGG, the curve which enables the best fit with the measured values is 

𝜆𝑎,𝑎𝑝𝑝=0.2 W/(m∙K), as already observed by Tosatto, Ochs, Dahash, Muser, et al. (2022). This means, that against a 

nominal thermal conductivity of around 0.09 W/(m∙K) (see Fig. 4), the apparent conductivity, taking into account 

the effect of convection, is at least double. In the compacted FGG, material compaction, through the reduction of the 

bulk porosity, does not only reduce the convective heat transfer, but also the radiative, resulting in 𝜆𝑎,𝑎𝑝𝑝 of around 

0.1 W/(m∙K). 

 
(a) 

 
(b) 

 
(c) 

Fig. 8: Apparent thermal conductivity evaluation with heat conduction model. (a) Perlite (b) FGG non-compacted. (c) compacted 

FGG. 

However, the heat conduction model alone is not able to capture the dynamics of the heat transfer. In porous media, 

thermal conductivity increases with increasing temperature as the air conductivity increases, but radiative heat 

transfer also plays a role as temperature differences increase, and air motion due to buoyancy results in an 

inhomogeneous radial and vertical temperature distribution. The use of a detailed model capable of simulating also 

the fluid motion is useful to investigate the effects of convection and to take into account the properties of the air. 

Fig. 9 presents the temperature profiles of the mid sensor, obtained with the detailed numerical model. It is possible 

to observe that this model allows to better capture the dynamics of the measurement, especially in the heating phase. 

The permeability that allows the best fit is 7∙10-7 m2 in the case of the non-compacted FGG and 1∙10-7 m2 in the case 

of the compacted FGG, which are comparable to the values derived empirically using the Ergun correlation 

(presented in Tab. 2). In the case of the sMUs, the results obtained in the preliminary evaluation using the Rayleigh 

number (Fig. 5) are then confirmed by the lab tests.  
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(a) 

 
(b) 

Fig. 9: Permeability evaluation with detailed numerical model. (a) FGG non-compacted. (b) compacted FGG. 

The extension of the study on the field tests allows to investigate how the larger dimensions of the probe (both in 

terms of height and diameter), affect the development of convection, as suggested from the Rayleigh number 

evaluation. This is visible from the effective electric power required to maintain the set point temperature, presented 

in Fig. 10. The larger mass of the piles in the field tests require a longer heating phase to reach steady state conditions 

to compare the required powers. The compacted FGG configuration shows a better performance than the 

uncompacted one, but in the fMU it is worse than that observed in the sMU. This difference can be attributed to two 

main reasons: (1) in the sMU, homogeneous compaction is ensured as the FGG is compacted layer by layer under 

visual control, whereas in the fMU, different layers may have different degrees of compaction and therefore different 

permeability, (2) the larger radius of the fMU favors the development of the convective plume. 

The field tests thus made it possible to observe how the construction procedure has an influence on the insulating 

performance of the material. Inhomogeneous compaction results in higher porosity along the vertical, thus favoring 

convection in already critical conditions (due to the larger dimensions). 

 
Fig. 10: Effective electric power required to maintain the set point temperature in the sMU and fMU. 

5. Conclusions 

In this work, the role of numerical studies and experimental studies is defined in supporting the design of the envelope 

and insulation of buried TES. Both can be divided in different steps, going from the smallest element (i.e., the material 

itself) to the component (i.e., the TES vertical wall or cover) to the system. Each of these steps is able to provide 

indications about the envelope requirements and the specific characteristics that the materials need to have, thus 

helping the designer selecting the ideal insulation material and ensuring that it performs as intended.  

 
A. Tosatto et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

630



 

The specific case of IBPW is here presented as example. TES-level studies are able to define a range for the required 

HTC to ensure both a good TES performance (in terms of thermal losses) and prevent the groundwater overheating. 

Bulk insulation materials appear to be the most suitable for this kind of application, and the minimum required 

insulation thickness can be defined from their nominal thermal conductivities. The effective performance of these 

materials can however deviate from the one provided by the manufacturers’ datasheets, as high temperatures and 

horizontal/upwards heat fluxes can trigger the development of convection, thus enhancing the local heat transfer. 

Targeted material testing and insulation mock ups are able to assess the performance of the materials under the TES 

operation conditions and to give indication about the optimal construction process. FGG is one of the most suitable 

materials for this application, thanks to its high structural stability and its good insulation performance. The large 

porosity within the FGG bulk makes it however prone to the development of convection in presence of high 

temperature difference and unfavorable heat transfer direction: material compaction can block the convection, but it 

may not be sufficient in the real-scale application, as observed both by theory analysis (Rayleigh number) and 

targeted material tests. The field tests confirmed the preliminary investigations with the Rayleigh number in terms 

of convection risk development and provided important insights on the structural stability of the insulation material 

to ensure the over-drillability. Further studies within the “ScaleUp” project are ongoing and investigate the possibility 

to mix different granular insulation materials with different granulometries to prevent the convection development. 
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Abstract 

To facilitate research in the renewable energy field, the Government of India in cooperation with the Indian 

Institute of Technology Bombay established a research demonstration facility on the campus of National 

Institute of Solar Energy. This 1 MWe concentrated solar power facility uses parabolic trough collectors and 

linear Fresnel reflectors to concentrate solar energy and produce thermal energy which is used in the power 

block for electricity production. The article describes a simulation model of the facility for a steady state 

condition with and without the Fresnel reflectors and an additional one for the calculation of the annual energy 

production as well as the corresponding simulation results. 

Keywords: Concentrated Solar Power, Parabolic Trough Collector, Linear Fresnel Reflector, Simulation 

 

1. Introduction 

India, as a tropical country, possesses significant solar energy resources, which can be harnessed for electricity 

generation via concentrated solar thermal technologies. In recognition of this potential, the Government of 

India (GoI) has launched an ambitious program within the Jawaharlal Nehru National Solar Mission (JNNSM) 

aimed at generating 40 GW of solar powered electricity until 2022 (Nehru, 2021). This initiative necessitates 

the development of essential knowledge, workforce training, and the requisite infrastructure. 

To promote awareness, foster research, develop a simulation software and establish a demonstration facility 

for solar thermal power, the Indian Institute of Technology Bombay (IIT B) initiated a project in 2008, with 

financing from the Ministry of New and Renewable Energy (MNRE) under the GoI. 

The concentrated solar power (CSP) facility uses parabolic trough collectors (PTC) and linear Fresnel 

reflectors (LFR) to concentrate solar energy and produce thermal energy, which is used in the power block to 

produce electricity. The article describes simulation models of the CSP facility in steady state condition and 

an alternative model for calculating the annual energy production together the corresponding simulation 

results. 

2. System Description 

A 1 MWe research and demonstration solar thermal power plant has been established within the campus of the 

National Institute of Solar Energy (NISE), under the purview of the Ministry of New and Renewable Energy 

(MNRE), Government of India (GoI), situated in Gwalpaharai, Haryana, India. The power plant harnesses two 

distinct technologies, namely the Parabolic Trough Collector (PTC) technology and the Linear Fresnel 

Reflector (LFR) technology. The PTC field boasts a thermal capacity of 3 MWth, while the LFR field has a 

capacity of 2 MWth, ultimately resulting in a 1 MWe electric output. For the PTC field, the Heat Transfer Fluid 
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(HTF) employed is Therminol VP 1 (Eastman Chemical Company, 2024) whereas the LFR field directly 

utilizes steam to facilitate the energy management process. A buffer thermal storage system is incorporated, 

allowing for a 30-minute storage period through a pressure vessel, designed for high temperature conditions 

(Nayak et. al., 2015). Figure 1 is a satellite image of the power plant at Gwalpahari. 

 
Fig. 1: Satellite image of the power plant located at Gwalpahari (Google Maps, (2023))  

The working fluid heated up by the PTC field, is stored in a high-temperature tank. Subsequently, it is conveyed 

to a heat exchanger, where it transfers its thermal energy to water, generating high-temperature steam. The 

cooled down HTF is then stored in a low-temperature vessel to maintain its circulation within the PTC solar 

field. The LFR field is responsible for producing saturated steam, which is extracted from the deaerator and 

released into the steam drum. These two loops interest over three heat exchangers. The high-temperature steam 

is directed into a steam turbine to generate mechanical power, which is then converted into electric power by 

an AC generator. The spent steam from the turbine is condensed through a condenser. A regeneration steam is 

also taken out of the turbine to optimize the overall efficiency. 

3. Approach 

Two different approaches were applied to model the performance of the facility. First model simulates the CSP 

facility for a steady state condition to investigate the peak performance of the system. For the second model, 

the annual production simulation is performed using SAM through various weather conditions of a typical 

year. 

The steady state model was created in EBSILON® Professional by Iqony Soultions GmbH (STEAG, 2023), 

which is a specialized graphical software tool for the simulation and analysis of power plants. Components 

from the in-built library were used to conduct the steady state simulation. The model generated in EBSILON 

can be seen in Figure 2. The main components of this model are those of a simple Rankine cycle power plant, 

namely turbine, condenser, pump and generator as well as the CSP and LFR field as the heat source. Additional 

components such as heat exchangers, storage, deaerator and steam drum were also required which are shown 

in Figure 2. 
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Fig. 2: Schematic diagram of the CSP demonstration facility in EBSILON® Professional 

The plant utilizes two separate technologies for heat capture. The grey loop with the PTC field and storage on 

the left is utilizing Therminol VP1 as the HTF. The primary loop with the power block, condenser and deaerator 

and secondary loop with LFR field uses water/steam as the working medium. The steam flow from the LFR 

field is fed into the steam drum. While designing the simulation model, the loops were individually simulated 

and merged through the three cross flow heat exchangers, namely economizer, steam generator and the super 

heater. The saturated steam from the steam drum is merged with the primary loop before the superheater. There 

is also a regeneration stream bled into the deaerator at 2 bar and 0.15 kg∙s-1. The deaerator then splits the water 

stream with 0.84 kg∙s-1 towards the LFR via the steam drum. The input parameters of the steady state simulation 

are shown in Table 1. 

Tab. 1: Key parameters of the steady state simulation 

Component Parameter Value 

PTC Field 

HTF Therminol VP1 

Input Temperature 237 °C 

Number of collectors 12 

Input pressure 17.5 bar 

LFR Field 

HTF Water / Steam 

Input Temperature 256 °C 

Number of collectors 16 

Input pressure 44 bar 

Turbine 
Isentropic Efficiency 75 % 

Inlet temperature 364.2 °C 

Mass flow rate 

Therminol VP 1 8.53 kg∙s-1 

Primary water steam loop 1.93 kg∙s-1 

Secondary water steam 

loop 

2.22 kg∙s-1 

 

As compared to the model of Nayak et. al. (2015) the deaerator has been substituted with a tank for 
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simplification. The loop with the PTC field is installed with two storage tanks, a high temperature tank (393 °C) 

and a low temperature tank (232 °C), to provide approx. 30 minutes of thermal energy backup and to 

homogenize the fluid flow. For this simulation, only one tank is used as a simplification for the steady state 

analysis. Additionally, in the sun component constant DNI of 600 W∙m-2 and an ambient temperature of 23 °C 

is used as the weather parameter for the chosen location. 

To simulate the annual yield, System Advisory Model (SAM), which is developed by the National Renewable 

Energy Laboratory (NREL) (System Advisor Model, 2023), is used. SAM is a software package that 

incorporates various renewable energy models and graphical analysis tools. To develop the annual model, two 

separate models, namely one only dependent on PTC field and second one with LFR field, were generated. 

Both the models are generated as a non-financial model. These models were individually simulated and then 

combined in the software. For both the models the weather data was imported by NREL’s National Solar 

Radiation Database (NSRDB). This database is a collection of international weather data. For this project, DNI 

from the model SUNY from the METEOSAT IODC is accessed (NSRDB, 2023). The PTC field has an area 

of 8,175 m2 and a storage of 30 mins, whereas the LFR field has an area of 7,020 m2 without any storage.  

4. Results and Discussion 

The solar power plant was modeled, simulated and the steady state results were compared to the expected 

design values given by Nayak et al. (2015) and are depicted in Table 2. It is to be noted that the LFR is 

determined to be only adding heat primarily for phase change as at the pressure of 44 bars the input water flow 

is at the boiling point and is released into the steam drum with a quality of 55 %. From the comparison, it can 

be seen that the deviations of the individual field loops of the simulation to the design point are relatively low. 

These deviations can be explained by the approximation of the input values. The power block efficiency of the 

simulation model is 7 % more than the design vale, which is due to the optimistic assumption of the isentropic 

efficiency of the expansion vessel, which was taken in accordance with the values taken by Bhukta et.al (2016). 

The higher power block efficiency results in 5 % deviation in the overall plant efficiency and the higher net 

heat capture and increased net electricity output. The values are listed in Table 3.  

Tab. 2: Comparison of the results of the simulation to the design model presented in (Nayak et. al., 2015) 

Component Parameter Simulation Design model 

PTC Field 

Net heat capture 3.235 MWth 3.000 MWth 

Output Temperature 397.0 °C 393.0 °C 

Efficiency 66 % 61 % 

LFR Field 

Net heat capture 2.038 MWth 2.000 MWth 

Output Temperature 256.1 °C 256.1°C 

Efficiency 48 % 47 % 

Power block Efficiency 27 % 20 % 

Overall plant Efficiency  16 % 11 % 

 

The presented simulation model has been used for further research, including sensitivity analysis, dependence 

of the LFR field and scale up possibilities. The sensitivity analysis and the scale-up model simulation results 

are presented in (Arora, 2023) and discussed in (Alexopoulos et al., 2024).  

Along with the steady state simulation using both PTC and LFR systems, a further simulation was done only 

with the PTC field to compare the outputs of the power plant for both cases and analyze the dependency of the 

system output on the LFR field. Figure 3 illustrates the simulation model without the LFR field. 
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 Fig. 3: Schematic diagram of the CSP demonstration facility without LFR module in EBSILON® Professional 

To maintain the turbine input temperature of 350 °C from the design point, the flow rate of the water / steam 

cycle was decreased to 1.19 kg∙s-1. Due to a lower total heat capture by only the PTC field, 39 % decrease in 

the net electric output is observed. The results from the simulation models with and without the LFR field are 

summarized in Table 3. 

Tab. 3: Comparison of the results from the simulation models with and without the LFR field 

Model Mass flow in the 

primary loop 

Total net heat 

capture 

Net plant capacity 

Original combined 

model 

1.93 kg∙s-1 5.273MWth 1.418 MWe 

Only PTC Field 1.19 kg∙s-1 3.235 MWth 0.891 MWe 

 

For the annual simulation conducted by SAM, the monthly electric output is depicted in Figure 4. In the months 

of March, April and May, the output is higher than in the monsoon season of India in the months of June to 

August. The results show that due to the increased cloud cover in monsoon and therefore lack of direct sunlight, 

the output of the plant drastically decreases. Furthermore, due to ambient temperatures in the November to 

January averaging below the Therminol VP1 freezing point of 12 °C (Eastman Chemical Company, 2024), 

additional heat was required to defrost the HTF for nominal usage and therefore showing an additional dip in 

the net output energy.  

 

Fig. 4: Monthly electrical output of the power plant  
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5. Conclusion 

The 1 MWe power plant at the campus of NISE in Gwalpahari was simulated in EBSILON® Professional to 

conduct a steady state analysis and a comparison with the design point. This resulted in a minor deviation for 

the individual solar fields but 5 % deviation in the power block efficiency. These deviations resulted in a higher 

net output of the power plant than the design point. The steady state model was also simulated with only the 

PTC field to observe the dependance of the system on the LFR field. Due to a lower net heat capture, the output 

was 39 % lower than the combined model. An annual analysis was also done with SAM to check the output 

over the course of a year through various weather conditions. The annual simulation has shown that during the 

months with relatively higher DNI as compared to the monsoon months gave a comparable higher electric 

output. It was also to be noted that addition energy was required in winter to maintain the flow of Therminol 

VP1 as the ambient temperature was below its freezing point of 12 °C. A further DNI sensitivity analysis and 

also analysis of scale up possibilities are done in (Arora, 2023) and shown in (Alexopoulos et al, 2024). 
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Abstract 

This study compares the thermal performance of two novel box-channel PVT collectors, assessing the impact 

of fins in low temperature operating conditions. This work will contribute the understanding of how PVT 

collectors can be integrated with GSHPs for borehole regeneration in cold climates. The two prototype PVT 

collectors were tested simultaneously at an outdoor testing facility in Stockholm, Sweden. The outdoor testing 

environment allows for the analysis of a variety of different weather conditions under different fluid flow rates 

as well as different roof installations. It was found that the finned PVT collector displayed a potential annual 

thermal energy output 11% higher than that of the non-finned one at the optimal flow rate of 77 l/h m2. At the 

optimal flow rate, fluctuations in wind speed also significantly impacted the observed specific thermal energy 

of the PVTs, mainly the finned PVT collector, with an increase of 93% being observed due to a 2.5 m/s increase 

in wind speed.  

Keywords: Solar PV/thermal, PVT collector, heat pump, thermal performance, fins 

 

1. Introduction 

In recent years, the integration of photovoltaic/thermal (PVT) collectors with ground source heat pumps 

(GSHP) has been the interest of many research studies. This is because of the system’s ability to decarbonise 

domestic heating while also regenerating the borehole field (Sommerfeldt et al., 2020) and reducing their 

length and spacing needs (Sommerfeldt and Madani, 2019).  

One key feature of these systems is the low working fluid temperature, allowing for simultaneous cooling of 

the PV panel as well as heat extraction from ambient air. This allows for an increase in both thermal and 

electrical efficiencies of the PVT collector.  

While the sheet and tube absorber is the most prevalent in literature as well as among commercially available 

PVTs, studies show that collectors with a box-channel absorber design outperform those with sheet and tube 

absorbers (Herrando et al., 2019). This is because of the increased heat transfer area between the fluid and the 

absorber plate. The addition of fins to the back of the absorber further increases the heat transfer area between 

the low temperature fluid and the higher temperature ambient air (Giovannetti et al., 2019). 

However, the addition of fins serves to increase the PVT collector mass and cost. Therefore, to obtain a better 

understanding of the trade-offs between increased thermal performance and the associated increase in collector 

cost, it is necessary to conduct a comparative analysis of a specific PVT collector with and without fins. While 

previous studies have assessed the performance of finned PVT collector designs, to the best knowledge of the 

authors, there has not been a study that concurrently compares the effect of fins on the same absorber design 

through outdoor laboratory experiments. The results of this study will help in refining the design of PVT 

collectors specifically for GSHP integration. 
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2. Objectives 

The objective of this study is to compare two box-channel PVT collector prototypes, one finned and the other 

non-finned, under low operating temperatures and a wide range of ambient weather conditions. This will 

provide a better understanding of the effect of fins on energy and power outputs of PVT collectors. The aim of 

the work is achieved by answering the following research questions: 

1. How do varying ambient weather conditions, such as wind and solar irradiance, affect the thermal 

output and U-value of the finned and non-finned designs? 

2. How do varying flow rates of the working fluid impact the thermal performance of the finned and 

non-finned designs? 

3. How do different roof installation types affect the thermal performance of the finned and non-finned 

designs? 

 

3. Methods 

The experiments performed are under outdoor dynamic conditions on a south facing testing array located at 

KTH Royal Institute of Technology, Stockholm, see the right panel of Figure 1. The testing facility includes 

two PVT collectors, identical apart from fins, designed specifically for heat pump integration. They consist of 

a harp-shaped box-channel absorber, with a manifold at either end for the inlet and outlet connection. The PVT 

design can be seen in Figure 2. Both PVTs are connected to a 12 kW variable speed HP with a 300 L cold 

storage tank, left of Figure 1. This allows for the simultaneous operation of the two PVTs with separate 

temperature and mass flow rate measurements from installed heat meters. The system diagram can be found 

in Figure 3. The HP can provide supply temperatures as low as -5°C during the summer, enabling low 

temperature operation. The collected heat is dissipated through a hot water tank and a 10 kW air-to-water heat 

exchanger. Ambient conditions at the collectors are measured by a weather station and a reference cell at the 

same tilt, 45°, as the PVT collectors. 

 

 

Fig. 1: Left) Mechanical room containing the HP and hot and cold storage tanks, as well as the circulation pumps and their 

monitoring system. Right) Test rig with the PVT collectors being tested. 

 

 

Fig. 2: Schematic of the prototype PVT absorbers, not to scale. 
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Fig. 3: System diagram of the testing rig. 

 

Experiments are carried out over several days in spring 2024, between 11th March and 31st May, to obtain data 

in a variety of ambient conditions. This will allow for the investigation of the impact of ambient weather 

conditions, answering Question 1. The range of mass flow rates studied is approximately 50 to 100 l/h per 

meter2, based on the manufacturer’s recommended mass flow rate for the PVT collectors. This will provide 

data to answer Question 2. To answer Question 3, sheets of corrugated plastic and thin metal are used to 

construct side and back panels for the PVTs, see Figure 4. This final set of tests will be carried out at a constant 

flow rate of 51 l/h per m2, however, as the tests are performed outdoors, a range of ambient conditions will be 

used.  

 

   

Fig. 4: Left) Side panels attached behind the PV panel. Right) Back panel attached 14.5 cm behind the absorber of the PVT. 

 

The mass flow rate along with the temperature difference between the inlet and outlet temperatures of the 

working fluid will be used to calculate the specific thermal power (W/m2) of the PVT collectors. To compare 

the performance of the finned and non-finned designs, the thermal performance coefficients of the PVT 

collectors will be calculated using a simplified version of the specific thermal power output equation presented 

in ISO 9806:2017 for solar thermal collectors, see Equation 1. The coefficients and their errors are calculated 

using multivariable regression analysis. 

�̇� = 𝜂0𝐺 + 𝑎1(𝑇𝑎 − 𝑇𝑚) + 𝑎3𝑢(𝑇𝑎 − 𝑇𝑚) − 𝑎6𝑢𝐺  (eq. 1) 
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Additionally, the U-value of the PVTs will be calculated along with the potential annual thermal energy output 

per m2. The U-value will be calculated at wind speeds of 1 m/s using Equation 2 below and the potential annual 

thermal energy output will be calculated by summing the hourly heat output of the PVT collectors. The hourly 

heat output is calculated using the obtained hourly thermal performance coefficients from the regression model, 

the monthly average mean brine temperature and hourly weather data of a typical meteorological year in 

Stockholm. The method is described in greater detail in Beltran et. al. (2024) and gives an estimation for the 

potential annual thermal energy output when a PVT is connected in series to a GSHP system in a Nordic 

climate. 

𝑈 = 𝑎1 + 𝑎3 × 𝑢  (eq. 2) 

 

4. Results 

4.1. Result Validation 

Tables 1 and 2 show the obtained thermal performance coefficients for the two prototype PVT collectors 

when considering different brine flow rates and different roof installation types, respectively. The calculated 

coefficient of determination of the regression, R2, is also shown. Below in Figure 5, the empirical data can be 

seen for the baseline flow rate of 51 l/h per m2 at different irradiance levels. 

 

Tab. 1: Thermal performance coefficients for the finned and non-finned PVTs at the three flow rates tested. 

Brine flow 

rate [l/h per 

m2] 

51 77 103 

Thermal 

performance 

coefficient 

Finned PVT  Non-finned 

PVT  

Finned PVT  Non-

finned 

PVT  

Finned 

PVT  

Non-

finned 

PVT  

𝜂0 0.506 0.423 0.523 0.470 0.326 0.267 

𝑎1 34.105 38.460 27.032 29.206 45.419 45.979 

𝑎3 4.251 3.001 12.304 9.951 4.313 1.939 

𝑎6 0.000 0.000 0.064 0.062 0.000 0.000 

R2 0.92 0.94 0.90 0.90 0.86 0.87 

 

Tab. 2: Thermal performance coefficients for the finned and non-finned PVTs for the three roof installations tested. 

Roof 

installation 
Side panels Back panels Side and back panels 

Thermal 

performance 

coefficient 

Finned PVT  Non-finned 

PVT  

Finned PVT  Non-

finned 

PVT  

Finned 

PVT  

Non-

finned 

PVT  

𝜂0 0.562 0.478 0.554 0.488 0.506 0.507 

𝑎1 21.626 26.708 28.197 29.857 21.382 21.899 

𝑎3 4.773 4.773 3.224 2.041 1.943 2.786 

𝑎6 0.016 0.012 0.014 0.004 0.019 0.015 

R2 0.97 0.97 0.96 0.96 0.97 0.97 
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Fig. 5: Empirical data of the baseline flow rate of 51 l/h per m2 with the corresponding regression line for the irradiance level 

for the finned PVT collector (yellow) on the left and the non-finned PVT collector (blue) on the right. 

 

4.2. Ambient Weather Conditions 

As the experiments were conducted outdoors between March and May of 2024, a broad range of ambient 

conditions was observed. This range is presented in Table 3. 

 

Tab. 3: Range of ambient weather conditions experienced throughout experimental period. 

Ambient Conditions Unit Minimum Maximum 

Irradiance W/m2 0 1286 

Wind speed m/s 0 9.1 

Ambient Temperature °C -4.1 28 

 

In conjunction with previous literature, it was found that a higher irradiance level leads to a higher specific 

thermal power output of both PVT collectors as the thermal efficiency of the absorber is constant, see Figure 

6. 

 

Fig. 6: Impact of increasing irradiance on the thermal performance of the non-finned (NF-PVT) and finned (F-PVT) PVT 

collector when using the baseline flow rate of 100 l/h per collector. 

It can be seen from Figure 6 that at zero-irradiance the non-finned PVT collector has a higher specific thermal 

power than the finned collector. This is contrary to expectations but can be explained by a manufacturing defect 

on the non-finned PVT collector, resulting in a larger air gap between the PV panel and the absorber compared 

to that on the finned PVT collector. This will be discussed further in Section 5.  

As with increasing irradiance, it was observed that increasing the wind speed improved thermal performance, 

see Figure 7. This is due to the greater airflow created around the PVTs, allowing for more efficient heat 
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transfer. This can also be seen in the increasing U-values as the wind speed increases, see Table 4. Here it is 

also possible to see that the non-finned PVT collector appears to perform better thermally than the finned PVT 

collector. As above, this will be discussed in more detail below. It was found that as irradiance increases, the 

impact of increasing wind decreases. This shows that the thermal performance of the PVT is more sensitive to 

irradiance than wind speed. Finally, it was observed that the finned PVT was more sensitive to changes in wind 

speed, with an increase in wind speed resulting in greater improvements to the thermal performance and U-

value of the finned PVT than the non-finned one. This was expected as the fins provide more surface area for 

the absorber to interact with the ambient air (Giovannetti et al., 2019). 

Tab. 4: Impact of increasing wind speed on U-value of finned and non-finned PVT collector using a flow rate of 51 l/h per m2. 

Wind speed 

[m/s] 

Finned PVT 

[W/(m2K)] 

Non-finned PVT 

[W/(m2K)] 

0.5 36.23 39.96 

1.5 40.48 42.96 

3 46.86 47.46 

 

 

Fig. 7: Impact of increasing wind speed on the thermal performance of the non-finned (NF-PVT) and finned (F-PVT) PVT 

collector when using the baseline flow rate of 51 l/h per m2 at two irradiance levels. 

4.3. Flow Rate 

When higher brine flow rates were used, it is possible to see how the thermal performance responded to the 

different ambient conditions described above.  

As the mass flow rate of the brine was increased, the impact of increasing irradiance on the specific thermal 

power output of the PVT collectors was observed to decreased. This can be seen in Table 5. From this it is 

possible to see that the lowest flow rate is not fast enough to extract all the heat from the solar panel. However, 

the diminishing returns experienced at higher flow rates indicate the presence of an optimum flow rate for 

absorbing the solar thermal energy. It is also possible to see from Table 5 that the finned PVT collector displays 

higher improvements in specific thermal power than the non-finned PVT. This is due to a manufacturing defect 

resulting in better thermal contact between the PV panel and the absorber in the finned than the non-finned 

PVT collector. This will be discussed further in Section 5. 
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Tab. 5: Increase in the specific thermal power of both the finned and non-finned PVT collectors due to an increase in 

irradiance of 200 W/m2. 

Brine Flow Rate 

[l/h per m2] 

Finned PVT 

[W/m2] 

Non-finned PVT 

[W/m2] 

51 101 85 

77 92 82  

103 65  53  

 

When looking at the impact of increasing wind speed on the different flow rates it was found that there is an 

optimal flow rate at which increasing wind speed significantly increases the specific thermal power. As seen 

in Table 6, for the PVT collectors tested, this flow rate was 77 l/h per m2. This significant increase is due to 

the relative velocity of the wind and the brine being at the optimal speed for heat transfer. Through further 

testing it might be possible to derive a model for the optimal brine flow rate based on the predicted wind speed 

and direction. It is also possible to see from Table 6 that the finned PVT collector is more sensitive to increases 

in wind speed that the non-finned PVT collector, as mentioned before. 

Tab. 6: Percentage increase in the specific thermal power of both the finned and non-finned PVT due to an increase in wind 

speed of 2.5 m/s at both zero irradiance and 400 W/m2. 

Brine Flow Rate 

[l/h per m2] 

0 W/m2 400 W/m2 

Finned PVT Non-finned PVT Finned PVT Non-finned PVT 

51 + 29 % + 19 % + 12 % + 9 % 

77 + 93 % + 73 % + 18 % + 12 % 

103 + 23 % + 10 % + 13 % + 7 % 
 

Using the method described in Beltran et. al. (2024), it is possible to obtain the potential annual thermal energy 

output of each PVT collector, connected in series to a GSHP in a Nordic climate, at different flow rates. These 

can be seen in Table 7. The thermal performance coefficients used to calculate these annual thermal energies 

are given in Table 1. It is possible to see that under a typical meteorological year in Stockholm, the finned PVT 

collector produced more energy annually than the non-finned PVT collector. The amount by which the finned 

PVT collector thermally outperforms the non-finned one increases with increasing flow rate. This shows that 

a higher flow rate is more beneficial for a finned PVT collector than for a non-finned one. 

Tab. 7: Potential annual thermal energy output of both the finned and non-finned PVT collector at the three tested flow rates. 

Brine Flow 

Rate [l/h per 

m2] 

Finned PVT 

[kWh/m2/yr] 

Non-finned 

PVT 

[kWh/m2/yr] 

Finned vs 

Non-finned 

51 2161 2070 + 0.4 % 

77 2685 2427  + 11 % 

103 2360  2033  + 16 % 

 

4.4. Roof Installations 

To evaluate the impact of different roof installations, the potential annual thermal energy output (following the 

same method as above) of the different scenarios was compared. This can be seen in Table 8. As the different 

roof installation types are all evaluated at the baseline flow rate of 51 l/h per m2, the potential annual thermal 

energy output is compared to the baseline flow rate case. For all three cases, the roof installation caused the 
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PVT to perform worse thermally than the baseline with no obstruction to the airflow around the absorber. 

Nonetheless, the finned PVT collector produced more heat energy per m2 than the non-finned. This again 

shows that the additional surface area provided by the fins is beneficial to heat exchange with the ambient, as 

the restriction of the airflow does not impact the finned PVT collector as much as the non-finned PVT collector.  

Tab. 8: Annual thermal energy of both the finned and non-finned PVT collector at the three tested roof distances. 

Roof 

Installation 

Type 

Finned PVT 

[kWh/m2/yr] 

Finned PVT 

Comparison to 

baseline 

Non-finned 

PVT 

[kWh/m2/yr] 

Non-finned 

Comparison 

to baseline 

Finned vs 

Non-finned 

Side Panels 2016 - 5 % 1906 - 8 % + 6 % 

Back Panels 1840 - 15 % 1723 - 18 % + 7 % 

Side and Back 

Panels 

1451 - 33 % 1528 - 26 % - 5 % 

 

In the third configuration of roof installations, consisting of both the side and back panels, the finned PVT 

gives a lower potential annual thermal energy output when compared to the non-finned, see Table 8. However, 

Table 9 shows that the thermal performance coefficient 𝑎1, the heat transfer coefficient, of the two PVT 

panels is similar, withing statistical error. This shows that in the absence of wind, as with both the side and 

back panels the airflow around the absorber is severely restricted, the two PVT collectors behave the same in 

terms of heat transfer with the ambient. This is expected as the fins should help with extracting heat from the 

ambient air, and so when there is no movement of the air the fins will not impact the efficiency of the PVT 

collector. The 𝑎3 thermal performance coefficient, the wind dependence of heat transfer coefficient, shows 

that the non-finned PVT is more sensitive to changes in wind speed, contrary to previous findings. This could 

be an artefact of the multivariable regression overestimating the impact of wind due to the recorded wind speed 

by the weather station not being equal to the wind speed experienced by the absorber. 

Tab. 9: Thermal performance coefficients of the finned and non-finned PVT for the roof installation of both side and back 

panels. 

Thermal 

performance 

coefficient 

Finned PVT Non-finned 

PVT 

𝑎1 21.382 21.899 

𝑎3 1.943 2.786 

𝑎6 0.019 0.015 

R2 0.97 0.97 

 

5. Discussion 

When comparing the two PVT collectors in terms of their annual thermal energy, the finned PVT always 

outperforms the non-finned PVT collector, apart from the roof installation with both side and back panels. This 

can be seen in Tables 7 and 8 above. This shows that for the typical ambient conditions found in Stockholm, 

the finned PVT collector has the potential to generate more thermal energy output annually. However, as the 

additional cost of adding the fins is not known, it is imperative to conduct an economic analysis to determine 

whether the additional heat gained justifies the extra costs and well as the additional weight.  

From testing different roof installations, it is possible to see that the fins improve heat exchange with the 

ambient, as expected from the result of Chhugani et. al. (2020). This is because when specific roof installations 

are added, and airflow around the absorber is restricted, the potential annual thermal energy output of the 
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finned PVT collector decreases less with respect to the baseline than the potential annual thermal energy output 

of the non-finned PVT collector. This means that the finned PVT thermally outperforms the non-finned PVT 

collector under these conditions.  Similarly, when wind speeds were increased, the finned PVT performed 

significantly better than the non-finned PVT collector. It was also observed that the specific thermal output of 

both collectors is very sensitive to wind speed, as previously found by Lammle and Munz (2022). To more 

accurately quantify the impact of wind, a longer testing period is needed. This additional data could enable the 

creation of a model that can provide the optimal flow rate for the predicted wind speed and direction. 

As previous literature has found, it is extremely difficult to determine the optimal flow rate of an integrated 

PVT and GSHP system as there are many variables affecting the system’s operation (Yan et. al., 2022). It has 

been widely agreed that increasing flow rate results in more heat being collected under constant ambient 

conditions. However, there are diminishing returns as flow rate increases with Abdul-Ganiyu et. al. (2021) 

finding that for a solar thermal collector in Ghana, flow rates above 227 l/h per m2 do not result in additional 

heat gains. In the current study it was found the optimal flow rate was 77 l/h per m2. This is much lower 

compared with Abdul-Ganiyu et. al.’s (2021) result, however this can be explained by the large difference in 

ambient temperature between the two locations.  

When comparing the finned and non-finned PVT, this study found that the optimal flow rate is the same for 

both collectors. This is because of the large intervals used when testing different flow rates. However, as the 

two PVTs are affected differently by the ambient conditions, it is possible that the optimal flow rate for the 

two collectors is not the same. By testing a greater number of flow rates around the optimal flow rate of 77 l/h 

per m2 it will be possible to determine the true optimum for each PVT collector as well as how rapidly changes 

in flow rate cause deviations from the maximum thermal performance. This will show if there is a range of 

optimal flow rates rather than a singular optimum. The data gathered could be used to incorporate the flow rate 

into the coefficient calculation, creating a model that considers flow rate as well as other ambient conditions 

such as irradiance and wind speed. This would help expand on Yan et. al. (2022) work. In addition to testing 

a greater number of flow rates, looking at the trade-offs between the larger specific thermal power gained by 

the larger flow rate and the increase in pumping power required could help determine a global optimum flow 

rate rather than a flow rate optimised for thermal performance of the PVT collector. In a previous study, 

Gomariz et. al. (2019) found that the lower cost of using 20 l/h per m2 did not justify the loss in heat gains 

compared to the 80 l/h per m2 flow rate for solar thermal collectors.  

When comparing the two PVTs, some results contrary to what was expected from literature were found. These 

results were the generally higher 𝑎1 thermal performance coefficient of the non-finned PVT collector, resulting 

in lower U-values for the finned PVT collector compared to the non-finned one, and the higher zero-loss 

efficiency of the finned PVT collector. This is the opposite to what was expected from the results of Beltran 

et. al. (2024) as well as Giovanetti et. al. (2019). Upon inspection of the PVTs it was determined that this was 

due to imperfect thermal contact between the PV panel and the absorber on the non-finned PVT. This resulted 

in less efficient thermal exchange between the PV panel and the absorber, lowering the zero-loss efficiency of 

the non-finned PVT collector compared to the finned PVT collector, and created an airgap between the PV 

panel and the absorber. This meant that there was more surface area exposed to ambient air for heat exchange, 

artificially increasing the 𝑎1 thermal performance coefficient. This was exacerbated by the more exposed 

location of the non-finned PVT collector on the roof, allowing a greater airflow around the collector. Figure 8 

provides thermal images of the two PVT collectors showing the identified imperfect thermal contact. While 

both PVT collectors experience this problem, the higher temperature of the “hot spot” on the non-finned PVT 

demonstrates worse thermal contact and so a larger airgap. 
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Fig. 8: Thermal images of the two PVT collectors (non-finned on the left and finned on the right) to show the imperfect 

thermal contact between the PV and the absorber, showing the larger airgap present in the non-finned PVT collector. 

6. Conclusion 

In conclusion, using the U-value, specific thermal power output and potential annual thermal energy output, 

the thermal performance of a finned and non-finned prototype PVT collector were compared. The PVTs were 

evaluated outdoors in Stockholm, simulating cold temperature operation for PVT integration with a GSHP 

system as a borehole regeneration mechanism. It was found that the finned PVT collector has an overall better 

thermal performance than the non-finned PVT collector. This can be seen by the finned PVT collector 

displaying potential annual thermal energy outputs 11% higher than that of the non-finned PVT collector at 

the optimal flow rate.  

In general, higher levels of irradiance and wind speeds lead to improved values of specific thermal power 

output, with a 200 W/m2 increase in irradiance resulting in increases in specific thermal power output of 92 

W/m2 for the finned PVT collector and 82 W/m2 for the non-finned PVT collector. When considering 

irradiance, a higher flow rate is always desirable due to the higher specific thermal power output, however, the 

trade-off with increase pumping power needs to be determined. With increasing wind speeds, for optimal 

increase in performance, a balance between the wind speed and the brine flow rate must be found. In this study, 

the optimal flow rate was around 77 l/h per m2. As mentioned above, each PVT collector was affected 

differently by the ambient conditions so to determine the optimal operating conditions the average ambient 

conditions need to be considered.  

This study found that a higher flow rate appears to be more favourable for the finned PVT while the non-finned 

PVT performs thermally better at the lower flow rates. This can be seen by greater improvements in the finned 

PVT collector as flow rate increased compared to the non-finned one. However, to determine the true optimum, 

or if a range exists, smaller increments in flow rate need to be evaluated. When combined with the analysis of 

ambient conditions, a global optimal flow rate can be determined for the entire system. 

The impact of restricting airflow around the absorber by adding different roof installations proved to decrease 

potential annual thermal energy output of both PVTs between 7% and 33%, with the non-finned thermally 

underperforming the most. This can be seen by the finned PVT collector’s thermal performance coefficients 

resulting in a potential annual thermal energy output around 6% higher than the non-finned PVT collector. 

This further supports the found positive impact fins have on aiding heat transfer with the ambient. It can also 

be concluded than on a sloped roof, the addition of fins is beneficial as they allow for greater heat absorption. 

However, the fins will add weight to the PVT collector and so a full system analysis needs to be conducted to 

see if the additional heat gains justify the installation constraints. 

Further work to this study includes a full techno-economic analysis to determine the financial feasibility of the 

addition of fins to the PVT absorber. This will show whether the additional heat absorbed justifies the 

additional cost. Secondly, the ambient conditions studied did not include cold climate weather patterns such 

as condensation, rain and frost. Therefore, to obtain a full picture of the operation of these two PVT collectors 

in cold climates further studies on these phenomena are needed. Lastly, as it was observed that the zero-loss 

efficiency and the 𝑎1 thermal performance coefficient are sensitive to the thermal contact between the PV 

Finned PVT Non-finned PVT 
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panel and the absorber. This led to results that are contrary to what has been previously found in literature. 

However, based on the trends observed, even with the manufacturing defect, the fins increase heat exchange 

with the ambient. To provide more certainty in the results, a further study with multiple panels could be 

conducted to help quantify the impacts of manufacturing deviations. 
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EXPERIMENTAL STUDY ON HEAT TRANSFER FROM AMBIENT 
AIR IN ROW-INSTALLED PHOTOVOLTAIC-THERMAL (PVT) 

SOLAR COLLECTORS ON A FLAT ROOF 

 

Summary 

With climate change urging the transition to renewable energy sources, Photovoltaic-Thermal (PVT) solar 

collectors emerge as a promising decarbonized solution producing both electricity and heat. Our study 

evaluates the performance of PVT panels designed to be as the sole heat source of a brine to water Heat Pump 

(HP) system for buildings thermal needs. By focusing on the impact of the number of PVT panels in a single 

row on ambient air heat gain, experimental data reveal a significant influence of panel configuration on the 

heat exchange coefficient, with a noticeable decrease in heat loss as the number of panels increases, 

highlighting the critical role of PVT panel arrangement in system performance enhancement. 

Keywords: Photovoltaic-Thermal (PVT), solar collector, Heat Pump (HP), heat transfer 

1. Introduction 

With the urgent need for decarbonized thermal solutions to reduce the scale of ongoing climate change, 

Photovoltaic-Thermal (PVT) solar collectors stand out for their dual role of producing renewable electricity 

and heat within a single component. They present a performant alternative as the sole heat source of a 

brine/water Heat Pump (HP) for thermal needs of buildings including mainly space heating (SH) and Domestic 

Hot Water (DHW). Indeed, in (Chhugani et al., 2023), it has been highlighted that this combination of PVT 

and HP with a well sized hot buffer storage and a floor heating can achieve higher overall energy performance 

than a reference system made up with the same area of PV panels and an air/water heat pump. In the 

terminology of solar-assisted heat pumps as reminded in (Jonas, 2023), this system configuration is classified 

as an “indirect” (the refrigerant fluid does not circulate in the panels) and “serial” (the PVT panels provide 

heat to the heat pump evaporator) combination. 

The most critical feature in such system is the capability of PVT panels to recover heat from the ambient air. 

In (Jaafar et al., 2022), it has been shown that the higher this capability is, the more performant the system is. 

Indeed, when there is no irradiation (very cloudy day or night), PVT panels act solely as air/water heat 

exchangers. Then, numerous parameters, such as the distance from the panel to the roof, the roof pitch, the 

mounting system as well as the orientation of the installation in relation to the prevailing winds in the region, 

affect this capability.  

This paper focuses on the impact of the number of PVT panels as a single row on the ambient air heat gain 

performance of the field. The end goal of this study is to provide valuable insights which can be used for 

optimizing the PVT field design to enhance the performance of a PVT-HP system. 

2. Methodology 

2.1. PVT panel prototype  

Each of the PVT panels tested is made up with a standard PV panel with a mini-channel flow distribution heat 

exchanger mounted behind it (see Fig. 1). They were installed in a row in Z configuration (see Fig. 3). 
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Fig. 1: Scheme of the tested PVT panel prototype 

2.2. Test bench 

The experimental set-up used for this study is shown in photo (see Fig. 2) and described on the diagram below 

(see Fig. 3). It consists mainly of a water tank filled with a mixture of water and glycol, whom temperature 

profile is estimated using two temperature probes installed in two immersion sleeves at the top and the bottom. 

For the PVT thermal power measurements, a flowmeter (�̇�𝑃𝑉𝑇) and two temperature probes are installed at the 

inlet (𝑇𝑃𝑉𝑇,𝑖𝑛) and the outlet (𝑇𝑃𝑉𝑇,𝑜𝑢𝑡). The overall pipes are insulated. The fluid circulation is insured using 

a water circulator which is controlled by a regulator through a PWM signal to ensure volume flowrate within 

a given range in the row of 1 to 8 PVT panels installed on a flat roof (see Fig. 1b). Of course, for each 

configuration, the flow rate in the row was set so that the flow rate per panel remained roughly the same. The 

regulator also controls an electrical heating resistance installed in the middle of the water tank with a hysteresis 

control strategy based on the temperature on its top side. Thus, the fluid temperature entering the PVT field is 

higher than the ambient air temperature, so the measured heat output is negative. 

The assumption made here is that the heat loss (measured here) is equivalent to the heat gain (needed for HP 

combination) for the same absolute temperature difference between the PVT panel heat exchangers (in 

average) and the ambient air (𝑇𝑃𝑉𝑇,𝑚  −  𝑇𝑎𝑚𝑏). In theory, when free convection dominates, the movement of 

air around the panels is not symmetrical from one situation to another as it is described in (Incropera et al., 

2013) for a hot flat plate and a cold flat plate. However, we assume that the potential variations of heat loss/gain 

by installing several panels in a row are similar. Moreover, it is important to note that the radiative heat 

transfers, from the sky and from behind the panel, are considered invariable from one panel to another so that 

the measured variations are only linked to the variations of convective heat transfer with ambient air (or of 

temperature distribution over the heat exchangers). 

 

Fig. 1: (a) Photo of the test bench technical room (b) Photo of the row of PVT panels on the flat roof 
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Fig. 3: Test bench diagram 

2.3. Data filtering 

When the electrical heating resistance of constant power (set before the test between 400 W and 2 kW 

depending on expected power in the coming conditions) switches off, inlet temperature drops drown then the 

resistance switches on again. We removed the data corresponding to this phenomenon with a 20-minute 

window around the local minimum inlet temperature (see grey boxes on Fig. 3). We also removed the first 10 

minutes of each test sequence to avoid transient effects. Then we selected data with 𝐺 <  1 𝑊/𝑚2 (night) and 

with flow rate in expected range. Finally, we resampled the data at a time step of 5 minutes and selected those 

that verify 𝑇𝑃𝑉𝑇,𝑚 − 𝑇𝑎𝑚𝑏 ∈  [6 ;  12] 𝐾 and 𝑢 ∈  [0 ;  3] 𝑚/𝑠.  

 

Fig. 4:  Time series graph of a test night 

2.4. Data analysis 

As we study PVT panels heat gain/loss with their environment, the experiments were performed during the 

night. Then, for unglazed PVT technology, it is relevant to linearize the heat output of the panels in relation to 

the difference between the average temperature of the heat exchanger and the ambient temperature: 

      �̇� =  (𝜌�̇�𝑃𝑉𝑇)𝐶𝑝(𝑇𝑃𝑉𝑇,𝑜𝑢𝑡  −  𝑇𝑃𝑉𝑇,𝑖𝑛) =  Α1(𝑢) (𝑇𝑃𝑉𝑇,𝑚  −  𝑇𝑎𝑚𝑏)                      (eq. 1) 

𝜌 stands for the density of the heat transfer fluid and 𝐶𝑝 for its calorific capacity (here MPG 40%). By 

disregarding the influence of second and fourth order terms in (𝑇𝑃𝑉𝑇,𝑚  −  𝑇𝑎𝑚𝑏), by including the radiative 

heat transfer in Α1, so that we set the 𝑎4 and 𝑎7 coefficients relating to 𝐺′ =  𝐸𝐿  −  𝜎𝑇𝑎𝑚𝑏
4 to 0, and by 
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defining Α1(𝑢) as 𝑎1 + 𝑎3(𝑢 − 3), we achieve the simplified version of the ISO 9806:2017 standard equation 

described in (“ISO/DIS 9806:2017 Solar energy — Solar thermal — Test methods,” 2017). 

In the following results section, we will present the results with two different approaches: 

• Linearize 𝐴1(𝑢) in this form: 𝑎1 + 𝑎3(𝑢 − 3) and get 𝑎1 and 𝑎3 coefficients with a linear least 

squares method (LLSQ). 

• Find 𝐴1(𝑢𝑚) for each wind range [𝑢𝑚 − 0.1 ;  𝑢𝑚 + 0.1] for 𝑢𝑚 ∈ [0.1, 0.3, 0.5, 0.7 . . . ] 

3. Results 

3.1. Least squares method 

We implemented a classic linear least squares method with the linalg.lstsq function of NumPy Python library 

to get 𝑎1 and 𝑎3 coefficients. We also performed 10,000 bootstrap resampling. For each bootstrap sample, we 

fitted the 𝑎1and 𝑎3 coefficients. By resampling our dataset with replacement, we generate a comprehensive 

distribution of coefficients estimates, allowing us to provide a quantitative measure of uncertainty: the standard 

deviation of 𝐴1(𝑢) calculated with equation 2 and represented by the coloured band on Fig. 3. 

      𝜎𝐴1
=  √𝜎𝑎1

2 + (𝑢 − 3)2𝜎𝑎3
2           (eq. 2) 

As it is shown in figures 5 and 6 below, this multiple linear regression works well to estimate the thermal 

output of the PVT panels row.    

 

Fig. 5: Timeseries graph of test sequences for 6 panels in a row with the thermal output per collector gross area 

“Qdot_1PVT/AG” and the modelled one “Qdot_1PVT/AG_model” 

 

Fig. 6: Relative error between modelled and measured thermal output for 6 panels in a row 
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Finally, we compared the results from 1 to 8 panels in a row: 

Tab. 1: Results obtained with least squares method on filtered data for 1 to 8 panels 

Number 

of panels 

Mean total 

flow rate 

Mean flow 

rate per panel 

Hours of 

data 
𝐛𝟏 𝐚𝟑 MAE 

MAE out of 

mean power 

Unit L/h L/h h 𝑊/𝑚2𝐾 
𝑊/𝑚2𝐾
/(𝑚/𝑠) 

W % 

1 143 143 4.7 22.6 6.8 21 7% 

2 220 110 26.0 19.8 5.0 22 9% 

4 420 105 18.6 19.2 4.2 21 9% 

6 704 117 62.3 15.3 6.0 14 9% 

8 1013 127 28.1 13.9 6.4 8 7% 

 

 

Fig. 7: Results obtained with least squares method on filtered data for 1 to 8 panels 

In our test facility configuration, the obtained results show: 

• For 𝑢 =  0 𝑚/𝑠, the heat loss coefficient (𝑏1in 𝑊/𝑚2𝐾) decreases from 1 to 8 panels installed in the 

row. 2 and 4 panels have a performance decrease of about 15% compared to 1 panel. 

• For 𝑢 =  1.3 𝑚/𝑠, there is a significant reduction from 1 to 2 panels (−16%) and then the reduction 

is roughly linear with a slope of − 0.8 𝑊/𝑚2𝐾/𝑝𝑎𝑛𝑒𝑙. 

• For 𝑢 =  3 𝑚/𝑠, there is a reduction between 2 panels and 1 panel and then the heat loss coefficient 

looks stable until 8 panels. 

3.2. Clustering by wind range 

In this section, we cluster data by wind ranges [𝑢𝑚 − 0.1 ; 𝑢𝑚 + 0.1] for 𝑢𝑚 ∈ [0.1, 0.3, 0.5, 0.7 . . . ] of for 

each cluster, a linear fit provided the corresponding  𝐴1(𝑢𝑚) coefficient.  

This analysis shows that we should be careful when comparing “performance” based on linearization of 𝐴1(𝑢). 

It can lead to misinterpretation. Thus, we find that the 𝐴1 values for wind speed higher than 2 m/s (resp. 1 m/s) 

are not relevant for the configuration with 6 panels in a row (resp. 8 panels in a row) because of a lack of data. 
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Fig. 8: 𝐀𝟏(𝐮𝐦) in each configuration 

4. Discussion 

4.1. Experimental bias 

We should keep in mind that, due to the experimental set-up, the more panels there are, the lower the difference 

in temperature between the average on the exchangers and the ambient air (see Fig. 9). We can't rule out the 

hypothesis that this is at the root of some of the degradation of the heat loss coefficient by increasing the 

number of panels in the row. 

 
Fig. 9: (a) Distribution of T_PVT_m – T_amb in each configuration  

(b) Boxplots of these distributions in each configuration 

4.2. Flow distribution 

Due to these PVT panels prototypes design, it is highly possible that the flow distribution would be uneven 

between them when installed in a row (in Z configuration). In (García-Guendulain et al., 2020), this kind of 

flow nonuniformity and thermal imbalances in solar collectors of similar design was studied. So far, we cannot 

quantify this nonuniformity in our experimental set-up, but it can be a source of reduction in thermal 

performance. Indeed, for PVT panels in which the flow rate would be too low, the mean heat exchanger 

temperature would be closer to ambient air temperature so that heat transfer would be lower.  

We tried to measure the flow rate in each panel in this configuration and for each number of panels. To do this, 

we positioned flowmeters between consecutive panels at the inlet manifold. These experimental results 

confirm that there may be a significant flow distribution imbalance in this PVT panels row general design 

(manifolds and parallel mini-channels) but do not give any information on the original set-up (see Fig. 10). 

Indeed, the flow meters cause sharp drops in pressure in the inlet manifold so that the profile is reversed 
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compared with what is expected in such a Z configuration (the highest flow rates should be in the last panels): 

the hydraulic behaviour with flowmeters is significantly different from the configuration without. 

 

Fig. 10: measured flow distribution for 4 panels in a row in Z configuration with flowmeters between consecutive panels 

4.3. Row geometry 

The third possible explanation is the impact of the overall geometry on the shape and the temperature field of 

the airflow around the panels (including edge effects on the sides of the row corresponding to higher heat 

transfer). 

5. Conclusion  

Our research underscores the pivotal role of PVT panel configuration in enhancing the thermal performance 

of PVT-HP systems. The experimental analysis reveals that increasing the number of PVT panels in a single 

row significantly reduces the heat loss coefficient, thereby affecting overall system efficiency. This finding is 

crucial for the design and optimization of PVT fields, suggesting that careful consideration of panel 

arrangement can lead to substantial gains in energy performance. Besides, quantify the possible contribution 

of the heterogeneous flow distribution in the mini-channel heat exchangers is the subject of ongoing modelling 

and experimental work. 
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Summary 

 

MINOS Concentrated Solar Power (CSP) project in Crete island, is a strategic investment in Greece that 

receives continued and increasing government support and is at the focus of public attention. It is the 

first CSP plant in Greece, and it aims to cover 10% of the island of Crete power demand. The system’s 

capacity is equal to 52MW and a molten salt thermal energy storage of 5 hours capacity is also included. 

This work attempts to estimate the total electricity production and the annual performance of the MINOS 

project, through the development of a dedicated model in System Advisor Model (SAM) software. The 

findings of this feasibility study provide valuable insights into the annual electricity production and the 

efficiency of this CSP project, facilitating informed decision-making for stakeholders and investors 

interested in the development of solar tower projects. 

Keywords: CSP, Solar Tower, electricity production, solar energy, concentrated solar collectors 

1. Introduction 

 

Solar tower systems, or central solar receiver systems, are based on the conversion and transfer of direct 

incident solar radiation into thermal energy. This thermal energy is absorbed by high temperature fluid, 

used as a heat transfer medium, and it is then collected by a working fluid and employed to drive a steam 

engine cycle for electricity generation which is finally being supplied to the grid [1]. 

More specifically, the direct incident solar radiation that reaches the earth surface is reflected by the 

heliostats/mirrors and concentrated onto the solar receiver which is located on the top of the solar tower. 

Each mirror is installed on an individual tracking system, so that each of them be able to track the sun's 

orbit. After the solar radiation reaches the solar receiver and is concentrated on a particular surface of the 

tower, thermal energy it is transferred as heat to a fluid that flows through a heat exchanger located 

behind the surface of the receiver. Τhe fluid is heated and vaporized either directly or indirectly. The 

steam produced feeds a steam turbine to produce mechanical work on its rotor, where it drives a generator 

to produce electricity. After the steam leaves the exhaust section of the turbine, it enters a condenser, 

where it is cooled (water-cooled or air-cooled) and becomes saturated water. After that, the water is taken 

to the top of the tower to be heated and start another new cycle [2]. 

MINOS CSP solar tower is a CSP tower project with 5h storage and 52MW electricity capacity to be 

constructed in the island of Crete, Greece. The site is located on the island of Crete, in Sitia Municipality, 
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in the southeastern coastal area of Atherinolakos. The site is adjacent to the industrial zone of the 

Atherinolakos conventional power station, owned by the Public Power Corporation, and rated at 200Mwe 

[5]. Due to its proximity, the project will be easily connected with the electricity grid.  

MINOS solar tower uses concentrated solar thermal technology and consists of 19,514 of sun-tracking 

mirrors which reflect the sun to the top of the Tower. The required adjustments of the mirrors during the 

sun’s course within a day is performed automatically. A molten salt mixture is heated by the concentrated 

solar radiation and is stored in a tank on the ground. The heated salt is used to transfer its heat to water 

to generate steam which activates a steam turbine with a turning motion to generate electricity.  

 

 

 

 

 

 

 

 

 

 

 

 

 

The plant is fully prepared for construction, and a 25-year Power Purchase Agreement (PPA) is set to be 

signed with a fixed tariff of €268/MWh. The project has been awarded a €42 million subsidy from the 

European Union through the NER300 program. Specifically, this subsidy offers an additional tariff of 

€115/MWh, which will be disbursed throughout the operational years until December 31, 2025. 

 

 

Figure 2 Visualization of the MINOS CSP Solar Tower to be constructed in Crete, Greece (Source: https://www.nur-

minos.com/) 

 

 

Figure 1 Schematic diagram of a solar tower power plant. (Source: https://www.researchgate.net/) 
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2. Methodology 

 
For the study of the concentrated solar power (CSP) system with thermal storage, meteorological data 

for the area were initially extracted from PVGIS in the form of a Typical Meteorological Year (TMY) 

file. Subsequently, key technical specifications of the system were collected, including those related to 

the solar tower, the heliostat field, the thermal storage, and the power cycle. The collected meteorological 

data and technical specifications were then entered the System Advisor Model (SAM) developed by the 

National Renewable Energy Laboratory (NREL). The purpose was to calculate the capacity factor, the 

performance of subsystems, the electrical energy production, and the energy consumption required for 

the operation of the system. 

The fundamental equations used by SAM for calculating the results presented in this work, are as follows: 

Optical Efficiency (%) = (
Thermal energy Absorbed by receiver

Incident Solar Energy on Heliostats
) × 100     (eq. 1) 

• Thermal Energy Absorbed by Receiver: The amount of heat absorbed by the tower's receiver. 

• Incident Solar Energy on Heliostats: The total solar energy incident on the heliostats. 

Thermal efficiency (%) = (
Useful Thermal Energy output

Thermal Energy Absorbed by Receiver
) × 100     (eq. 2) 

• Useful Thermal Energy Output: The heat utilized for energy production or storage. 

• Thermal Energy Absorbed by Receiver: The amount of heat absorbed by the receiver. 

Power Cycle Efficiency (%) = (
Gross Electric Power Output

Thermal Energy Input to Power Block
) × 100     (eq. 3) 

• Gross Electric Power Output: The electric power generated by the power cycle before 

subtracting parasitic consumptions. 

• Thermal Energy Input to Power Block: The heat entering the power cycle for conversion into 

electrical energy. 

Capacity Factor (%) = (
Eactual

Pmax × T
) × 100%     (eq. 4) 

• Eactual is the actual energy produced during the year in kilowatt-hours (kWh) or megawatt-hours 

(MWh). 

•   Pmax is the maximum capacity of the solar power tower in kilowatts (kW) or megawatts (MW). 

• Τ is the total number of hours in a year, representing the maximum time the plant could 

theoretically operate. 

 

3. Solar radiation data 

Atherinolakos is located in the southeast of Crete with a longitude/latitude of 26.14 E/35.014 N. With 

the use of PVGIS, a file (.tmy) of the annual solar radiation data of this area was created, with purpose 

of using it in the computational tool used for the simulation.  

The solar irradiance data to be used takes into account the variability that occurs at short intervals, making 

the simulation results more accurate. 

Based on PVGIS data, it is observed that for the month of June at 12 pm, the average value of direct solar 

radiation in the region is 819.66 W/m2, while in the month of winter solstice the maximum value of direct 

incident radiation is 492.34 W/m2 at 11:00 am. Also, the average value of daily direct radiation is 5.8 
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kWh/m2 while the average value of diffuse radiation is 1.58 kWh/m2. In addition, the average annual 

temperature of the area is 19.6 oC and the average wind speed during the year is 6.6 m/s [3].  

 

 

 

 

 

 

4. Technical Data 

 

 The basic technical characteristics of the MINOS project are provided by the company and are given in 

Table 1. 

Table 1 Technical characteristics of MINOS project 

Nominal power of the steam turbine 52 MW 

Heliostats 19,514 

Single heliostat area 20 m2 

Solar tower   

Tower height 200 m 

Receiver height 16 m 

Receiver diameter 8 m 

Number of panels  20 m 

Heat transfer fluid molten salt 

HTF hot temperature 565 Co 

HTF cold temperature 265 Co 

Storage system   

Storage type 2 tank 

Tank height 12 h 

Tank fluid minimum height 1 h 

Tank diameter 17.7 m 

Full load hours of storage  5 hours 

Rankine cycle parameters   

Boiler operating pressure 120 bar 

Condeser type Air-cooled 

 

The solar tower concentrating system with 5 hours thermal storage capacity, uses an external solar 

receiver to absorb heat and transfer it to the molten salts. The molten salts mixture is a composition of 

Figure 3 Average daily variation of solar radiation for the months of June and December (Source: 

https://re.jrc.ec.europa.eu/) 

June  
December  
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60% NaNo3 and 40% KNO3 and it is used as heat transfer medium, flow through the hot salt tank to the 

heat exchanger and transfer the absorbed heat to the water (water boiler). The water state is changed to 

superheated steam at a constant pressure of 120 bar. During this process, the maximum temperature of 

the transferred fluid is 565 oC and the minimum temperature is 265 oC. The low temperature (cooled) 

salt is transferred, by the use of pumps, to the cold salt tank or to the inlet of the receiver for re-absorption 

of heat. Similarly, the saturated steam at the outlet of the steam turbine passes through the condenser and 

then it is transferred to the heat exchanger. 

In order to produce power of 52 MWe at the steam turbine’s (Rankine) outlet, the power of 124 MWt is 

required in the turbine’s inlet given that the thermal efficiency of the cycle is 42%. Since the direct solar 

irradiance (DNI) in the area is known, the design point of the plant (Design Point) was set at 850 W/m2. 

Considering the steam turbine’s power requirements, the receiver’s surface sized to be capable to absorb 

a thermal power up to 140 MWt, taking into account the heat losses occurring during the salt transportion. 

The heliostatic field, which concentrates the solar radiation to the receiver, is consisted of 19,514 mirrors 

with the surface area of each mirror equals 20 m2. Based on the zoning shown in Figure 44, the area 

covered by the heliostatic field is 390.28 acres, with the total land area required to install the system 

being 1,598.51 acres. In Fig.3 is shown the positioning of heliostats in the field, with the central solar 

tower as a reference point, taking into account the differences in altitude of the land. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 Positioning of heliostats in the MINOS field 
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 Main technical parameters entered into SAM in order to simulate the system operation are presented in  

 

 

 

Table 2  MINOS technical data for SAM tool calculations 
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5. Results  

 

The results selected to be presented after the SAM analysis, concern the system's Capacity Factor, the 

efficiency of the subsystems, the total electrical power of the system for electricity production and the 

consumptions required for its operation.  

In a solar power tower system, the overall efficiency is influenced by three key factors. The optical 

efficiency pertains to the ability of the heliostats to collect and direct solar radiation towards the receiver. 

Proper alignment and reflectivity of the mirrors are critical for achieving high performance. 

The thermal efficiency depends on how effectively the receiver converts the collected heat into usable 

thermal energy. Key factors include the design of the receiver and its ability to minimize thermal losses. 

Finally, the power cycle efficiency depends on the system's ability to convert thermal energy into 

electrical energy. 

In the chart below, the variation of the optical field efficiency, the power cycle efficiency and the thermal 

efficiency, during the year, are shown. 
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Table 3 System efficiency during the year 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

According to the analysis, the total energy produced and fed into the grid by the solar tower system with 

5 hours of thermal storage is 109.26 GWh/y and the annual system capacity factor is 24.5%. 

Correspondingly, the annual consumption necessary for the operation of the system is 12 GWh/y. 

Table 4 shows the monthly generated energy of the system as well as the electricity needed for the 

subsystems operation, necessary for the overall system’s operation. 

 

 

 

 

Month 
Optical  

efficiency (%) 

Thermal 

efficiency (%) 

Power cycle 

efficiency (%) 

Jan 57.14 83.83 35.62 

Feb 60.03 79.76 35.23 

Mar 62.44 91.27 39.43 

Apr 63.2 89.95 39.92 

May 63.62 88.68 39.21 

Jun 63.65 91.84 39.66 

Jul 63.84 92.42 40.17 

Aug 63.63 92.5 40.08 

Sep 62.96 91.5 39.93 

Oct 61.68 91.33 38.25 

Nov 58.45 90.37 37.84 

Dec 55.47 86.37 36.53 

Average 61.34 89.15 38.49 
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Figure 5 Monthly variation in optical efficiency, thermal efficiency, and power cycle efficiency 
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Table 4 Capacity factor and electricity produced and consumed by the solar power tower. 

Month 
System energy 

consumption (MWh) 

Solar tower energy 

produced (MWh) 

Capacity 

factor (%) 

Jan 500.8 3,472.2 9.3 

Feb 555.1 4,209 11.3 

Mar 938.7 8,299 22.3 

Apr 1,101 9,977.8 26.8 

May 1,083.4 9,781.4 26.3 

Jun 1,473.9 14,385.7 38.7 

Jul 1,514.6 15,025.8 40.4 

Aug 1,499.5 14,979.1 40.3 

Sep 1,195.1 11,249.4 30.3 

Oct 905.8 8,057.9 21.7 

Nov 710.1 5,932.6 16 

Dec 517.5 3,890.8 10.5 

Sum 11,995.6 109,260.70   

 

The diagram below shows the monthly energy produced and consumed by the system during the year, 

after data analysis in SAM and taking into account the efficiency of the systems and.  

 

 

 

 

 

 

 

 

 

 

 

 

Based on the electricity produced by the solar tower (values in Table 4), the variation of the capacity 

factor of the system during the year is presented in Fig7. 

 

0

2000

4000

6000

8000

10000

12000

14000

16000

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Monthly production and consumption of electricity

System energy consumption (MWh) Solar tower energy produced (MWh)

Figure 6 Εlectricity produced and consumed by the solar power tower. 
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During the summer solstice period, where the amount of direct solar radiation is maximum, there is an 

increase in the system’s capacity factor compared to the month of December when the winter solstice 

occurs. Particularly in July the capacity factor is increased from 10.50% to 40.4%. Regarding the 

generated electricity as a function of the system capacity factor, there is an increase in the summer months 

and a corresponding decrease in the winter months. This is also noticed by the energy consumed by the 

system during its operation in summer and winter period as well. In addition, it was found that the 

penetration rate of the system in electricity generated from RES and in total electricity production as 

well, for the island of Crete, peaks in the summer months. More specifically, the highest penetration of 

the system in electricity generated from renewable sources has occurred in the month of June with a 

percentage of 18.96%, while the system’s contribution in total production (RES & conventional systems) 

is up to 8.62%.  

According to a survey by ELSTAT in cooperation with CRES, each Greek household consumes 13,994 

kWh per year [4]. The energy produced and fed into the grid by the solar tower system is sufficient to 

cover the demand of almost 7,800 households.  

The electrical energy required for the solar tower’s subsystems operation is up to 10.98%. A percentage 

of this amount of energy is generated from backup power plants and the rest of it from the system itself. 

It is worth mentioning that the energy required for the tower’s subsystems operation, could cover the 

annual electricity demand of about 850 households. The energy needed for tower’s subsystems operation 

could be mitigated using an independent renewable energy source whose operational needs would be 

negligible. Adopting solutions like this, would help to increase the amount of electricity fed into the grid 

from the solar tower system as well as to reduce the amount of energy needed to maintain the fluid’s 

temperature over its critical lower value during the night. 

 

6. Conclusions 

In this paper, the simulation of the first ever designed concentrating solar-thermal system in Greece, with 

a capacity of 52MW, was presented. It is a pilot project while processes are underway to find a tenderer 

to construct and operate the project. 

Through the simulation carried out for the solar tower power system, there were interesting outcomes 

regarding the  system’s contribution in meeting the energy needs for the island of Crete. The maximum 

performance of the system has occurred during the summer period where it is capable to feed the grid 

with an amount of energy equal to 15,025.8 MWh, while the system’s capacity factor for the month of 

July is up to 40.4%. The electricity generated only from this system contributes significantly to the annual 

electricity demand, with the maximum contribution occurring in the month of July where the penetration 
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Figure 7 Monthly variation of the capacity factor 
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of the system is up to 8.62%. The total electricity generated from the system (109.26 GWh/y) is capable 

to meet the annual energy needs of about 7,800 households.  

The simulation results were compared to the project calculations by the company and it was shown that 

SAM software is a reliable tool for modeling various renewable energy systems and more specifically 

concentrating solar thermal systems as analyzed in this paper. 

Further research is needed on the design and sizing of an individual RES system to cover the energy 

requirements for the operation of the concentrated solar tower, since the electrical energy requirements 

for running the concentrated solar tower subsystems cannot be considered negligible. Furthermore, a 

financial study could be carried out regarding the system’s sustainability (construction costs, operating 

costs, maintenance costs, life cycle of the various sub-units of the system). 
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Abstract 

Currently, companies in the solar heating sector may choose from a wide range of tools for modelling and simulating 

solar thermal power. However, due to the deviant design of some collectors, conventional simulation tools may be 

inadequate in correctly assessing the performance of such collectors. This study aims to test and validate an in-house 

simulation model for T160 PTC collectors developed by the company Absolicon Solar Collector AB by comparing 

measured data with simulated results. A solar district heating (SDH) plant in Härnösand, Sweden featuring 192 

parabolic trough collectors (PTC) is used as a case study for the validation. Operational data such as weather data, 

solar heat production and collector loop/ambient temperatures were collected from the facilities of Absolicon. The 

data was compiled and simulated using a Python model developed for the T160 collectors. The study shows an 

acceptable correlation between simulated and measured data during periods with high DNI where a relatively high 

amount of heat is delivered to the district heating. Deviations are present during periods of low DNI and can be 

derived from inadequate assessments of heat losses from the piping of the installation in addition to inaccurate 

measurement data. 

 

Keywords: PTC collectors, Simulation, Solar District Heating, Sweden 

 

1. Introduction 

As reported by Weiss and Spörk-Dür (2023), the world-wide annual solar thermal energy yield reached 442 TWh by 

the end of 2022 corresponding to approximately 153 million tons of CO2-reduction if assumed to replace oil (Weiss 

and Spörk-Dür, 2023). During the same year, 41 new large-scale (>350 kWth) solar heating plants for district heating, 

residential, commercial and public buildings were commissioned. However, implementations of SDH systems in 

upper Nordic regions are less common. Accordingly, there is also a scarcity of measured data from such installations.  

As stated by the Swedish energy company organization Energiföretagen, the DH sector has a goal of a fully 

decarbonized heat supply by 2030 (Rydegran, 2023). Waste incineration constitutes approximately one-fifth of 

supplied energy and two-thirds of the total greenhouse gas emissions in the DH sector (Naturvårdsverket, 2024.). 

Increasing the effectiveness or reducing the amount of waste incineration can therefore be regarded as a priority to 

reach the 2030 goals. DH companies in Sweden have experienced a high increase in the costs of biofuels, where the 

prices for pellets and wood chips significantly have increased over the past few years (Selin and Vinterbäck, 2023). 

With biomass constituting approximately 47% of supplied energy in the DH sector (Khodayari, 2023), the increased 

cost of combustibles have increased the incentives for alternative heat sources in Sweden.  

DH utilities in Sweden have started exploring the possibility of solar thermal (ST) as a viable addition to the fuel 

mix (Bergman, 2023). Further, an ongoing investigation as part of the IEA SHC Task 68 (IEA SHC, 2024) reports 

good synergies between biofuel boilers and collector fields, with solar production during summer effectively 

replacing boilers operating on reduced loads and low efficiencies. Additionally, the study shows DH companies 

reduce CO2-impact and fuel price dependency while the boilers are subjected to reduced wear and tear. Despite 

recognized technical readiness, a knowledge gap exists among Swedish DH companies regarding function and 

feasibility of SDH systems. 
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For detailed design, installers of solar thermal typically use commercialized simulation software’s like TRNSYS 

(especially with the TESS library) and Modelica (Gauthier, 2024). However, these software’s may be limited in 

correctly assessing heat production from specially designed PTC collectors at higher latitudes (Absolicon 

Engineering department, 2024).  This study aims to validate an in-house developed simulation tool by comparing 

measured and simulated data from Högslätten Solar Thermal Park in the city of Härnösand, Sweden. 

2. Högslätten Solar Thermal Park 

Serving as a SDH demonstration site for Absolicon Solar Collectors AB, Högslätten Solar Thermal Park is situated 

in the city of Härnösand (62˚ N) and consists of 192 PTC collectors with the optical efficiency of 76.4%. These 

collectors are connected to the DH network of the city and serve as a demonstration site for DH companies and 

industries. The plant was commissioned during autumn 2021 with continuous measurements of weather data and 

heat production. The collectors consist of 8 sub-circuits containing 24 collectors each. The collectors are mounted 

on a 1-axis tracking system with a solar central connected to the DH network located next to the collector field. As 

shown by technical parameters given in Table 1, the installation covers an area of 2 940 m2 and has under its years 

of operation reached an annual heat production of approximately 329 MWh. Regulators on both collector and DH 

side control the temperatures in the collector loop and DH network. The plant is turned off between 1st November 

and 28st February to avoid unnecessary wear and tear from harsh weather conditions during winter season.  

 

Table 1: Basic technical parameters for Högslätten Solar Thermal Park. 

Technical parameter Value Unit 

Aperture area 1 056 m2 

Total area of installation 2 940 m2 

No. of collectors 192 Pcs. 

Collector type Absolicon T160 PTC - 

Collector efficiency 76.4 % 

Heat carrier fluid Water with glycol Type 

Installed thermal power 0.74 MW 

Heat production (year) 329 MWh/y 

Specific production (year) 445 kWh/kW/y 

Global horizontal irradiation 889.4 kWh/ m2 

CO2 saving (year)1 65-189 tonnes/year 
1 Nguyen et al 2024 

 
With the installation being commissioned in early autumn 2021, only a few weeks of measurement data is available 

from that year. The data used in the study was therefore collected for the years 2022-2024 (exemplary day shown in 

Figure 1) The temperatures were all collected from sensors at the collector side, while solar heat is measured at the 

DH side showing heat supplied to the DH network. At present, the installation only covers a small fraction (0.21%) 

of the annual heat demand in the municipality.  

 
F. Fogelström et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

671



 

 
Figure 1. Measurement data during a specific day (2023-06-21) from the installation in Härnösand. 

  3.  Methodology 

3.1 Data pre-processing 

Hourly measurement data on direct normal irradiation (DNI), diffuse radiation (DHI), outlet temperature, heat 

supplied to the DH network and ambient temperature was received from Högslätten’s in-house monitoring client at 

the facilities of Absolicon in Härnösand. The data was divided into three separate simulation periods for 2022-2024: 

Simulation period 1- 1st March - 31st October 2022; Simulation period 2- 1st March - 31st October 2023; Simulation 

period 3 - 1st March - 6th May 2024 representing the actual periods of operation for the plant. Where inconsistent data 

was present during smaller time series, missing values were added using linear interpolation. Where the data was 

inconsistent for larger time series, missing hourly values were matched with similar data values from previous time 

series during the same month. Missing data points and substitution method for each of the simulation periods between 

2022-2024 are presented in Table 2. 

Table 2: Inconsistent measurement data and substitution method. 

Interpolated Matched from similar data series 

Date Time Date Time 

2022-07-31 06:00 2022-03-31  14:00-23:00 

2022-08-31 05:00-06:00 2022-04-01 00:00-09:00 

2023-03-26 02:00 2022-04-15  16:00-23:00 

2023-08-30 12:00-15:00 2022-04-16  00:00-14:00 

2023-10-29 02:00 2022-08-14  09:00-13:00 

2024-03-31 02:00 2022-09-22  01:00-08:00 

 

3.2. Simulation  

Each data set was simulated using the in-house developed Python model for each of the simulation periods using 

hourly time steps. Three plot combinations were chosen for validation of simulated data; heat supplied to the DH 

network, outlet temperatures from the collector field and DNI/supplied heat to the DH network. Plots were created 

showing accumulated energy for each time step. For the outlet temperature, three separate plots during spring, 

summer and autumn were created for each simulation period to assess the correlation between simulated and 

measured data.  
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During the time of simulation, the U-values for the piping at Högslätten were not available why these were 

approximated from past projects and put in the model. Test simulations were conducted with past U-values before 

the value resulting in the closest mismatch between simulated and measured data was chosen (0.1 W/m, K).  

3.2.1 Model function and inputs 

Tilted surface radiation, row shading and collector heat output is calculated by defining functions from Mathematical 

Reference Compendium, TRNSYS 16: ‘Solar radiation processor’, ‘Collector array shading’ (Klein et al., n.d.) and 

the Solar Keymark quasi-dynamic model portrayed in ScenoCalc documentation (SolarHeatEurope, 2024). The 

model iterates defined functions over each time step from hourly measurement data (DNI, DHI, ambient temperature) 

plotting the result for simulated outlet temperatures and heat delivered to DH. The working principle of the model is 

shown in Figure 2. 

 

  
 

Figure 2. Schematic of the system simulation. 

 
For fluid equations, thermodynamic relations and media properties, the Python library ‘CoolProp’ is used. 

Additionally, before heat can be supplied to the DH network, the model features a ‘warm-up’ function depending on 

ambient temperature, DNI and component properties during the start of heat production each day. The function 

describes the warmup of piping and system components to operational conditions until a steady state between heat 

carrier and system components is reached. It was created as a result from studies on actual/simulated heat production 

mismatches from commissioned plants and if neglected can result in a substantial shift in heat production during 

sunrise.  Heat losses dependent on pipe dimensions as well as operational and ambient temperature are then calculated 

before final net heat delivered to DH is quantified and plotted. 

The results are visualized in scatter plots, showing hourly accumulated heat supplied to the DH network. To further 

clarify the results, color mapping is used for different percentages of maximum measured DNI (0, 25, 50, 75, 100) 

during each simulation period showing active heat production relative measured Direct Normal Irradiance. The plots 

do not consider DHI as it has a negligible impact on the heat delivered from the T160 collectors. A reference line is 

given in each plot representing a 100% correlation between simulated and measured data. Obvious measurement 
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errors (simulated data 0) are marked in grey showing data points for which the input data is inconsistent/missing. To 

further clarify the difference between simulated and measured data, three additional plots are given showing 

accumulated monthly heat supplied to the DH network as well as the ratio between simulated and measured data 

over the time of day and relative measured DNI. 

4. Results 

4.1 Simulated and measured heat supplied to the DH network 

The measured heat supplied to DH network was calculated to 281,42; 314,69; 34,10 MWh during Simulation period 

1,2 and 3, respectively. Corresponding simulated results obtained during the same period were 206,13; 236,12; 23,87 

MWh respectively, with the simulated annual results falling no more than 70% below corresponding measured 

values. 

To give an indication on the spread of the datapoints for different values of measured DNI, a scatter plot is used 

(Figure 3,5,7) (light blue-blue-red-orange-yellow) representing data points of heat supplied at different levels of 

measured maximum DNI (0%, 25%, 50%, 75%, 100%) during each of the simulation periods. Figure 3-8 show the 

comparison of simulated and measured data. 

 

4.1.1 Simulation period (1/3-31/10- 2022) 

Comparison of simulated and measured data is shown in Figure 3. 

   
Figure 3. Simulated and measured hourly values for heat supplied to the DH network for Simulation period 1, 1/3-31/10 where the 

reference line (red) corresponds to a 100% match between simulated and measured data (left). Colours (light blue-red-yellow) indicate 

data points for different values of maximum measured DNI (0%, 25%, 50%, 75%, 100%) under the period. Measurement errors are 

marked in grey. Monthly comparison of simulated (blue) and measured (orange) heat supplied to the DH network (right). 

 
The ratio simulated/measured heat supplied to the DH network relative time of day and DNI is shown in Figure 4.  

 

  
Figure 4. Simulated/measured heat (%) over the time of day (left) and relative measured DNI (right). Measurement errors occur where 

simulated/measured heat is zero at the bottom of the graphs. 

 

 

4.1.2 Simulation period 2 (1/3-31/10- 2023) 

Comparison of simulated and measured data is shown in Figure 5. 
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Figure 5.  Simulated and measured hourly values for heat supplied to the DH network during Simulation period 2, 1/3-31/10 where the 

reference line (red) corresponds to a 100% match between simulated and measured data (left). Colours (light blue-red-yellow) indicate 

data points for different values of maximum measured DNI (0%, 25%, 50%, 75%, 100%) under the period. Measurement errors are 

marked in grey. Monthly comparison of simulated (blue) and measured (orange) heat supplied to the DH network (right). 

 
The ratio simulated/measured heat supplied to the DH network relative time of day and DNI is shown in Figure 6.  

 

 
Figure 6. Simulated/measured heat (%) over the time of day (left) and relative measured DNI (right). Measurement errors occur where 

simulated/measured heat is zero at the bottom of the graphs. 

 

4.1.3 Simulation period 3 (1/3-6/5- 2024) 

Comparison of simulated and measured data during Simulation period 3 are shown in Figure 7. 

   
Figure 7. Simulated and measured hourly values for heat supplied to the DH network during Simulation period 3, 1/3-6/5 where the 

reference line (red) corresponds to a 100% match between simulated and measured data (left). Colours (light blue-red-yellow) indicate 

data points for different values of maximum measured DNI (0%, 25%, 50%, 75%, 100%) under the period. Measurement errors are 

marked in grey. Monthly simulated (blue) and measured (orange) heat supplied to the DH network (right). 

 
The ratio simulated/measured heat supplied to the DH network relative time of day and DNI is shown in Figure 8.  
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Figure 8. Simulated/measured heat (%) over the time of day (left) and relative measured DNI (right). Measurement errors occur where 

simulated/measured heat is zero at the bottom of the graphs. 

 
A mismatch between simulated and measured data can be observed during simulation periods where simulated 

supplied heat is zero. This could be attributed to inconsistent or inaccurate input data, likely related to malfunctions 

or coverages of the irradiation sensors. A trend of scattered data points where measured supplied heat is higher than 

the simulated is present during all simulation periods. However, the colored scatterplot (Figure 3, 5, 7) reveal a trend 

where the deviation of data points decreases for values over 1 000 MJ. 

The color mapping showing the amount of heat supplied to the DH network at different percentages of maximum 

DNI reveals the occurrence of lower values of heat supplied during high values of DNI. This is related to warm-up 

of system components, weather overcasts and thermal inertia of the system. Figure 4, 6 and 8 show the range of the 

mismatch between the data series decrease during the middle of the day and during periods with high DNI, correlating 

with the decreased deviation of data points (Figure 3, 5, 7) for high amounts of heat supplied. 

4.2 Simulated and measured collector outlet temperatures 

This section shows hourly collector outlet temperatures from Högslätten solar thermal park from a week during 

spring (April), summer (July) and autumn (October) for each of the simulation periods. The plateaus and tops in the 

graphs represent the operational hours of the collector field and the sinks accordingly the standby hours during 

nighttime.  

 

4.2.1 Simulation period 1 (1/3-31/10- 2022) 

The collector outlet temperatures during Simulation period 1 are shown in Figure 9. 

 

 
F. Fogelström et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

676



 

 

Figure 9. Simulated (blue) and measured (red) hourly outlet temperatures for April (left), July (right) and October (bottom) during 

Simulation period 1. 

 

4.2.2 Simulation period 2 (1/3-31/10- 2023) 

The collector outlet temperatures during Simulation period 2 are shown in Figure 10. 

 

Figure 10. Simulated (blue) and measured (red) hourly outlet temperatures for April (left), July (right) and October (bottom) during 

Simulation period 2. 

 

4.2.3 Simulation period 3 (1/3-6/5- 2024) 

The collector outlet temperatures during Simulation period 3 are shown in Figure 11. 

 

Figure 11. Simulated (blue) and measured (red) hourly outlet temperatures for April (left) and May (right) and October during 

Simulation period 3. 
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Figure 10-11 show a clearer overview of “pockets” forming between simulated and measured data in the lower 

temperature regions during nighttime. However, this trend disappears during operational hours in daytime where a 

general close correlation between simulated and measured data can be observed. The mismatch between the data 

series during nighttime could be related to the dissipation of heat during the installations non-commissioning hours 

and approximated U-values for the piping of the installation further discussed in section 5. 

 

4.3 DNI and measured heat supplied to the DH network 

To further evaluate the correlation between heat delivered to the DH network and available irradiation plots are 

created for each simulation period (Figure 12-13) showing measured DNI relative supplied heat to the DH network.  

 
Figure 12. DNI and measured heat supplied to the DH network for Simulation period 1 (left) and 2 (right), 1/3-31/10. 

 

Figure 13. DNI and measured heat supplied to the DH network for Simulation period 3, 1/3-6/5. 

 
Figure 12-13 show heat is delivered to the DH network during hours with low or no DNI and are hence measurement 

errors. Additionally, an accumulation of data points showing low or no measured heat for DNI between 0-400 W/m2 

can be observed. While a linear relationship between heat supplied and DNI is prominent during all simulation 

periods, a shift towards a trend with high DNI/low heat supplied is present during all simulation periods. The figures 

show all three periods have data in the complete DNI and measured heat range while featuring the same general trend 

and are thus comparable for analyses.  

5.  Discussion 

5.1 Simulated and measured heat supplied to the DH network 

As can be observed in Figure 3-8, data points with varying values on measured heat supplied to DH where the 

simulated values are zero are present during all simulation periods. A probable cause to this result is inaccurate input 

data used in the simulation model. For example, fluctuations and malfunctions of the irradiation sensors (bird feces, 

leaves, pollen etc.) at Högslätten have been reported that could contribute to incorrect measurements resulting in 

deviation of simulated and measured values. In addition, malfunctions on temperature sensors used to calculate heat 

supplied to the DH network have been reported on rare occasions.  

The slight shift of data points above the reference line and mismatch of accumulated monthly data (Figure 3, 5, 7) 

where the measured results exceed the simulated for high values of heat supplied is affected by the defined U-value 

used for the piping of the solar field. During the study, U-values for the piping of Högslätten were not available and 
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were therefore approximated from earlier studies. In addition, simulations were carried out with varying U-values to 

achieve the best correlation between simulated and measured data. The magnitude of the heat losses from the piping 

is dependent on operational and ambient temperature and can be regarded as a dynamic variable. With the heat losses 

being determined from one approximated U-value during the simulations, the trend where measured values exceed 

the simulated results is explained by the simplification of the dynamic heat losses. Accordingly, inadequate 

assessments of heat losses for varying ambient and operational temperatures constitute the most prominent source of 

error in the simulation architecture. The monthly comparisons show an increased mismatch between the data series 

for months with high heat supplied, while the range of the mismatch clearly is reduced in the scatter plots during 

periods with high DNI/heat supplied. This is likely due to the higher number of days with heat production, resulting 

in “one-time” losses when the plant is cooling down and gets heated up respectively.  

5.1.1 Ratio simulated/measured heat supplied to DH 

The figures showing the ratio simulated/measured heat supplied to DH indicate a trend with a reduced number of 

outliers during high levels of DNI. Accordingly, in the case of simulated/measured heat supplied relative time of 

day, the same trend is present with the least number of outliers occurring during mid-day. It can therefore be 

concluded that the simulation model is most accurate during operational hours with high DNI. This correlates well 

with the results on simulated and measured outlet temperatures, where the mismatch is prominent during nighttime 

and negligible during daytime.   

 

5.2 Simulated and measured collector outlet temperatures 

As can be observed in Figure 9-11, there is generally a good correlation between simulated and measured collector 

outlet temperatures during operational hours for all simulation periods. Deviations are especially prominent during 

Simulation periods 2 and 3 where “pockets” are formed between simulated and measured data during non-operational 

hours. In most cases, the simulated data forms the pocket by assuming lower values relative the measured. With the 

pockets representing the outlet temperature during nighttime, the simulation model is accordingly not completely 

accurate during these time periods with the simulated dissipation of heat falling below the measured values.  

During the initial test simulations with varying U-values (Section 3.1), the appearance of the pockets changed. 

However, while the pockets reduced in size for certain values, additional mismatches occurred during operational 

hours. Accordingly, the U-value used in the final simulations was derived from several iterations during the test 

phase. It can therefore be concluded that the U-values set in the model strongly affects the simulated temperatures. 

This is especially distinct during the first half of Simulation period 3 (Figure 11) where there is a consistent mismatch 

between simulated and measured data. In general, the correlation between simulated and measured data is increased 

during the installation’s operational hours during daytime. The pockets and mismatch between simulated and 

measured data for low temperatures can partly be explained by the U-value used in the model being approximated 

for operational temperatures. To correctly assess heat losses from the pipes in the installation, convection occurring 

between the heat transfer fluid and the inside of the pipes in addition to ambient air and the surface of the pipes 

should be considered. Additional heat transfer mechanisms describing conduction through the pipes as well as heat 

radiation from the pipe surface to surroundings are all approximated into one U-value.  

With the U-value representing all the above heat transfer mechanism during operational temperatures, it may be 

concluded that the increased mismatch between simulated and measured data during non-operational hours could be 

reduced by correctly assessing heat losses from the pipes in the collector field.  

 

5.3 DNI and measured heat supplied to the DH network 

In the case of DNI and measured heat supplied to the DH network, a trend similar to Figure 3-8 can be observed with 

accumulations of data points for measured heat supplied when the DNI is zero. This is a prominent source of error 

in the input data, where the irradiation sensors used at Högslätten could be malfunctioning. On a few occasions, bird 

feces or leaves have been reported to stick to the sensors further increasing the inaccuracy of the measurements.  

Additional accumulations of data points can be observed close to the x-axis for values of DNI and no measured heat 

supplied to the DH network. This trend predominately occurs for DNI-values below 400 W/m2. This is due to the 

generated heat being used to warm working parts of the installation in the mornings. Heat is supplied to the DH 

network when the difference between the temperature of the system components and heat carrier is reduced, enabling 

heat transport between the collector field and solar central. The “belly-shaped” area in the figures where low 

measured heat supplied and high DNI is present is related to the above phenomena, with heat supplied slowly 
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increasing with measured DNI as the system gradually heats up.  

 

6. Conclusion 

In this study, validation of a simulation model developed for T160 parabolic trough collectors is conducted by 

comparing simulated and measured data from Högslätten solar thermal park.  

In the case of simulated and measured heat supplied to the DH network, deviating values mainly occur due to 

incorrect or inconsistent measurement data which may be attributed to occasional errors in the readings from 

irradiation sensors. The trend related to higher measured and lower simulated data points are most likely related to 

the approximation of U-values for the piping of the installation. The mismatch between simulated and measured 

collector outlet temperatures during standby hours in the nighttime can accordingly be derived from the same 

phenomena, where heat losses from the pipes vary with the temperature dependence of the U-value. With the plant 

cooling down during nighttime and systematically warms up during daytime, more elaborate functions are needed to 

assess the behaviour more accurately. 

The study shows an acceptable correlation between simulated and measured data during operational hours where a 

relatively high amount of heat is delivered to DH. Deviating trends are consistent for all simulation periods, have the 

same appearance and can be derived from inaccurate measurement data or inadequate approximations of heat losses 

for varying operational temperatures. To further enhance the simulation model, the heat losses at varying operating 

and ambient temperatures need to be assessed more accurately. 

The validation process facilitated Absolicon Solar Collector AB to fine tune their in-house simulation model. 
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Abstract 

 
 High Vacuum Flat Plate Collectors (HVFPCs) stand as a highly promising solution for renewable thermal 

energy generation. At present, TVP-Solar exclusively manufactures HVFPCs tailored for middle-temperature 

(MT) applications, with a maximum operating temperature of 200 °C. Recent advancements have yielded 

optimized absorbers designed for HVFPCs, enabling them to attain elevated temperatures (HT) up to 300 °C 

via optimization of optical parameters, thus effectively ameliorating the prevailing radiative losses affecting 

HVFPCs. This study employs dynamic simulation to analyze the daily performance of an HVFPCs test field. 

Our primary objective is to compare the performance of MT and HT HVFPCs configurations within the field, 

operating at temperatures of 150, 200 and 250 °C. The results of the numerical analysis not only highlight the 

advantage of the optimized technology but also serve as a robust cornerstone for future undertakings, 

particularly in the formulation of advanced control strategies tailored for HT HVFPC-equipped fields. 

 Keywords: Solar Energy, Solar Thermal Collectors Field, High-Vacuum Flat-Plate Collectors, dynamic solar 

field simulations, Solar Field Performances 

1. Introduction 

The utilization of solar energy represents a straightforward and sustainable approach for producing thermal 

energy, catering to both domestic and industrial needs. Amongst the various solar energy technologies, Flat 

plate solar collectors (FPSCs) are the most established technology being the first FPC with a separate storage 

tank patented by William J. Bailey in 1910 (Schobert, 2014). FPCs consist of a dark absorber plate, typically 

made of metal or coated with a selective surface, enclosed within an insulated casing. The absorbed solar 

radiation heats the absorber plate, which in turn transfers the thermal energy to a circulating fluid, such as 

water or air (Benz and Beikircher, 1999). FPCs have emerged as structurally simple systems with low 

manufacturing costs (Karki et al., 2019) and minimal maintenance requirements, ensuring long-lasting 

operation. Another key advantage is their versatility, as they can be integrated into various building designs, 

both for new constructions and retrofitting existing structures (Al-Joboory, 2019). Their adaptability allows 
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for seamless incorporation into roofs, walls, or ground-mounted systems, enabling homeowners and building 

owners to harness solar energy without significantly altering the architectural aesthetics. 

Despite their numerous advantages, FPCs have some drawbacks compared to other solar thermal technologies. 

They heave lower thermal efficiency compared to evacuated tube collectors and concentrating solar thermal 

(CST) devices because of the substantial convective heat losses that limit their maximum achievable delivery 

temperature for domestic applications (60-90 °C) (Kalogirou, 2004).  

Evacuated tube collectors, which utilize a vacuum to minimize heat loss, can achieve higher operating 

temperatures and better thermal efficiency, particularly in colder climates. 

A promising advancement in flat collector technology is the introduction of high vacuum flat plate collectors 

(HVFPCs) by TVPSolar (“TVP Solar, (2023)). These collectors feature a flat design where the space between 

the absorber, glass cover, and collector case is evacuated, effectively eliminating convective thermal losses. 

This reduction in convective losses, along with minimized conductive losses due to architectural 

enhancements, results in significantly higher efficiency compared to conventional FPSCs operating at middle 

temperatures. A recent study by (Gao et al., 2022), demonstrated that an efficiently optimized HVFPC field 

achieved a stable annual average thermal efficiency of up to 50% at 123 °C. These results are remarkable for 

renewable thermal energy generation at middle temperatures.  

Researchers have been actively investigating further improvements in HVFPC technology in recent years, 

focusing particularly on the selective solar absorber (SSA), the critical component of HVFPCs responsible for 

capturing solar irradiation. The fundamental characteristic of  SSAs is that exhibit high solar absorptance in 

the solar spectrum range and minimal thermal emittance in the infrared region but, for flat collectors operating 

at temperatures above 123°C, (Cao et al., 2014), demonstrated that thermal emittance assumes greater 

importance than solar absorptance in terms of SSA efficiency. However, the current Middle Temperature (MT) 

commercial version of HVFPCs, MT Power, employs a commercial SSA with optical properties optimized for 

operation at 100 °C. 

 (De Maio et al., 2022) have developed low-emissive SSAs specifically designed for HVFPCs, optimized to 

operate at higher temperatures, thereby paving the way for the development of HVFPCs for High Temperatures 

(HT) applications. The HT version of TVPSolar HVFPC considered in this study maintains the same structural 

characteristics while adopting an SSA developed, designed, and optimized to work at 300°C. 

A comprehensive performance comparison between the MT and HT versions of TVPSolar HVFPCs was 

conducted using a dynamic simulation model of a TVPSolar test field, implemented in Simulink. After 

validating the model with experimental data, the simulation was utilized to evaluate the performance of the 

field equipped with HT and MT panels at various operating temperatures (150°C, 200°C, 250°C). The 

simulation employed hourly meteorological data from Cairo for the year 2019. The validated simulation model 

facilitated a thorough assessment of the comparative performance of the HT and MT solar panels under 

different operating conditions. By analyzing the system behavior at 150°C, 200°C, and 250°C, the study 

provided a detailed understanding of the energy output and efficiency of both panel types across a range of 

operating temperatures. 

  

2. Experimental system and Model Description 

 

The solar plant model (Fig. 1) replicates an existing test field located on the rooftop of TVP-Solar headquarters 

in Avellino, Italy. This test field comprises 25 arrays, each consisting of 7 MT panels mounted with a tilt angle 

(β) of 15° and an azimuth angle (γ) of 0°. The collectors in each array are connected in series using hose 

connectors and are interlinked through supply and return pipelines, while the arrays are connected in parallel. 

Additionally, there is a third pipe that functions as a pressure equalizer, balancing the pressure between the 

two main pipes to prevent flow reversal in certain rows due to pressure differentials. A vent valve is also 

incorporated into the system to release excess pressure when necessary. The solar field follows a single-side 

module format, with the pipelines running laterally through the field. 
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At ground level, the thermal block consists of two subsystems. Subsystem 1 primarily includes a pressurization 

pump, an expansion vessel, and a buffer tank. These components work together to adjust the flow rate and 

maintain the system pressure within the desired range of 0.6-1.0 MPa. Since the facility currently lacks a 

designated application, Subsystem 2 becomes crucial when the heat transfer fluid (HTF) reaches its target 

temperature. In this case, the HTF is channeled for cooling. This subsystem is equipped with a dry cooler and 

an electromagnetic three-way valve. When the HTF's temperature at the field outlet surpasses the set threshold, 

the valve redirects it to the dry cooler for cooling before recirculation. 

 

Figure 1 Simulink model of the HVFPCs Solar plant. 

2.1 Mathematical Model of MT and HT HVFPCs 

In this study, the instantaneous thermal power converted by each solar thermal collector and transferred to the 

heat transfer fluid (HTF) is modeled using the basic equation for solar thermal collector performance: 

𝑄𝑐 =  ∗ 𝐴𝑐 ∗ 𝐺          (1) 

This equation states that the power output (Qc in Watts) is equal to the product of the collector efficiency (η), 

the collector surface area (Ac), and the incident solar irradiation (G) on the collector surface. The efficiency 

(η) of an HVFPC collector can be expressed as a function of the solar absorber optical properties, as shown in 

the following formula (Gaudino et al., 2023): 


𝑡ℎ

= 𝑓 ∗ 𝐼𝐴𝑀 − {
𝜀𝑒(𝑇𝑚)∗[(𝑇𝑚+273.15)4−(𝑇𝑎𝑚𝑏+273.15)4] 

𝐺
∗

𝐴𝑎𝑏𝑠

𝐴𝑐
+

 𝑘(𝑇𝑚−𝑇𝑎𝑚𝑏)𝑧

𝐺
}  (2) 

In this expression: α is the solar absorptance of the absorber surface, τ is the glass cover transmittance, f is the 

collector efficiency factor, which accounts for the difference between the HTF temperature and the average 

absorber temperature, IAM is the incidence angle modifier function, which describes the optical efficiency for 

a certain radiation incidence angle normalized by the optical efficiency at perpendicular irradiation (Lv et al., 

2018), εe is the effective emittance of the absorber surface, Tm is the mean HTF temperature between field inlet 

and outlet, Tamb is the ambient temperature, Aabs is the absorber surface area, AC is the collector surface area 

while k and z are constants related to the heat transfer characteristics of the collector. This comprehensive 

model captures the key factors that influence the thermal efficiency of the solar thermal collector, including 

optical, thermal, and geometrical parameters, allowing for a detailed performance analysis and optimization of 

the system. 

For an HVFPC with the TVPSolar MT Power collector architecture, k and z were determined by a mathematical 

fit of experimental data (Gaudino et al., 2023) and equation (2) becomes: 


𝑡ℎ

= 𝑓 ∗ 𝐼𝐴𝑀 − {
𝜀𝑒(𝑇𝑚)∗[(𝑇𝑚+273.15)4−(𝑇𝑎𝑚𝑏+273.15)4] 

𝐺
∗

𝐴𝑎𝑏𝑠

𝐴𝑐
+

0.258(𝑇𝑚−𝑇𝑎𝑚𝑏)

𝐺
}  (3) 

The efficiency formula for the MT and HT versions of TVPSolar HVFPC, considered in this work, differs due 

to the optical properties of the solar absorbers adopted by each version. The coefficient of solar absorptance 
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and the effective emittance of the commercial selective absorber used in the MT version of TVPSolar HVFPC 

were obtained experimentally by calorimetric measurements taken under Sun and LED light (D’Alessandro et 

al., 2022). The coefficient of solar absorptance in the solar spectrum of the absorber adopted by the HT version 

of TVPSolar HVFPC was obtained through the integration of the spectral absorptivity, determined by applying 

Fresnel laws once the refractive index of the materials composing the multilayer stack was experimentally 

characterized using a Horiba Jobin Yvon - UVISEL spectroscopic ellipsometer (“Spectroscopic Ellipsometry 

- HORIBA). The simulated values closely matched the absorptance obtained by reflectance measurements 

using an integrating sphere.  

Unlike the commercial absorber, which has an aluminum substrate, the SSA of the HT HVFPC is a multilayer 

deposited on a copper substrate with very low thermal emittance. Measuring the thermal emittance of the HT 

absorber required a highly precise methodology. The effective emittance of the HT absorber was determined 

using an improved calorimetric procedure, as detailed by (Gaudino et al., 2024b). The coefficients of solar 

absorptance for the MT and HT absorbers are listed in Table 1, while the effective emittances as a function of 

absorber temperature are shown in Fig. 2(a). Substituting the optical properties of the absorbers into equation 

(3), the efficiencies of the MT and HT versions of the TVPSolar HVFCs were obtained and are illustrated in 

Fig. 3(b). 

 

Table 1 Solar absorptance values for MT and HT absorbers. 

 

 

 

 

a) b) 

  

Figure 2  a) Effective thermal emittance as a function of absorber temperature for both MT and HT absorbers. b) Thermal 

efficiency curves of MT and HT HVFPCs as a function of absorber temperature, with an ambient temperature mantained at 

20°C and solar irradiation of 950 W/m². 

The efficiency of the HVFPC serves as the mathematical representation of a collector's performance within 

the Simulink model of the solar plant employed in this study. 

As shown in Figure 2 b), the MT absorber exhibits higher thermal efficiency at lower temperatures compared 

to the HT absorber, which is more favorable at higher temperatures. Additionally, the HT absorber 

demonstrates a higher stagnation temperature, representing the maximum attainable absorber temperature (the 

equilibrium temperature between the absorbed and emitted power). 
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After formulating the mathematical representation of HVFPCs within the dynamic model, it was validated 

through experimental daily performance measurements. 

2.2 Dynamic Solar HVFPCs field model validation 

The performance measurements for validating the dynamic HVFPCs simulation model were carried out using 

the TVPSolar test field located in Avellino. It should be noted that the architectural constraints of the building 

roof influenced the structure of the installation.  

The field is divided into two sections, each forming a 6° angle with the horizontal plane. Each set comprises 

seven panels: four on the east-facing surface and three on the west-facing surface. A comprehensive evaluation 

of plant performance must account for the varying orientations of the collectors within the arrays. The objective 

of the performance measurements was to monitor the solar field's daily productivity and efficiency. Water was 

the selected Heat Transfer Fluid (HTF), and the set-point temperature for each measurement day was 

determined accordingly.  

To assess the field's performance, several parameters were measured, including HTF temperatures at the inlet 

and outlet of the solar field and dry cooler, HTF flow rates at the inlet of the solar field and dry cooler, solar 

irradiation, and ambient temperature. Solar irradiation was monitored separately on each side of the building 

roof using two pyranometers to capture localized variations in solar irradiation across the roof. The flow rate 

regulation took into account the average value of irradiation measured by the two pyranometers. The 

measurements were conducted when the solar irradiation (G) was greater than or equal to 150 W/m2 to cover 

the full range of solar illumination. 

 Figure 3 (Gaudino et al., 2024a) displays the results obtained on July 9, 2023. The set-point temperature was 

maintained at 100 °C. The solar irradiation measurements were recorded from the east-facing pyranometer 

(Gest) and the west-facing pyranometer (Gwest). The HTF flow rate (depicted in Figure 3 a)) is regulated to 

maintain the set-point temperature while providing a specific cooling power for the dry cooler. In Figure 3 b), 

Pinc represents the sum of solar power on the collectors positioned on the east-facing side of the roof (Gest * Ac 

* NC_est) and the solar power incident on the collectors mounted on the west-facing side of the roof (Gwest * Ac 

* NC_west), where NC_est and NC_west are the number of collectors mounted on the east and west facing side of 

the roof, respectively. Pconv (W) represents the amount of power converted by the solar field while maintaining 

the set-point temperature. It is computed using the formula (4): 

 

𝑃𝑐𝑜𝑛𝑣 =  �̇� ∗ 𝑐𝑝 ∗ 𝑇         (4) 

The simulation takes into account various input parameters, including the HTF mass flow rate, solar irradiation, 

ambient temperature, set-point temperature, and dry cooler air flow rate for controlling the cooling power. To 

maintain consistency with the actual case, water was used as the circulating HTF with the same flow rate. 

 

Figure 4 provides a comparison between the daily experimental and numerical results of the HTF ∆T and 

average temperature Tm between the inlet and outlet of the solar field over time. The simulation accurately 

replicates the behaviour of the solar field, as the differences between the numerical and experimental 

Figure 3 a)Acquired weather data, and flow rate b) Measured field performance parameters with a set point temperature 

equal to 100 °C. 
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measurements are within a 4% margin during operational hours. These small deviations can be attributed to 

measurement uncertainties. Therefore, the comparison depicted in Fig. 4 demonstrates the fidelity of the 

numerical model in reproducing the performance of the analysed solar field. 

 

3. Results & Discussion 

Figure 5 presents a comparison of the monthly energy production between a medium temperature (MT) and a 

high temperature (HT) high-vacuum flat plate collector (HVFPC), operating at three different temperatures 

(Tm = 150, 200, and 250 °C). The data used in this comparison were the hourly irradiation and ambient 

temperature measurements from Cairo in 2019. 

The difference in the projected annual energy production between the HT and MT HVFPCs varies depending 

on the operating temperature, as evident from the efficiency curves in Fig. 2 b). The maximum difference is 

observed at 250 °C, where the annual production of the HT collector is 724 kWh/m2 compared to 397 kWh/m2 

for the MT HVFPC, resulting in an 82% increase in energy output. 
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                                         a) 

 

b) c) 

 

 

Figure 6 Numerical comparison between average daily energy production per month of MT and HT field for an operating 

temperature of a) 150 °C b) 200 °C and c) 250 °C 

To further investigate the solar field performance, simulations were conducted to compare the daily energy 

production of MT and HT HVFPC fields, using diathermic oil (Xceltherm 500) as the heat transfer fluid and 

operating temperatures of 150, 200, and 250 °C. The input data for these simulations were the same irradiation 

and ambient temperature measurements from Cairo in 2019. The hourly data were averaged on a daily basis 

and then aggregated monthly to simulate the field performance through the monthly average day, as shown in 

Fig. 6. 

 

It is important to note that using the monthly average day to represent the daily energy production is a 

conservative, pessimistic approximation of the field's performance. This approach underestimates the actual 

irradiation that could be obtained in a given month, as the monthly average day does not capture the full 

variability of the solar resource. 

4. Conclusions 

High-vacuum flat plate collectors represent the state-of-the-art technology for middle-temperature thermal 

energy generation. This technology can be further improved through the optimization of the solar absorber's 

spectral selectivity. In this paper, a numerical performance comparison between a solar field equipped with 
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commercial (MT) and optimized (HT) HVFPCs is presented. 

The key difference between the MT and HT HVFPCs lies in the optical properties of the solar absorber. The 

numerical performance comparison was carried out using a dynamic simulation model implemented in 

Simulink and validated through daily experimental measurements conducted with a TVPSolar test field. 

The comparison of the daily energy production per month, as shown in Fig. 6, demonstrates that by improving 

the solar absorber properties (HT version), the collector's performance can be significantly enhanced. At an 

operating temperature of 250 °C, the HT HVFPC can achieve the same energy output as the MT HVFPC 

operating at 200 °C. 

Having an accurate simulation model of the solar field, particularly for HVFPCs with optimized absorbers, is 

advantageous for future advancements. The TVPSolar company plans to replace the MT HVFPCs in the test 

field with the optimized HT version and configure the system to achieve even higher temperatures. The 

availability of the simulation model will facilitate the assessment and development of these future 

enhancements. 

5. Aknowledgment 

This study was supported by the Eurostar Program powered by EUREKA and the European Community 

(Project ESSTEAM reference E! 115642). 

 

 

6. References 

Al-Joboory, H.N.S., 2019. Comparative experimental investigation of two evacuated tube solar water heaters 

of different configurations for domestic application of Baghdad- Iraq. Energy and Buildings 203, 109437. 

https://doi.org/10.1016/j.enbuild.2019.109437 

Benz, N., Beikircher, T., 1999. HIGH EFFICIENCY EVACUATED FLAT-PLATE SOLAR COLLECTOR 

FOR PROCESS STEAM PRODUCTION1Paper presented at the ISES Solar World Congress, Taejon, South 

Korea, 24–29 August 1997.1. Solar Energy 65, 111–118. https://doi.org/10.1016/S0038-092X(98)00122-4 

Cao, F., McEnaney, K., Chen, G., Ren, Z., 2014. A review of cermet-based spectrally selective solar absorbers. 

Energy Environ. Sci. 7, 1615. https://doi.org/10.1039/c3ee43825b 

D’Alessandro, C., De Maio, D., Caldarelli, A., Musto, M., Di Giamberardino, F., Monti, M., Mundo, T., Di 

Gennaro, E., Russo, R., Palmieri, V.G., 2022. Calorimetric testing of solar thermal absorbers for high vacuum 

flat panels. Solar Energy 243, 81–90. https://doi.org/10.1016/j.solener.2022.07.039 

De Maio, D., D’Alessandro, C., Caldarelli, A., Musto, M., Russo, R., 2022. Solar selective coatings for 

evacuated flat plate collectors: Optimisation and efficiency robustness analysis. Solar Energy Materials and 

Solar Cells 242, 111749. https://doi.org/10.1016/j.solmat.2022.111749 

Gao, D., Li, J., Ren, X., Hu, T., Pei, G., 2022. A novel direct steam generation system based on the high-

vacuum insulated flat plate solar collector. Renewable Energy 197, 966–977. 

https://doi.org/10.1016/j.renene.2022.07.102 

Gaudino, E., Anacreonte, A., Caldarelli, A., Strazzullo, P., Musto, M., Bianco, N., Giamberardino, F., Iameo, 

R., Palmieri, V., Russo, R., 2024a. Impact of Collector Array Orientation on the Performance of a Flat 

Collectors Field for Middle-Temperature Applications. https://doi.org/10.46855/energy-proceedings-11166 

Gaudino, E., Caldarelli, A., Russo, R., Musto, M., 2023. Formulation of an Efficiency Model Valid for High 

Vacuum Flat Plate Collectors. Energies. https://doi.org/10.3390/en16227650 

Gaudino, E., Farooq, U., Caldarelli, A., Strazzullo, P., De Luca, D., Di Gennaro, E., Musto, M., Russo, R., 

2024b. Thermal Emittance Measurement of Very Low-Emissive Materials for Solar Thermal Applications. 

https://doi.org/10.20944/preprints202405.0717.v1 

 
E. Gaudino et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

688



Kalogirou, S.A., 2004. Solar thermal collectors and applications. Progress in Energy and Combustion Science 

30, 231–295. https://doi.org/10.1016/j.pecs.2004.02.001 

Karki, S., Haapala, K.R., Fronk, B.M., 2019. Technical and economic feasibility of solar flat-plate collector 

thermal energy systems for small and medium manufacturers. Applied Energy 254, 113649. 

https://doi.org/10.1016/j.apenergy.2019.113649 

Lv, Y., Si, P., Rong, X., Yan, J., Feng, Y., Zhu, X., 2018. Determination of optimum tilt angle and orientation 

for solar collectors based on effective solar heat collection. Applied Energy 219, 11–19. 

https://doi.org/10.1016/j.apenergy.2018.03.014 

Schobert, A.H., 2014. Energy and Society: An introduction, Seconda. ed. CRC Press, 600 Broken Sound 

Parkway,NW, Suite 300. 

Spectroscopic Ellipsometry - HORIBA, (n.d.). https://www.horiba.com/en_en/products/scientific/surface-

characterization/spectroscopic-ellipsometry/., n.d. 

 

 
E. Gaudino et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

689



 

Performance Analysis of a Hybrid Solar-Geothermal Power Plant 
in México 

Eduardo González-Mora1, Álvaro Lentz-Herrera2 and Ma. Dolores Durán-García1 

1 Facultad de Ingeniería, Universidad Autónoma del Estado de México, Toluca (México) 

2 Programa de Energía, Universidad Autónoma de la Ciudad de México, Ciudad de México 

(México) 

 

Abstract 

Solar energy integration with existing geothermal power plants offers a promising approach to enhance 

renewable energy output. Hybrid systems, particularly those combining parabolic trough collectors (PTC) with 

geothermal facilities, can improve the efficiency and sustainability of energy production. This study 

investigates the feasibility of incorporating PTCs into the Cerro Prieto geothermal power plant to boost steam 

quality and increase overall energy generation. Specifically, we compared two configurations: using Therminol 

VP1 as the heat transfer fluid (HTF) and employing direct steam generation (DSG). Our results indicate that 

both configurations successfully enhanced steam quality, with VP1 showing higher exergy efficiency and 

requiring a smaller solar field area; DSG achieved superior energy efficiency but faced significant pressure 

drops. These findings demonstrate that solar-geothermal hybrid systems can significantly improve plant 

performance by carefully selecting the appropriate HTF and optimizing system parameters. This research 

underscores the potential of such hybrid systems to advance renewable energy technologies, providing 

valuable insights for future energy planning and policy development. 

Keywords: Solar-geothermal hybrid systems, Parabolic trough collectors, Direct Steam Generation, 

Therminol VP1 

 

1. Introduction 

At the end of 2022, the global geothermal installed capacity was 16 318 MW, distributed across thirty-two 

countries. This value accounts for 0.16% of the world's total installed electric capacity, which stood at 10 216 

390 MW (Ritchie and Rosado, 2023). In 2021, these countries generated 96,552 GWh of electricity from 

geothermal sources, representing 0.34% of global electric generation. Mexico ranks among the top ten 

countries with the highest geothermal capacity, occupying the sixth position behind New Zealand and Kenya, 

which have similar installed capacities. 

Mexico's geothermal installed capacity totals 1 001.9 MW, consisting of thirty-nine power units across five 

geothermal fields. Most units are single and double-flash condensing types, collectively providing 924 MW. 

Fifteen backpressure units, each with a capacity of 5 MW, contribute a combined total of 75 MW. Additionally, 

two binary ORC units, each with a capacity of 1.45 MW and manufactured by Ormat, remain installed in Los 

Azufres, though they have been non-operational for several years. The largest flash plants, located in the Cerro 

Prieto field, each have a capacity of 110 MW, featuring two 55 MW turbines manufactured by Toshiba. Cerro 

Prieto is the oldest and largest geothermal field in the country. 

Although installed capacity remained unchanged over the past three years, electric generation decreased by 

16%, from 5 375 GWh to 4 511.5 GWh, in 2021. This decline resulted from the shutdown of two power units 

in 2021: Unit 1 of Cerro Prieto III, with a capacity of 110 MWe, and Unit 17 of Los Azufres, with a capacity 

of 53.4 MWe (Gutiérrez-Negrin et al., 2023). Net geothermal electric generation accounted for 1.3% of the 

total electric generation in Mexico in 2021, which was 323 527 GWh. 

In 2021, the electricity generated within the Baja California electric grid, home to the Cerro Prieto power 
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plants, amounted to 11 869.1 GWh. Of this, the geothermal units at Cerro Prieto generated 2 363.4 GWh, 

representing 19.9% of the total production. This isolated system, which includes major urban centers like 

Tijuana and Mexicali, relied on geothermal energy for its electricity needs, excluding self-supply, 

cogeneration, and imports from California, USA. 

The Cerro Prieto geothermal field, owned by CFE (Comision Federal de Electricidad), is situated in northern 

Mexico, approximately 30 km south of the USA border, within the Ring of Fire. Spanning an area of 

approximately 20 km2, with an additional 18 km2 allocated to the evaporation pond, Cerro Prieto comprises 

four distinct geothermal fields. Originally, Cerro Prieto I comprised five units with a total installed capacity of 

180 MW. However, in 2011, four of these units, each with a capacity of 37.5 MW, were decommissioned, 

leaving only one operational unit with a capacity of 30 MW. Cerro Prieto II and III each boast a total installed 

capacity of 220 MW, powered by two identical units. The Cerro Prieto geothermal field encompasses more 

than 200 wells, varying in depth from 700 to 4,300 meters. At present, the installed capacity of the Cerro Prieto 

geothermal power plant amounts to 570 megawatts. The Cerro Prieto geothermal field features over 200 wells, 

with depths ranging from 700 to 4 300 m. Currently, the installed capacity of the Cerro Prieto geothermal 

power plant stands at 570 MW (Hernández Martínez et al., 2020). 

In 2009, CFE proposed plans for Cerro Prieto V, a new plant comprising two 50 MW units, to increase Cerro 

Prieto's total capacity by 100 MW. However, following the earthquake in Mexicali in 2010, steam production 

was adversely affected, leading to the abandonment of the Cerro Prieto V project. Subsequently, with the 

permanent shutdown of the four Cerro Prieto I units in 2011, the geothermal field experienced a decline in 

steam production. Since then, CFE has been exploring various methods to augment energy generation. 

The abundant solar radiation at Cerro Prieto, measured at 5.5 kW/m2, surpassing the national average, presents 

a promising opportunity for solar energy utilization. In 2012, the installation of 5 MW power plants at Cerro 

Prieto incorporated four distinct technologies: polycrystalline panels with one and two-axis tracking systems, 

thin-film panels with a one-axis tracking system, and solar concentration panels with a two-axis tracking 

system. This initiative paved the way for a solar thermal plant to harness steam from wastewater discharged 

from the geothermal cooling towers, supplying steam to the Cerro Prieto pipeline grid for use in the steam 

turbines of the power plants. A water treatment facility must be installed to remove impurities from the 

blowdown before it enter the CSP plant and ensure the feedwater's quality (Miranda-Herrera, 2015). 

2. Methodology 

 

2.1. Overview for hybridization analysis 

This study scrutinize the incorporation of commercial parabolic trough collectors (PTC) into the existing 

geothermal power plant Cerro Prieto to propose a solar-geothermal hybrid power plant. The hybridization 

looks to enhance the steam quality available in the geothermal wells as a function of the solar field size. To 

enhance the steam quality, we propose two configurations for the solar field employing two heat transfer fluids 

(HTF): thermal oil with a heat recovery steam generator (HRSG) and direct steam generation (DSG). For the 

thermal oil and HRSG (case 1), we use Therminol VP1 (VP1) as it is the standard HTF for solar power plants; 

while the DSG concept (case 2) employs the fluid available from the geothermal well. Both cases are shown 

in Fig. 1, while Table 1 depicts the geothermal well characteristics. 

Tab. 1: Cerro Prieto geothermal well characteristics (Lentz and Almanza, 2006) 

Parameter Value 

Pressure, (bar) 50 

Temperature, (ºC) 263.9 

Steam quality 0.2449 

Mass flow rate, (kg/s) 46.17 

Flash pressure, (bar) 10.5 

Flash steam quality 0.3907 
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In México, Abengoa's successful deployment of the ASTR0 parabolic troughs (Fig. 2) in the integrated solar 

combined cycle Agua Prieta II informs the choice for the solar field, as this is the only CSP power plant in 

México. Table 2 summarizes the key parameters of the ASTR0 parabolic troughs. 

 

Fig. 1: Schematic diagram of the proposed systems for Cerro Prieto IV. (a) VP1 + HRSG (case 1). (b) DSG (case 2). 

Tab. 2: Geometric parameters of the ASTR0 parabolic trough collector (ABENGOA, 2013) 

Parameter Value 

Width, (m) 5.77 

Focal length, (m) 1.71 

Rim angle, (deg) 80.3 

Receiver diameter, (m) 0.07 

 

 

Fig. 2: Abengoa Solar ASTR0 collector (ABENGOA, 2013). 

 

2.2. Evaluation procedure 

Fig. 3. illustrates the calculation procedure for assessing the solar fields. The initial step involves the definition 

of the steam quality enhancement of the geothermal fluid before the flashing process. Following this 

determination, we proceed with the thermohydraulic characterization of the solar fields, which in this study, 

encompass PTC with VP1 and DSG. After analysing these solar fields setups, we consolidate the results into 

5 functions that allow the evaluation as a function of the solar field size. These functions encompass: 
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Fig. 3: Evaluation procedure. 

• Steam quality enhancement: Increasing the quality of the stem delivered to the turbine is the main 

objective of the study. This process will be attained using the solar radiation to heat Therminol VP1 and a 

HRSG, or the DSG concept. One can define the desired steam quality and compute the thermal load to be 

delivered by the solar field: 

 

�̇�𝑔𝑎𝑖𝑛,𝐻𝑇𝐹 = �̇�𝐻𝑇𝐹(ℎ𝑜𝑢𝑡,𝑆𝐹 − ℎ𝑖𝑛,𝑆𝐹) (eq. 1) 

 

• Total concentrating area and loop length: The loop size depends on the desired quality to be attained 

for the steam turbine. To determine the concentrating area they loop lengths are considered for mirror 

placement. In this study, the total concentrating area is solely associated with the mirrors, accounting the 

loops number 𝑁𝑙𝑜𝑜𝑝, loop’s length (𝐿𝑙𝑜𝑜𝑝) and the PTC width (𝑊𝑃𝑇𝐶), as: 

 

𝐴𝑆𝐹 = 𝑁𝑙𝑜𝑜𝑝𝐿𝑙𝑜𝑜𝑝𝑊𝑃𝑇𝐶   (eq. 2) 

 

The loops number is determined by the mass flow rate within the receiver. It is suggested to maintain a 

turbulent flow (Re~105) to ensure efficient heat transfer between the receiver tube and the HTF. 

• Pressure drop. Longer loops led to higher pressure drop, limited by the desired pressure in the flash 

tank to deliver the steam at the steam turbine. In the case of VP1, the pressure drop must be carefully traced 

to avoid any phase change. 

• Energy and exergy efficiency: The solar field’s energy efficiency can be evaluated by comparing the 

net thermal power transferred to the heat transfer fluid (�̇�𝑔𝑎𝑖𝑛,𝐻𝑇𝐹) to the incident solar power on the net 

mirror area (�̇�𝑖𝑛𝑐). This calculation provides insight into the conversion of solar energy into usable thermal 

power, expressed as: 

 

𝜂𝐼,𝑆𝐹 =
�̇�𝑔𝑎𝑖𝑛,𝐻𝑇𝐹

�̇�𝑖𝑛𝑐
=

�̇�𝐻𝑇𝐹(ℎ𝑜𝑢𝑡,𝑆𝐹−ℎ𝑖𝑛,𝑆𝐹)

𝐴𝑆𝐹𝐺𝑏𝑛
 (eq. 3) 
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The exergy efficiency of the solar field can be computed as the ratio of the fluid exergy increment 

(𝐸�̇�𝑔𝑎𝑖𝑛,𝐻𝑇𝐹) to the exergy of solar radiation incident on the net mirror area (𝐸�̇�𝑖𝑛𝑐). This parameter provides 

insight into the solar field’s effectiveness in transforming solar radiation into practical exergy in the form 

of thermal power, expressed as: 

 

𝜂𝐼𝐼,𝑆𝐹 =
𝐸�̇�𝑔𝑎𝑖𝑛,𝐻𝑇𝐹

𝐸�̇�𝑖𝑛𝑐
=

�̇�𝐻𝑇𝐹(𝑒𝑥𝑜𝑢𝑡,𝑆𝐹−𝑒𝑥𝑖𝑛,𝑆𝐹)

𝐴𝑆𝐹𝐸�̇�𝐺𝑏𝑛
 (eq. 4) 

 

The exergy associated with solar radiation has been extensively discussed in the literature, leading to 

different models and approaches to estimate it. Recently, researchers have made a progress in an improved 

model, addressing shortcomings in existing approaches (González-Mora et al., 2023). The model integrate 

the principles of endoreversible thermodynamics, accounting for external irreversibilities within the solar 

collector system. The exergy of solar radiation can be expressed as follows: 

 

𝐸�̇�𝐺𝑏𝑛 = 𝐺𝑏𝑛 [1 −
1

𝜉
(
𝑇𝑎

𝑇𝑠𝑢𝑛
)
4

] (1 −
𝜆𝑐𝑇0

𝜆𝑐𝑇𝑎+𝜉𝜎𝑇𝑠𝑢𝑛
4 −𝜎𝑇𝑎

) (eq. 5) 

 

where 𝑇𝑠𝑢𝑛 is the equivalent absolute temperature of the sun as a black-body (∼5800 K ), 𝑇0 is the ambient 

temperature, 𝜉 is the concentration acceptance product, 𝜆𝑐 is the thermal conductance per unit surface area 

of the environment, and 𝜎 is the Stefan-Boltzmann constant. The value of 𝑇𝑎 is the solution of 

d𝐸�̇�𝐺𝑏𝑛/d𝑇𝑎 = 0. It can be demonstrated that in the limit case, Eq. 5 takes a value of 𝐸�̇� = 0.8391𝐴𝐺𝑏𝑛 

(González-Mora et al., 2023). 

For the solar field using VP1 as HTF, the energy and exergy efficiency must consider the proper HRSG 

efficiency. The HRSG efficiencies can be determined considering the 𝑇 − �̇� diagram in Fig. 4, and the total 

efficiency values are calculated as: 

 

𝜂𝐼 = 𝜂𝐼,𝑆𝐹𝜂𝐼,𝐻𝑅𝑆𝐺    (eq. 6) 

 

𝜂𝐼𝐼 = 𝜂𝐼𝐼,𝑆𝐹𝜂𝐼𝐼,𝐻𝑅𝑆𝐺   (eq. 7) 

 

 

Fig. 4: Heat recovery steam generator 𝑻 − �̇� diagram. 

2.3. Details on solar field’s thermohydraulic model 

The present model employs the ‘Homogeneous Equilibrium Model’ approach with a 1D finite difference 

method, as described and validated by González-Mora and Durán-García (2023, 2024).The model applies a 

steady-state energy balance over the receiver (heat collector element, HCE), considering the direct normal 

solar irradiation, optical losses, thermal losses, and HTF gains. Unlike other models, the present model does 

not rely on the convective heat transfer coefficient (ℎ) and the friction factor (𝑓), enabling a faster computation 

time as no iterative processes are required to characterize the solar field. Fig. 5 displays the HCE for the 

parabolic trough, while Eqs. 8 shows the balance equations per unit length. 
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{
  
 

  
 

�̇�12,𝑐𝑜𝑛𝑣
′ = �̇�23,𝑐𝑜𝑛𝑑

′

�̇�3,𝑆𝑜𝑙𝐴𝑏𝑠
′ = �̇�34,𝑐𝑜𝑛𝑣

′ + �̇�34,𝑟𝑎𝑑
′ + �̇�23,𝑐𝑜𝑛𝑑

′ + �̇�38,𝑐𝑜𝑛𝑑
′

�̇�45,𝑐𝑜𝑛𝑑
′ = �̇�34,𝑐𝑜𝑛𝑣

′ + �̇�34,𝑟𝑎𝑑
′

�̇�45,𝑐𝑜𝑛𝑑
′ + �̇�5,𝑆𝑜𝑙𝐴𝑏𝑠

′ = �̇�56,𝑐𝑜𝑛𝑣
′ + �̇�57,𝑟𝑎𝑑

′

�̇�12,𝑐𝑜𝑛𝑣
′ =

𝑚

𝐿𝐻𝐶𝐸

̇ (ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡)

 (eq. 8) 

 

 

Fig. 5: Heat fluxes over the PTC receiver. Adapted from (González-Mora and Durán-García, 2024). 

The Eqs. 8 simplifies the absorption in the receiver and the glass cover as surface phenomena. In addition, it 

is assumed that temperatures, heat flows and thermodynamic properties are uniform in the whole cross section 

area. In this regard, one can express each heat flow as: 

 

{
 
 
 

 
 
 
�̇�𝑖,𝑆𝑜𝑙𝐴𝑏𝑠
′ = 𝐼𝐴𝑀𝜌𝑃𝑇𝐶(𝛼𝜏)𝑖𝑊𝐺𝑏𝑛

�̇�𝑖𝑗,𝑐𝑜𝑛𝑑
′ =

2𝜋𝑘𝑖𝑗(𝑇𝑖−𝑇𝑗)

ln𝐷𝑗/𝐷𝑖

�̇�𝑖𝑗,𝑟𝑎𝑑
′ =

𝜎𝜋𝐷𝑖(𝑇𝑖
4−𝑇𝑗

4)

1

𝜀𝑖
+
(1−𝜀𝑗)𝐷𝑖

𝜀𝑗𝐷𝑗

�̇�𝑖𝑗,𝑐𝑜𝑛𝑣
′ = 𝑓(Δ𝑇)

  (eq. 9) 

 

where 𝐼𝐴𝑀 represents the incidence modifier angle, 𝜌𝑃𝑇𝐶 is the mirror reflectance, (𝛼𝜏)𝑖 is the product of the 

absortance and transmittance of surface 𝑖, 𝑊𝑃𝑇𝐶 is the PTC width, 𝐺𝑏𝑛 is the incident solar radiation in the 

normal direction, 𝑘 is the surface conductivity, 𝑇 is the temperature, 𝐷 is the diameter, 𝜎 is the Stefan-

Boltzmann constant, 𝜀 is the emittance. The subscripts 𝑖 and 𝑗 are used to identify each of the surfaces, as 

shown in Fig. (4b). It is important to note that the last equation in the set of Eqs. (9) implies a functional of the 

temperatures, for the purpose of avoiding the use of the convective coefficient. 

To model the annulus between the absorber tube and the glass cover, free convection between two cylinders is 

considered, since the receiver is evacuated. The convection between the glass cover and the environment can 

be forced or natural, depending on the atmospheric conditions; for natural convection, the Churchill and Chu 

equation is used, while for forced convection the Žhukauskas equation is applied. Regarding convection 

between the absorber tube and the heat transfer fluid, there are two scenarios: the Pethukhov or Gnielinski 

equation for single-phase flow and the Gungor and Winterton correlation for two-phase flow. 

For the DSG case, the flow pattern inside the receiver must be taken into account. It is suggested that PTC 

under DSG should operate within the annular-flow pattern (Zarza Moya, 2003) to enhance the heat transfer 

rate, avoid thermal stresses and attain higher efficiency. Consequently, we rely on the Taitel and Dukler 

diagram (1976) to characterize the flow pattern due to its ease of use, and high accuracy. 

3. Results and discussion 

The evaluation of the whole model is performed in an inhouse code. The flow from the wells has a low 
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concentration of salts (<2%); for this reason, it is possible to assume that the geothermal fluid behaves as water 

(Lentz and Almanza, 2006). In both proposed systems, solar field with VP1 and DSG, the steam quality 

enhancement after the flashing is modelled until reaching the saturated vapor condition, so the solar field, and 

the HRSG, should attain a steam quality of 0.9894 before the flashing. Doing this, we can retrieve the upper 

performance limits that will allow projections of several configurations for the geothermal power plant. 

3.1. General considerations 

A heat demand of 57.27 MW to be supplied to the geothermal fluid to attain the desired steam quality 

enhancement of saturated vapor. This heat demand must be supplied by the solar field, either with VP1 or 

DSG, respectively. 

We fix some values regarding the VP1 in the steam generator, namely the temperature at the HSRG (𝑇𝑉𝑃,1) 

inlet and the pinch point (𝑃𝑃). We define 𝑇𝑉𝑃,1 at 390ºC and 𝑃𝑃 at 20ºC and their pressure at 12 bar, to avoid 

any phase change of thermal oil. Applying an energy balance for the HRSG (see Fig. 4), recalling that 𝑥𝑖𝑛 =

0.2449, 𝑥𝑜𝑢𝑡 = 0.9894, and a pressure drop of 3 bar in both fluids, a typical value present in HRSG of CSP 

plants (Lippke, 1995).  

Under these considerations, 208.3 kg/s of VP1 is required to meet the requirements. As stated in Section 2.2, 

a turbulent flow must be attained in the receiver. Consequently, we select 125 loops, each one with 1.667 kg/s 

flowing in the receiver tube with a Reynolds number high enough to keep a turbulent flow. With the VP1 

thermal conditions, a 90.97% energy efficiency (𝜂𝐼,𝐻𝑅𝑆𝐺) and 92.07% exergy efficiency (𝜂𝐼𝐼,𝐻𝑅𝑆𝐺) are expected 

in the HRSG. For the DSG solar field, the 46.17 kg/s are distributed between 20 loops, with 2.308 kg/s per 

loop. This mass flow rate allows a proper annular flow as shown below. 

3.2. Solar field behaviour 

As stated in Section 2.2, we define four parameters to characterize the upper limits for the steam quality 

enhancement requirements related to the solar field (and the HRSG for VP1). These parameters define our 

figures of merit that relates loop size (and total concentrating area), pressure drop, energy efficiency and exergy 

efficiency. These figures of merit are plotted in Fig. 6. 

 

  

(a) Aperture area (b) Pressure drop 

  

(c) Energy efficiency (d) Exergy efficiency 

Fig. 5: Figures of merit 

From Fig. 6, comparing VP1 and DSG, distinct differences in key performance metrics are retrieved. The area 
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required for VP1 is slightly smaller at 8.944 hectares compared to 9.232 hectares for DSG. However, the DSG 

configuration necessitates a significantly longer length of 796 meters, in contrast to the 120 meters required 

for Therminol VP1. When evaluating energy efficiency, DSG demonstrates a superior efficiency of 0.7049, 

surpassing VP1 efficiency of 0.6239. Conversely, VP1 exhibits higher exergy efficiency at 0.3858, while DSG 

registers a lower exergy efficiency of 0.3433. A notable distinction is observed in the pressure drop; DSG 

experiences a substantial pressure drop of 15.2 bar, whereas VP1 records a markedly lower pressure drop of 

3.1 bar. It is important to note that the pressure drop for Therminol VP1 already includes the pressure drop in 

the HRSG. The low exergy value obtained in the DSG, stands for the high pressure drop along the loops. These 

results underscore the trade-offs between the two configurations, highlighting DSG's higher energy efficiency 

at the expense of greater pressure drop and area requirements, while Therminol VP1 offers a more compact 

and thermodynamically favorable alternative since the exergy efficiency is higher. 

Upon characterizing the DSG in the solar field, we constructed the Taitel and Dukler diagram (Fig. 7) to 

identify the flow pattern inside the receiver tube. The operating conditions of pressure and mass flow rate 

ensured an annular flow throughout the entire boiling process, despite the high-pressure drop. This indicates 

that the boiling process can proceed without major complications, providing confidence in the system's 

operational stability and effectiveness. 

 

Fig. 7: Boiling process flow pattern 

 

4. Conclusions 

This study evaluated the feasibility of integrating parabolic trough collectors (PTC) with the Cerro Prieto 

geothermal power plant to enhance steam quality and increase energy production. The research focused on two 

configurations: using Therminol VP1 as the heat transfer fluid (HTF) and employing direct steam generation 

(DSG). We aimed to determine which configuration could effectively augment the geothermal plant's 

efficiency and output. 

The study highlights the significant potential of solar-geothermal hybrid systems. Compared to DSG, using 

VP1 required a slightly smaller solar field area, demonstrating higher exergy efficiency. Conversely, DSG 

achieved superior energy efficiency but faced a considerable pressure drop. These results underscore the trade-

offs between the two approaches regarding efficiency and operational challenges, indicating that both have 

distinct advantages and limitations depending on the specific operational goals and conditions. 

The study demonstrated that both configurations could enhance steam quality to the desired levels, proving the 

concept's viability. The findings provide valuable insights into the performance metrics of hybrid solar-

geothermal power plants, emphasizing the importance of selecting the appropriate HTF and optimizing system 
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parameters. In addition, the study confirmed that integrating PTCs into geothermal plants could significantly 

improve their performance, thus validating the potential for such hybrid systems. 

PTC integration improves steam quality and offers a pathway to increase renewable energy output in regions 

with abundant solar resources. The enhanced steam quality can lead to higher electricity generation efficiency, 

making hybrid plants more competitive and reducing dependency on fossil fuels. This research sets a 

foundation for policymakers and industry stakeholders to consider hybrid solutions in future energy planning 

and development. Future research should explore long-term operational impacts, cost-benefit analysis, and 

scalability of the proposed hybrid systems. In addition, investigating other HTFs and advanced materials for 

PTCs could further optimize system performance and economic viability. 
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Abstract 

This paper investigates the geometrical optimization of a heat exchanger designed for retrofitting photovoltaic 

(PV) panels into PV-thermal (PVT) collectors to enhance their electrical efficiency and harness residual heat 

for supplementary purposes. Through computational fluid dynamics (CFD) simulations in Ansys-Fluent and 

Ansys Steady-state Thermal, an initial model is analyzed and optimized to develop three alternative models 

with improved electrical and thermal performance. The study focuses on varying geometrical aspects of the 

heat exchanger to evaluate their impact on defined Key Performance Indicators (KPIs), including pressure 

drop and fluid temperature gain. The results show that the increase in thermal efficiency may compromise 

homogeneous thermal flow distribution, emphasizing the need for a balance between thermal efficiency and 

uniform cooling distribution. This research provides valuable insights for optimizing thermal management 

designs in PV panel retrofit applications, contributing to advancing PV and PVT technologies and systems. 

Keywords: Photovoltaics, Heat exchanger, Retrofitting, Computational fluid dynamics, Thermal management, 

Hybrid photovoltaic thermal (PVT) systems. 

1. Introduction 

Solar energy stands as a cornerstone within the realm of renewable energy, offering immense potential for 

sustainable power generation. Within the framework of photovoltaic (PV) cells, only a fraction of the incident 

solar radiation is directly converted into electrical energy. A significant portion of this solar irradiance is 

absorbed by the PV cells, leading to increased temperatures and subsequent reductions in panel efficiency and 

longevity. Recognizing the importance of mitigating this heat buildup, efforts have been directed towards the 

cooling of PV panels to enhance their electrical efficiency. In this regard, the cooling techniques explored so 

far can be classified into passive and active cooling mechanisms (Herrando et al. 2023). Passive cooling 

systems do not require additional power consumption to absorb the heat from PV panels. Heat pipes, phase 

change materials (PCMs), adding extended surfaces to the PV panel surface, among others are the commonly 

used passive cooling mechanisms. Alternatively, active cooling technologies use heat transfer fluids (HTFs) 

driven by external power-consuming devices like a fan or a pump to extract heat from the PV modules. One 

of the widely adopted active cooling strategies is the integration of thermal absorbers behind the PV panels, 

which gives rise to photovoltaic thermal (PVT) collectors. 

PVT systems offer the dual benefits of generating thermal energy and electric power from the same aperture 

area thus making the renewable energy (RE) system more versatile (Chow, 2010 and Tripanagnostopoulos 

2002). However, the effectiveness of the PVT system depends on how efficiently the heat energy can be 

absorbed. Among the various influencing factors, the design characteristics of the thermal absorber play a 

crucial role in determining the performance of the PVT system. Water-based PVT collectors are widely used 

as they are considered more efficient due to the high specific capacity of the heat transfer fluid. By water-based 

collectors, the authors also include water-glycol mixtures, one of the commonly used HTFs. Previous research 

has focused on the design and development of thermal absorbers for the water-based PVT collector, both in 

terms of the materials chosen and the overall geometrical specifications.  

Various thermal absorber configurations have already been tested for PVT collectors. Among them, parallel 
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tubes (pipes) are widely explored due to their geometrical simplicity (Herrando et al., 2014) that can achieve 

TRLs of 9. Due to this high TRL level, this configuration is also used for many commercial PVT collectors 

(Herrando et al., 2023). It has already been reported that, in this configuration, the thermal energy that can be 

extracted depends upon the W/D ratio (where W is the distance between the pipes and D is the pipe diameter), 

the collector fin efficiency, and the tube bonding quality (Herrando et al., 2023). These parameters are, 

therefore, considered to be directly influencing the efficiency of the collector. In this regard, several design 

optimization efforts have been reported in the literature by altering these parameters (Herrando et al., 2019). 

Huang et al., 2001 conducted studies using different thermal absorber materials, such as aluminium and copper 

with thermally conductive adhesive between the PV panel and the thermal absorber. From the analysis, it was 

found that the PVT system performance could have been more satisfactory. One of the other conclusions was 

that the absorber plate should be in direct contact with the PV cells to ensure proper heat transfer. Convective 

heat transfer between the coolant and the channels needs to be maximized to enhance the performance of the 

thermal absorber. This can be achieved by reducing the pipe diameter, D, and by increasing the number of 

channels per unit width (W) (Ji et al., 2006). Following this investigation, He et al., 2006 concluded that by 

using a flat-box design, the key design factors such as the collector fin efficiency and the tube-bonding quality 

could be further improved. This design was later explored by several authors in which the W/D ratio was 

reduced to 1 by using square channels (Huang et al. 2001). It was found that such a design could improve the 

fin efficiency by increasing the heat transfer area between the absorber plate and the cooling fluid. One of the 

outcomes of these studies was that to collect more than 90% of the energy, it was essential to have a fluid layer 

thickness smaller than 10 mm (Cristofari et al., 2002).  

Among the materials used for the thermal absorber, copper is widely used owing to its high thermal 

conductivity (Makki and Sabir 2015, Michael and Goic 2015). However, one of the disadvantages of metal-

based thermal absorbers is that the overall system weight and cost increase. This is not recommended 

considering the additional requirement of supporting structures that would increase the installation as well as 

the maintenance costs. This drawback arising from the material perspective, however, can be mitigated using 

a polymer-based thermal absorber that would significantly reduce the system weight and cost. Additionally, 

they offer a special advantage in terms of design, as they can acquire layouts that would be very difficult and 

expensive using conventional materials. Despite these advantages of using polymer-based material for thermal 

absorbers, only a few studies (Cristofari et al., 2002, 2009) so far have reported using polycarbonate material 

for thermal absorbers. Even though the effectiveness of current heat exchangers in absorbing thermal energy 

is already proven, they frequently encounter challenges in achieving homogeneous thermal distribution across 

the backside surface of the PV panel. This uneven thermal distribution heightens the risk of developing 

hotspots within the panel, leading to decreased electrical efficiency (Nahar et al., 2019). Researchers in this 

area have already demonstrated that innovative configurations, designs, and materials could increase the 

overall efficiency, cost-effectiveness, and reliability of PVT collectors (Herrando et al., 2019).   

Despite the promising prospects of PVT technologies, their optimal design and competitiveness for effective 

heat extraction still need to be improved, hindering their widespread adoption. Nevertheless, there is a growing 

need to try out novel configurations other than that of the parallel pipe design. Therefore, The present study 

intends to develop a polymer-based thermal absorber; hence, the proposed geometrical specifications, 

primarily the fluid domain, are designed to ensure uniform thermal distribution and maximized heat absorption 

from the PV panel. The selection of polymeric material is also aimed at reducing manufacturing costs by taking 

advantage of the economy of scale in producing polymeric elements, as opposed to copper and aluminium heat 

exchangers. However, it is important to highlight that for a fair comparison with the existing configurations at 

this developmental stage, all studies of this work have been carried out considering aluminium as the material 

of choice. 

2. Methodology 

The methodology employed in this study involves an initial comparative analysis focusing on varying two key 

geometrical aspects in the thermal absorber: i) orifice sizing and ii) orifice spacing, to identify trends and 

understand how these parameters influence the defined key performance indicators (KPIs). This initial phase 

aimed to establish a foundational understanding of the impact of primary geometric modifications on system 

performance. The KPIs are defined in Section 2.1. 
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Following identifying these trends, the methodology progressed to iteratively refining a model focused on 

optimizing thermal power output. This iterative process incorporated additional geometrical features, such as 

baffles and different orifice arrangements, to enhance thermal performance. Building upon the insights gained 

from these iterations, three distinct models were ultimately proposed. The first model was optimized for 

maximum thermal power output, ensuring the highest possible thermal energy capture and heat transfer. The 

second model focused on achieving thermal homogeneity, ensuring uniform temperature distribution and 

minimizing thermal gradients in the PV module. The third model represented a trade-off design, balancing 

thermal power output and thermal homogeneity to provide a versatile and practical solution. 

2.1. Key Performance Indicators (KPIs) 

KPIs are needed to provide numerical insights that validate the hypotheses of each design modification in the 

optimization of the thermal absorber. KPIs serve as quantifiable measures that evaluate the performance and 

efficiency of different geometric configurations and therefore flow distributions. The indicators chosen in this 

study are pressure drop, temperature gain, thermal absorber wall temperature, internal heat transfer coefficient, 

Nusselt number, temperature standard deviation, thermal power, and thermal and electric efficiency.  

Temperature gain (Δ𝑇) refers to the increase in the fluid's temperature as it passes through the thermal absorber. 

It is a direct measure of the thermal power captured by the system and is essential for evaluating the efficiency 

of the heat exchanger. If the flow rate is kept constant, a higher temperature gain indicates better thermal 

performance, contributing to higher thermal energy production. This indicator helps determine the capacity of 

the design to efficiently absorb and transfer heat from the PV panel to the working fluid. 

The thermal absorber wall temperature (𝑇𝑤𝑎𝑙𝑙) is an important KPI that reflects the average temperature on the 

surface of the absorber in contact with the photovoltaic panel. This temperature provides information about 

the thermal load experienced by the absorber material and the cooling potential of the PV cells. It is necessary 

to maintain a reduced wall temperature level to increase the durability and longevity of the thermal absorber. 

Excessively high wall temperatures can lead to material degradation, while low temperatures may indicate 

poor thermal energy production. 

The internal convective heat transfer coefficient (ℎ𝑐𝑜𝑛𝑣) quantifies the heat transfer efficiency between the 

absorber surface and the working fluid. A higher convection value signifies more effective heat transfer, 

contributing to higher thermal power extraction and better overall system performance. The internal heat 

transfer coefficient is calculated with eq. 1. 

ℎ𝑐𝑜𝑛𝑣[𝑊 𝑚−2𝐾−1]  =  
𝑞

𝑇𝑤𝑎𝑙𝑙−𝑇𝑚
 (eq. 1) 

where 𝑞 [𝑊 𝑚−2]  refers to the heat collected by the absorber and 𝑇𝑚 refers to the average temperature of the 

fluid between the inlet and outlet. 

The Nusselt number (𝑁𝑢 ) is a dimensionless number that characterizes the ratio of convective to conductive 

heat transfer within the fluid. It provides an overall understanding of convective heat transfer relative to 

conduction. A higher Nusselt number indicates improved convective heat transfer, often achieved through 

design features that induce turbulence. It is calculated with eq. 2. 

𝑁𝑢  =  
ℎ𝑐𝑜𝑛𝑣 𝐿

𝑘
=

ℎ𝑐𝑜𝑛𝑣 𝐷ℎ

𝑘
 (eq. 2) 

where 𝐷ℎ refers to the hydraulic diameter of the absorber and 𝑘 refers to the thermal conductivity of the heat 

transfer fluid. 

The temperature standard deviation (𝜎𝑇) measures the variation in temperature within the surface of the PV 

panel that is in contact with the thermal absorber. It is a crucial indicator of thermal homogeneity, as a lower 

deviation indicates a more uniform temperature distribution. Achieving a low standard deviation is necessary 

to avoid hot spots affecting PV electrical production and ensure uniform thermal performance throughout the 

absorber. This KPI helps identify designs that balance heat absorption and distribution, optimizing both 

electrical production by evenly cooling the cells and thermal performance. It is defined with eq. 3. 

𝜎𝑇[𝐾]  =  √
∑ (𝑇𝑖−𝑇)

2𝑁
𝑖=1

𝑁
 (eq. 3) 
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where 𝑇𝑖 refers to the temperature of each cell, 𝑇 refers to the mean temperature value of the cells, and 𝑁 refers 

to the number of cells considered in each simulation. 

Thermal power (𝑃𝑡ℎ[𝑊 𝑚−2]) measures the amount of heat transfer from the absorber to the working fluid per 

unit collection area. It is a key indicator of the system's ability to convert solar energy into usable thermal 

energy. It is defined in eq. 4. 

𝑃𝑡ℎ[𝑊𝑡ℎ 𝑚−2] = �̇� 𝐶𝑝 ∆𝑇
1

𝐴𝑐
 (eq. 4) 

where �̇�  and 𝐶𝑝 refer to the mass flow rate and the specific heat capacity of the fluid, respectively, and 𝐴𝑐 

refer to the area of collection of the PV panel. 

Subsequently, thermal efficiency (𝜂𝑡ℎ[%]) represents the proportion of incident solar energy that is 

successfully converted into thermal energy by the system. It is a measure instantaneous thermal performance 

of the collector. Is is obtained with eq. 5. 

𝜂𝑡ℎ[%] =
𝑃𝑡ℎ

𝐺
 (eq. 5) 

where 𝐺 [𝑊 𝑚−2] refer to the solar irradiance that in this case is used as a contant heat flux boundary condition. 

The parameters that relate electrical production with thermal performance are the photovoltaic efficiency 

(𝜂𝑒𝑙[%]), which describes how the efficiency of the PV panel changes with temperature and the electrical 

power production per unit area of collection 𝑃𝑒 [𝑊 𝑚−2]. Their relationship is given by the following eq. 6 

and eq. 7. 

𝜂𝑒𝑙[%] = 𝜂𝑃𝑉, 𝑟𝑒𝑓[1 + 𝛽0(𝑇𝑃𝑉 − 𝑇𝑃𝑉, 𝑟𝑒𝑓)]    (eq. 6)  

𝑃𝑒𝑙[𝑊𝑒𝑙  𝑚
−2] = 𝐺 𝜂𝑒𝑙   (eq. 7) 

where 𝜂𝑃𝑉, 𝑟𝑒𝑓 refers to the reference PV efficiency at the reference temperature, 𝛽0 is the temperature 

coefficient of the PV cells, 𝑇𝑃𝑉 refers to the temperature of the PV cells and 𝑇𝑃𝑉, 𝑟𝑒𝑓 refers to the reference 

temperature of the PV panel, equal to 298 K. 

Lastly, the pressure drop is a critical indicator that measures the resistance encountered by the fluid as it flows 

through the thermal absorber. Therefore, it is indicative of the energy required to maintain fluid circulation, 

directly impacting the pumping power requirements of the system. The pressure drop characterization is 

commonly presented as a function of the flow rate in the thermal absorber. A lower pressure drop (Δ𝑃[𝑃𝑎]) is 

desirable as it implies lower energy consumption for fluid movement, enhancing overall system efficiency and 

reducing initial investments. 

2.2. CFD and Steady-State Thermal models. 

For the geometrical design of the PVT retrofit, multiple CFD models were developed, enabling a detailed study 

of various aspects of fluid flow and heat transfer within the collector. The following sections present these 

models along with their underlying rationale: i) Half-retrofit model (fluid only), ii) Half-retrofit model with 

PV layer, and iii) Half-PV panel model.  

2.3.1. Half-retrofit model (fluid only) 

The half-retrofit models (fluid only) are used primarily to optimize the flow distribution of the designs. These 

models do not consider the attachment of any PV panel and the conversion of electricity in the heat flux 

boundary condition. The aim is to examine the trends of the flow under different geometry variations. The 

boundary conditions for these models are specified in Tab. 1. The material selected is aluminium for 

comparative purposes with thermal absorber geometries presented in the literature.  

Tab. 1: Boundary conditions for the fluid flow in Fluent. 

Fluid - Material Water - Aluminium 

Fluid flow-rate 0.035 kg/s 

Pressure inlet 3 bar 
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Temperature inlet 293 K 

Fluid domain thickness 6 mm 

Solar irradiance / Heat flux 1000 W/m2 

2.3.2. Half-retrofit model with PV layer 

The half-retrofit model with the PV layer involves a system coupling simulation using ANSYS Fluent and 

Steady-State Thermal modules. This model aims to calculate the nominal values of the PVT collector retrofit 

when operating under realistic conditions, such as electric and thermal power. The electrical properties of the 

PV panel taken as reference are 300 Wel of peak electrical power, 18.44% for the nominal PV cell efficiency, 

-0.39 %/K as power temperature coefficient, and 1.62 m2 as gross area, representing a conventional c-Si PV 

panel. The thermal properties of the PV panel layers used as a reference in these simulations are presented in 

Tab. 2. These properties were introduced into the model as a single layer, using a weighted average value based 

on the thickness of each layer. 

Tab. 2: PV panel layers properties considered. 

Layer Specific heat 

[J/kg K] 
Density 

[kg/m3] 
Conductivity 

[W/mK] 
Thickness 

[mm] 

Tempered Glass 779.70 2125 1.15 3.00 

EVA (x2) 2098 950 0.35 0.50 

Solar Cells (c-Si) 702 2330 124 0.26 

TEDLAR 1200 1765 0.17 0.10 
  

The boundary conditions for Fluent remain the same as in the fluid-only models, except for the heat flux value 

(reduced to consider the conversion of energy into electricity) and surface application, as mentioned in the 

previous section. Additionally, Tab. 3 presents the boundary conditions used for the Steady-State Thermal 

module, including convection and radiation losses characterized by the heat transfer coefficients. These 

boundary conditions are consistent with those established in reviewed studies from the literature (Herrando et 

al., 2023), aiming for the simulation results to be compared accordingly.  

Tab. 3: Steady-state thermal boundary conditions. 

 Solar Irradiance / Heat flux 1000 W/ m2 

Ambient Temperature 25 ºC 

Convective Heat Transfer Coefficient (Front) 4.79 W/ m2 K 

Convective Heat Transfer Coefficient (Back) 0.45 W/ m2 K 

Emissivity of Glass 0.86 

Emissivity of Solar PV Cells 0.89 

 

The electrical conversion consideration process begins by applying a Solar Irradiance of 1000 W/m² to 

determine the PV cell temperature. Once the PV cell temperature is determined, the corrected efficiency of the 

PV cells at this temperature is calculated with eq. 6. The calculated electrical efficiency is then subtracted from 

the initial 1000 W/m² solar irradiance to estimate the remaining heat flux available for the thermal conversion. 

This adjusted heat flux value is subsequently used to run the final simulation, providing a more accurate 

representation of the system's thermal behaviour after accounting for the electrical energy extracted by the PV 

module. 

2.3.3. Half-PV panel model 

The half-PV panel model is a Steady-State Thermal model in ANSYS, similar to the previous steady-state 

thermal model without including the Fluent part. This model considers only the PV panel layers without the 

heat exchanger and the fluid domain, serving as a reference to determine the temperature of the PV cells and 
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electrical efficiency without any cooling effect. It is used to compare the electrical performance improvements 

achieved by integrating the heat exchanger in the previous models. 

3. Optimization towards energy production 

Before delving into the optimization towards energy production, it is essential to address a key design 

consideration that significantly affects the overall configuration of the thermal absorber. It has been decided 

to split the model into two halves to overcome the problem posed by the junction boxes of next-generation PV 

panels. Modern PV panels, particularly those using medium-sized solar cells, are equipped with three junction 

boxes at the back. These junction boxes can obstruct the placement of the heat absorber and affect the heat 

transfer efficiency. Therefore, dividing the model into two identical sections allows the heat absorber to be 

placed above and below the junction boxes, ensuring an unobstructed path for heat transfer (see Fig. 1, right). 

This configuration allows the absorber to be connected without passing through the junction boxes. This 

strategic decision lays the foundation for the subsequent detailed optimization of energy production, ensuring 

effective management of the practical challenges of the installation. Fig. 1 shows a rendering of a conventional 

PV panel with three junction boxes and the possible configuration for the split retrofit. 

  

Fig. 1: Conventional PV panel and the possible configuration for the split retrofit.   

3.1. Influence of flow distribution on thermal production 

In this section, the influence of the flow distribution on the thermal output within the heat exchanger of the 

solar collector is discussed in more detail. The main objective is to improve the KPI related to the temperature 

gain. Firstly, a comparative approach is adopted, using half-collector (fluid only) simplified models with 

variations in the size and number of orifices, establishing the identified trends as a basis for developing the 

proposed orifice arrangements to maximize the temperature gain.  

The simplified models (half collector and fluid only) present different orifice sizes (20 mm, 30 mm, 40 mm) 

and spacing, leading to different numbers of holes per row (3/4, 5/6, 7/8). For the different orifice sizes, an 

orifice spacing relative to 5/6 holes per row is considered, and on the other hand, for the different orifice 

spacing cases, an orifice size of 30 mm is considered. CFD simulations of these models have been carried out 

under the boundary conditions explained above, allowing trends to be observed and conclusions to be drawn 

on their impact on thermal output. 

Tab. 4: Results of geometrical aspects and correlation of KPIs for thermal production (half collector, fluid only). 

Model T1[K] T2[K] Δ𝑇[𝐾] 

20 mm 293 303.3 10.3 

30 mm 293 300.9 7.9 

40 mm 293 298.4 5.4 

3/4 293 302.3 9.3 

5/6 293 299.7 6.7 

7/8 293 298.1 5.1 
  

The results presented in Tab. 3 show that reducing the size and number of holes benefits thermal output. 

Subsequently, based on the identified trends, an iterative adjustment of the hole layout is made to improve the 

temperature gain further, resulting in the optimal design to increase thermal output. Tab. 5 presents a 

description of the variations in the arrangement of the holes that were introduced to increase the temperature 
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gain and, therefore, the thermal production, taking as a basis a version (v1) that emulated the geometry of the 

original heat exchanger but with the hypothesis of a reduction in the size and number of holes introduced. It 

should be noted that the bridge between modules is a bypass with a height of 50 mm and a distance of 70 mm, 

which could be optimized to reduce the pressure drop and is excluded from this study. 

 Tab. 5: Description of the geometrical variations from v1 to v6 and results of the temperature gain for thermal production. 

Model Modifications with respect to the previous model Δ𝑇[𝐾] 

v1 - 6.6 

v2 Centred inlets and outlets (non-diagonal flow) to reduce the distance to opposite 

corners to be filled. 

8.7 

v3 Inclusion of a zone of high flow resistance in the centre, condensing the distance 

between holes locally, to create a tendency for the flow to avoid this zone and fill in 

the corners. 

8.9 

v4 Adjustment of the approximation of this zone to the inlet. 10.3 

v5 Inclusion of flaps and a deflector at the outlet to improve the reach in the corners. 10.7 

v6 Lengthening of the deflector to maximise corner outreach. 12.1 

v7 Adaptation of the deflector to reduce pressure drop. 13.9 

 

After analyzing the flow behaviour of each version, it is possible to identify the optimal orifice arrangements 

that maximize the temperature gain while maintaining or improving other critical KPIs and to propose a design 

oriented towards thermal production (Design A). Fig. 2 shows the first version (v1) and the final developed 

design (v7 – Design A), aimed at maximizing thermal output. Consequently, Fig. 3 shows a rendering of 

Design A, developed following these considerations (left), alongside its temperature field in a plane in the 

middle of the fluid domain (right). Moreover, the numerical results obtained regarding thermal output and their 

improvement with respect to the first conceptualized version are a temperature gain (Δ𝑇[𝐾]) enhancement 

from 6.6 K in v1 to 13.9 K. 

  

Fig. 2: First version (v1) and the final developed design (v7), aimed at maximizing thermal output.  

  

Fig. 3: Rendering of Design A (left), and its temperature field (right). 

3.2. Influence of flow distribution on electrical production 

The influence of the flow distribution on the electrical output is an important aspect of the design optimization 

process; the main objective in this respect is to reduce the wall temperature of the heat absorber, thus lowering 
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the operating temperature of the PV panel. This is essential because PV cells exhibit higher efficiency at lower 

temperatures, and minimizing their operating temperature can significantly improve the overall electrical 

output of the system.  

To achieve this goal, the focus is on maximizing the Nusselt number and the convective heat transfer 

coefficient. These parameters are directly related to the efficiency of heat transfer from the absorber surface to 

the fluid. Higher values indicate more efficient cooling, which helps maintain lower temperatures for the PV 

panels.  

One of the most effective ways to increase the Nusselt number and convection coefficient is to ensure a high 

fluid flow velocity and, therefore, increase the Reynolds number. A high flow velocity improves convective 

heat transfer, leading to more uniform and efficient cooling over the entire absorber surface. To achieve higher 

flow velocities, the design must incorporate reduced orifice spacing, facilitating a more turbulent and faster-

moving fluid flow. Nevertheless, given the geometry, this becomes a trade-off against the amount of available 

surface for heat transfer and, thus, thermal output, as well as a tentative increase in pressure drop in the 

absorber. In this sense, Fig. 4 shows a rendering of Design B, developed following these considerations (left), 

alongside its temperature field in a plane in the middle of the fluid domain (right).  

  
Fig. 4: Rendering of Design B (left), and its temperature field (right). 

4. Optimization analyses 

4.1 Identification of optimal geometric configurations 

To propose a design that meets a coherent compromise between thermal power generation and electrical 

efficiency enhancement, iterative simulations and evaluations of different geometrical configurations are 

carried out. The aim is to identify a design that offers an acceptable compromise between maximum possible 

output temperature,  thermal homogeneity and reduced pressure drop. This involves adjusting parameters such 

as orifice spacing and orifice arrangement. As explained in previous sections, smaller orifices with reduced 

orifice spacing can increase flow velocity and improve convective heat transfer alongside thermal 

homogeneity, leading to better cooling and lower wall temperatures, resulting in lower cell operating 

temperatures and, hence, higher electricity production from the panel attached to the heat exchanger. 

However, this configuration may result in higher pressure drops and lower thermal output due to limited fluid 

flow. An optimized layout that ensures uniform flow distribution can help achieve thermal homogeneity and 

efficient heat transfer. In this regard, incorporating an accumulation zone at the inlet and outlet, alongside a 

discontinuous baffle, can effectively distribute the fluid evenly, minimize overheating zones, and ensure 

efficient heat extraction. This design induces a flow path that minimizes dead zones at corners and ensures 

uniform fluid movement over the entire surface of the heat exchanger, prioritizing. Analyzing the trends 

obtained in Section 3.1 about orifice dimensions and orifice spacing, Tab. 6 presents the main geometric 

considerations taken in this regard for the third and rest of the proposed designs. Fig. 5 shows a rendering of 

Design C proposed heat exchanger, together with the temperature map, where the objective is developing a 

model with an intermediate approach between wall cooling and thermal energy development. In turn, Tab. 7 

presents the CFD results and compares them to the other models focused on different energy generation 

previously developed. 
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Tab. 6: Geometric considerations for the three proposed designs. 

Parameter Design A Design B Design C 

Orifice size [mm] 5 9 7 

Orifice spacing [mm] 50 15 20 

 

  

Fig. 5: Rendering of Design C (left), and its temperature field (right). 

Tab. 7: CFD results performed on the three models. 

Parameter Design A Design B Design C 

Δ𝑇 [𝐾] 6.9 5.1 4.2 

Twall [𝐾] 299.2 296.7 297.5 

hconv [W m-2 K -1] 181.9 324.2 615.8 

Nu 3.2 5.9 11.3 

𝜎𝑇 [𝐾] 1.6 1.5 1.2 

Pth [W m-2] 604.8 450.2 372.2 

ηth [%] 60 45 37 

𝑇PV [𝐾] 299.8 296.8 297.6 

Pel [W m-2] 183.1 185.3 184.7 

ηel [%] 18.3 18.5 18.4 

ΔP [Pa] 72 271 36 

 

Tab. 8: Steady-State Thermal results for the half-PV panel model without cooling. 

Parameter Half-PV panel model 

Pel[W m-2] 144.1 

ηel[%] 14.4 

𝑇PV[𝐾] 364.1 

 

In addition, through multiparametric analysis, the pressure drop curve against flow rate was determined for 

Design A. Fig. 6 presents the curve, illustrating how increasing the flow rate leads to a corresponding rise in 

pressure drop. Given the similar geometric configurations and fluid dynamics principles applied across the 

other designs, it is expected that the pressure drop behaviour for these designs will follow a similar trend.  
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Fig. 6: Flow rate vs. Pressure drop for Design A. 

4.2. Comparative analysis with different proposed configurations. 

Three different designs were proposed for the polymeric heat exchanger to convert a PV panel into a PVT 

retrofit. The designs were tailored to address distinct objectives: enhancing electrical output by cooling the PV 

panel, maximizing thermal power generation, and a balanced trade-off design that aims to achieve both goals. 

The analysis evaluates each design's performance, providing insights into their suitability based on varying 

user demand profiles for electricity and heat. For the study, a conventional PV panel of 300Wel is chosen as a 

reference. Fig. 6 shows a visual comparison (not to scale) of CFD results between the different designs 

developed. 

 
Fig. 7: Visual comparison (not to scale) of CFD results between the developed designs. 

Design A focuses on maximizing thermal energy generation. This design features modifications that optimize 

the heat exchanger's performance in transferring solar thermal energy to the working fluid, enhancing the 

system's overall thermal output. The increased electrical output of this design is calculated as +21.3% 

compared to a PV-only panel, with a thermal power development of 604.8 Wth and a pressure drop of 72 Pa. 

This makes Design A suitable for applications where the primary demand is for heat, such as domestic hot 

water or low-grade industrial process heat.  

On the other hand, Design B incorporates smaller flow channels by reducing orifice spacing to maximize the 

convective heat transfer coefficient and Nusselt values, which increases the cooling effect on the PV cells. This 

significantly reduces the PV cell temperature, leading to a noticeable relative improvement in electrical 

efficiency by up to +22.2%, compared to a PV-only panel. The design develops a thermal power output of 

450.2 Wth and has a pressure drop of 271 Pa. The reduction in temperature correlates with an increase in 

electrical production, making this design ideal for scenarios where the primary demand is for electricity. 
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However, deeper analysis is needed to address the pressure drop and pumping requirements. 

Lastly, Design C was initially conceived as an intermediate option between Design A and Design B, intending 

to balance the cooling of the PV panel and the generation of thermal energy. Although it was expected to be 

closer in performance to Design B due to similar orifice size and spacing, the inclusion of an accumulation 

zone in Design C led to a notable reduction in pressure drop. This adjustment resulted in a model with a 

significantly lower pressure drop (38 Pa) while achieving less thermal output (372.2 Wth /m 2) but similar 

electrical efficiency to those of Design B (184.7 Wth /m 2), representing an increased +21.7% electrical 

efficiency compared to a PV-only panel. 

5. Discussion and conclusions 

This study conducted an extensive comparative analysis of various geometrical configurations for a thermal 

absorber, focusing on KPIs such as pressure drop, temperature gain, thermal absorber wall temperature, 

convective heat transfer coefficient, Nusselt number, temperature standard deviation, thermal power, and 

electrical efficiency. The initial phase involved examining orifice sizing and spacing to identify performance 

trends. Based on these insights, a model was iteratively refined to optimize thermal power, proposing two 

additional models: one emphasizing thermal homogeneity and another balancing pressure drop reduction and 

homogeneity. The findings provide a comprehensive understanding of how geometric modifications affect 

absorber performance, guiding future design improvements. The results demonstrated an electrical 

enhancement of approximately +21.3%, +22.2% and +21.7% compared to the PV-only panel before 

retrofitting this solution into PVT systems. Additionally, the system provided a substantial energy surplus in 

the form of low-grade hot water, showing thermal efficiencies of 60%, 45% and 37%, representing thermal 

energy outputs of 604.8 W/m², 450.2 W/m², and 372.2 W/m² across the three different configurations. This 

thermal power development and electrical efficiency enhancement are two aims that could be tackled in the 

design phase and that depend on the user's specific needs. The choice between these designs should be guided 

by the particular user demand profile. Users with a higher electricity demand may prefer the electrical 

enhancement designs, as they maximize the PV panel's electrical efficiency. Conversely, users requiring more 

thermal energy should opt for the thermal power development design, which excels in heat generation.  

Future work will explore further optimization of these models under varying operational and physical 

conditions, such as the integration of advanced polymeric materials or nanofluids as heat transfer fluid to 

enhance overall system efficiency, and experimental validation utilizing prototyping. 

6. Acknowledgments 

This study has been developed under the framework of the PVT4EU project, granted by the Clean Energy 

Transition Partnership Programme (project ID. CETP-2022-00403). The work is supported by national funds 

through Sweden: Swedish Energy Agency (P2023-00884); Denmark: Innovation Fund Denmark (3112-

00010B); and Portugal: FCT- Fundação para a Ciência e a Tecnologia, I.P. This work is also supported by 

Spanish funds in the framework of the Juan de la Cierva Incorporación Fellowship awarded to Dr. María Herrando, 

funded by the Ministry of Science, Innovation and Universities (AEI) and cofounded by the EU (through the 

NextGeneration funds) [grant number IJC2020-043717-I]. 

The study was also supported by the Swedish Energy Agency (grant number 2021-036454) 

7. References 

Agathokleous, R.A., Ding, Y., Ekins-Daukes, N., Herrando, M., Huang, G., Kalogirou, S., Markides, C.N., 

Mousa, O.B., Otanicar, T., Taylor, R.A., Wang, K., 2023. A review of solar hybrid photovoltaic-thermal (PV-

T) collectors and systems. Progress in Energy and Combustion Science 97, 101072. 

https://doi.org/10.1016/j.pecs.2023.101072 

Chow, T.T., 2010. A review on photovoltaic/thermal hybrid solar technology. Applied Energy 87, 365–379. 

https://doi.org/10.1016/j.apenergy.2009.06.037 

 
M. Herrando et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

709



Cristofari, C., Notton, G., Canaletti, J.L., 2009. Thermal behavior of a copolymer PV/Th solar system in low 

flow rate conditions. Solar Energy 83, 1123–1138. https://doi.org/10.1016/j.solener.2009.01.008 

Cristofari, C., Notton, G., Poggi, P., Louche, A., 2002. Modelling and performance of a copolymer solar water 

heating collector. Solar Energy 72, 99–112. https://doi.org/10.1016/s0038-092x(01)00092-5 

Fudholi, A., Sopian, K., Yazdi, M.H., Ruslan, M.H., Ibrahim, A., Kazem, H.A., 2014. Performance analysis 

of photovoltaic thermal (PVT) water collectors. Energy Conversion and Management 78, 641–651. 

https://doi.org/10.1016/j.enconman.2013.11.017 

Guarracino, I., Freeman, J., Ramos, A., Kalogirou, S.A., Ekins-Daukes, N.J., Markides, C.N., 2019. Systematic 

testing of hybrid PV-thermal (PVT) solar collectors in steady-state and dynamic outdoor conditions. Applied 

Energy 240, 1014–1030. https://doi.org/10.1016/j.apenergy.2018.12.049 

He, W., Chow, T.-T., Ji, J., Lu, J., Pei, G., Chan, L.-S., 2006. Hybrid photovoltaic and thermal solar-collector 

designed for natural circulation of water. Applied Energy 83, 199–210. 

https://doi.org/10.1016/j.apenergy.2005.02.007 

Herrando, M., Hellgardt, K., Markides, C.N., 2014. A UK-based assessment of hybrid PV and solar-thermal 

systems for domestic heating and power: System performance. Applied Energy 122, 288–309. 

https://doi.org/10.1016/j.apenergy.2014.01.061 

Herrando, M., Markides, C.N., Huang, G., Otanicar, T., Mousa, O.B., Agathokleous, R.A., Ding, Y., 

Kalogirou, S., Ekins-Daukes, N., Taylor, R.A., Wang, K., 2023. A review of solar hybrid photovoltaic-thermal 

(PV-T) collectors and systems. Progress in Energy and Combustion Science 97, 101072. 

https://doi.org/10.1016/j.pecs.2023.101072 

Herrando, M., Ramos, A., Zabalza, I., Markides, C.N., 2019. A comprehensive assessment of alternative 

absorber-exchanger designs for hybrid PVT-water collectors. Applied Energy 235, 1583–1602. 

https://doi.org/10.1016/j.apenergy.2018.11.024 

Huang, B.J., Lin, T.H., Hung, W.C., Sun, F.S., 2001. Performance evaluation of solar photovoltaic/thermal 

systems. Solar Energy 70, 443–448. https://doi.org/10.1016/s0038-092x(00)00153-5 

Ibrahim, A., Othman, M.Y., Sopian, K., Ruslan, M.H., Alghoul, M.A., Yahya, M., Zaharim, A., 2009. 

Performance of photovoltaic Thermal collector (PVT) with different absorbers design. WSEAS Transactions 

on Environment and Development 5, 321–330. 

Makki, A., Omer, S., Sabir, H., 2015. Advancements in hybrid photovoltaic systems for enhanced solar cells 

performance. Renewable & Sustainable Energy Reviews 41, 658–684. 

https://doi.org/10.1016/j.rser.2014.08.069 

Michael, J.J., S, I., Goic, R., 2015. Flat plate solar photovoltaic–thermal (PV/T) systems: A reference guide. 

Renewable & Sustainable Energy Reviews 51, 62–88. https://doi.org/10.1016/j.rser.2015.06.022 

Nahar, A., Hasanuzzaman, M., Rahim, N.A., Parvin, S., 2019. Numerical investigation on the effect of 

different parameters in enhancing heat transfer performance of photovoltaic thermal systems. Renewable 

Energy 132, 284–295. https://doi.org/10.1016/j.renene.2018.08.008 

Tripanagnostopoulos, Y., Nousia, Th., Souliotis, M., Yianoulis, P., 2002. Hybrid photovoltaic/thermal solar 

systems. Solar Energy 72, 217–234. https://doi.org/10.1016/s0038-092x(01)00096-2 

Xu, P., Zhang, X., Shen, J., Zhao, X., He, W., Li, D., 2015. Parallel experimental study of a novel super-thin 

thermal absorber based photovoltaic/thermal (PV/T) system against conventional photovoltaic (PV) system. 

Energy Reports 1, 30–35. https://doi.org/10.1016/j.egyr.2014.11.002 

 
M. Herrando et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

710



  

Numerical study of the system specifications effect on the 
performance of a Brine/Water heat pump in combination with 

PhotoVoltaic Thermal solar  

Mohamad Ali Jaafar1 and Bharat Chhugani2  

1 Dualsun, Marseille (France) 

2 Institute for Solar Energy Research in Hamelin, Emmerthal (Germany) 

 

Abstract 

PhotoVoltaic Thermal (PVT) collectors are an exciting energy technology that produces both heat and 

electricity. They offer a very suitable source for brine-to-water heat pumps (HP), as PVT can be used as the 

direct heat source for the evaporator and additionally provide electricity for the compressor. The system 

combines HP and PVT to offer an efficient energy solution for the heat demands of buildings. However, there 

are still many uncertainties about the system design and configuration. The main goal of this paper is to study 

the effect of the different hydraulic configurations and the system specifications on the overall system 

performance. For instance, the numerical study in Strasbourg shows that a heat pump with a minimum 

temperature limit at the evaporator inlet of -15 °C enhances by 20 % the Seasonal Performance Factor (SPF) 

compared to a heat pump with a temperature limit of -10 °C. However, the maximum temperature limit has a 

negligeable impact on the system's performance. Moreover, it has also been shown that the self-consumed 

photovoltaic energy improves the overall system performance by 7 %. 

Keywords: Photovoltaic thermal solar collectors (PVT), Heat pump (HP), energy system analysis, seasonal 

performance factor (SPF), numerical simulations, TRNSYS  

1. Introduction 

Heat Pumps (HP) coupled with Photovoltaic-Thermal (PVT) collectors are becoming more and more popular 

since they coproduce heat and electricity and enhance the overall system performance. Researchers and 

industries worldwide are studying and analyzing this combination to meet the thermal needs of buildings 

(Kazem et al., 2024). James et al. (2021) have concluded that PVT collectors are more efficient in combination 

with HP than solar thermal collectors. However, they identified future research needs relating to some 

limitations according to the different PVT configurations during freezing, snowfall, pressure drop and 

corrosion. Miglioli et al. (2023) highlighted that the integration of PVT to the evaporator side of the HP systems 

allows to increase the heat recovery by the heat source and then improving system performances, however, the 

distinction of solar and evaporator circuits would be relevant and flexible especially when a second heat source 

is used.  

Moreover, Vaishak and Bhale (2019) have shown that the systems combining HP and PVT collectors are more 

energy efficient and reliable compared to other conventional and non-conventional energy resources for hot 

water applications. A detailed simulation study carried out by Chhugani et al. (2023) showed that PVT-heat 

pump systems can significantly contribute to reducing CO2 emissions compared to fossil heating systems and 

represent a promising, noise-free alternative to air-source heat pumps. Furthermore, they found that combining 

PVT collectors with ground-coupled heat pump systems allows 35% smaller dimensioning of Borehole Heat 

Exchangers (BHE) with lower CO2 emissions simultaneously.  

Helbig et al. (2018) found that PVT collector designs with high heat loss coefficients (c1 and c2 according to 

ISO 9806) can work both as solar collectors and environmental heat exchangers and achieve a higher/better 

system efficiency with direct PVT-heat pump combinations compared to PVT collectors with lower heat loss 

coefficients. Jaafar et al. (2022) also showed numerically that the most influencing parameter on system 

performance is PVT collectors' first-order heat loss coefficient compared to other thermal coefficients.  
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The presented paper focuses on the effect of the different hydraulic configurations of the sink circuit and the 

different HP specifications on the overall performance of the system combining HP and PVT. First, it describes 

the system, and the numerical methodology used for this study. Then, the results are presented, comparing the 

different system scenarios, including different heating systems in the building and different HP specifications 

as maximum and minimum temperature limits at the evaporator and the compressor technology. 

2. Methodology 

The TRNSYS software is used for the present study. Several models (TRNSYS types) were developed and 

assembled to simulate HP and PVT systems, the details of the models are shown in Table 1. The PVT type 

used herein has been validated with experimental measurements (Chhugani, 2020). As shown in Figure 1, PVT 

is the single heat source of the HP that produces heat to cover the domestic hot water (DHW) and space heating 

(SH) needs of the building. The backup electric heater is located in the flow pipe of the heat pump. The mixing 

valve in front of the evaporator prevents too high temperatures from reaching the evaporator of the heat pump 

(set point of the mixing valve depends on the maximum temperature limit of the evaporator of the HP). The 

photovoltaic energy produced by PVT can be consumed directly by the HP compressor.  

 

Fig. 1: The hydraulic schema of the system, including combi storage in the sink side 

Tab 1: Various component models used for TRNSYS System simulations 

Description Documentation/Reference 

Thermal building 
TRNSYS Multi zone Building ("Multizone Building modeling with Type56 

and TRNBuild,” 2012) 

PVT collector Uncovered PVT (photovoltaic-thermal) collector (Stegmann et al., 2011)  

Heat pump Compressor heat pump model (Afjei and Wetter, 1997) 

Thermal storage tank Multiport thermal buffer Store tank model (Druck, 2006) 

Radiator heating Model for Radiator heating System for Buildings (Holst, 1996)  

The simulation study investigates three distinct configurations of photovoltaic-thermal (PVT) systems 

integrated with heat pumps, as illustrated in Figure 2. All these configurations utilize PVT collectors as the 

sole heat source for the heat pumps, differing only in the hydraulic arrangement of the sink side. In the first 

configuration, a combi storage tank supplies space heating (SH) and domestic hot water (DHW) to the building, 

while the second configuration features two separate storage tanks, one for SH and the other for DHW. In the 
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third configuration, a single storage tank is used for DHW, and the SH system is directly connected to the heat 

pump. 

1.  

2.  

   3.  

Fig. 2: The three investigated configurations of the sink side 

The used building is a single-family house with a total surface of 140 m2 and a space heating demand of 

48 kWh/m2.a. The external wall and the roof ceiling have a U-value construction of 0,28 and 0,19 W/m2.K, 

respectively. The domestic hot water demand is 2141 kWh/a (150 L/day at 45 °C which corresponds to 3 

people) and the daily domestic hot water profile is shown in Figure 3. A detailed description of the boundary 

conditions, load profiles, and building components (SFH45) is published in IEA Task 44 (Dott et al., 2013).  

 
Fig. 3: Domestic hot water demand (DHW) of the building at 45°C 
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Additional to different configuration as shown in Figure 2, the building is also simulated with two different 

heating concepts: floor heating and radiator heating. Figure 4 shows the heating characteristic curves of the 

two different heating systems respect to flow temperature. 

 

Fig. 4: Heating characteristic curves for floor and radiator heating 

The simulated PVT collector, with a surface of 1.95 m² and photovoltaic peak power of 425 W, has the 

following thermal coefficients according to the Solar Keymark test. The parameters of the PVT collector are 

shown in Table 2. Additionally, in all the configurations of PVT to heat pump, the PVT collectors are regularly 

defrosted to account for model uncertainties below 0 °C as explained in (Chhugani, 2020). 

Tab. 2: Thermal coefficients according to Solar Keymark certification (licence number 011-7S3219 P) 

Coefficient Description and [unit] Value 

η0,b Optical efficiency [-] 0,38 

c1 Heat loss coefficient [W/m²K] 37,44 

c2 Temperature dependence of the heat loss coefficient [W/m2K2] 0 

c3 Wind speed dependence heat loss coefficient [J/m³K] 7,31 

c4 Sky temperature dependence of the heat loss coefficient [-] 0 

c5 Effective thermal capacity [kJ/m²K] 29,46 

c6 Wind speed dependence conversion factor [s/m] 0,046 

c7 Wind speed dependence of IR radiation exchange [W/m2K4] 0 

c8 Radiation losses [W/m2K4] 0 

Kd Incidence angle modifier for diffuse solar radiation [-] 0,98 

The heat pump used is an inverter whose compressor speed depends on both heat demand in the building and 

the heat provided by the heat source (PVT) and their temperature levels. The flow rates on the source and the 

sink sides are controlled to maintain a temperature difference of 5 and 3 K, respectively. The thermal power 

of the HP is 9.1 kW B0/W35, and the thermal output of the heat pump at different inlet temperatures and 

different compressor speeds is shown in below Figure 5. 

During the operation of the heat pump, the mean temperature of the PVT reduces until the power equilibrium 

of the evaporator and PVT. A simple and robust control strategy is implemented in the numerical model. The 

compressor speed is adapted firstly to meet heating or domestic hot water demand as well as to avoid cut-off 

of the compressor due to very high temperatures or very low temperatures on the evaporator side. The adaption 

is done according to the compressor envelope, as shown in Figure 6. The distinction is also made between 
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space heating and domestic hot water loading since the heat pump must provide heat at different temperature 

levels. 

 

Fig. 5: Thermal output (y-axis) at different evaporator inlet temperatures (x-axis) for condenser outlet temperatures for the 

minimum, average and maximum compressor speed. 

 

Fig. 6: Compressor envelope of the brine-water heat pump with different compressor speeds 

For each system scenario, the thermal Seasonal Performance Factor (before storage) is defined as the ratio 

between the produced thermal energy and the consumed electric energy by the system. For a whole year of 

system operation, it can be calculated following this equation (Eq. 1): 

 
𝑆𝑃𝐹 =

∫(�̇�𝐻𝑃 + �̇�𝑏𝑎𝑐𝑘𝑢𝑝 + �̇�𝑃𝑉𝑇,𝐷𝑒𝑓𝑟𝑜𝑠𝑡𝑖𝑛𝑔) 𝑑𝑡

∫(�̇�𝐻𝑃 + �̇� 𝑏𝑎𝑐𝑘𝑢𝑝 + �̇�𝑝𝑢𝑚𝑝,𝑑𝑒𝑓𝑟𝑜𝑠𝑡𝑖𝑛𝑔) 𝑑𝑡
 

Eq. 1 

�̇� stands for the supplied heat and �̇� stands for the electric consumption of each component. 

As an additional system indicator, the 𝑆𝑃𝐹𝐺𝑟𝑖𝑑 considering the self-consumed photovoltaic energy by the heat 

pump is calculated following this equation (Eq. 2): 

 
𝑆𝑃𝐹𝐺𝑟𝑖𝑑 =

∫(�̇�𝐻𝑃 + �̇�𝑏𝑎𝑐𝑘𝑢𝑝 + �̇�𝑃𝑉𝑇,𝐷𝑒𝑓𝑟𝑜𝑠𝑡𝑖𝑛𝑔) 𝑑𝑡

∫(�̇�𝐻𝑃 + �̇� 𝑏𝑎𝑐𝑘𝑢𝑝 + �̇�𝑝𝑢𝑚𝑝,𝑑𝑒𝑓𝑟𝑜𝑠𝑡𝑖𝑛𝑔 − �̇�𝑃𝑉_𝑒𝑙_𝑠𝑒𝑙𝑓) 𝑑𝑡
 

Eq. 2 
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The difference between the indicators shows the enhancement in the system performance due to the 

photovoltaic energy produced by the PVT and at the time if the HP is running, it consumes this photovoltaic 

electricity. Otherwise, this energy is consumed by other electric equipment in the building (without household 

electricity) and rest of the electricity is sent to the grid. In all cases, this photovoltaic energy is a very important 

source of CO2 emissions and money saver for the building owner.  

All the simulations are performed with 10 PVT and a 9,1 kW (B0/W35) HP. The five studied parameters are 

detailed in the following:  

- The sink circuit hydraulic configuration as shown in Figure 2: combi storage (560L used for both 

DHW and SH), double storages (one of 200L for DHW and another of 300L for SH) or only one 

storage for DHW (200L, the SH is connected directly to the condenser of the HP). 

- The compressor technology: inverter or fixed-speed. 

- Minimum and maximum temperature limits of the HP evaporator. When the temperature at the PVT 

outlet is lower than the minimum temperature limit, the HP is not allowed to provide heat to the 

system and the electric backup is activated. When the temperature at the PVT outlet is higher than the 

maximum temperature limit, the flow rate in the PVT circuit is reduced thanks to the mixing valve so 

that the temperature at the inlet of the evaporator does not exceed this maximum limit. 

- The heating system used to distribute heat in the building is floor heating or water radiators (heating 

curves are illustrated in Figure 4). 

3. Results  

According to the above-described methodology, the obtained results of both SPF and SPFGrid are provided in 

the following table: 

Tab. 3: The obtained results according to the different system scenarios 

Scenario Hydraulic 

configuration 

Compressor 

technology 

Teva_min  Teva_max  Heating 

system 

SPF SPFGrid 

1 Combi storage Inverter -15 °C +25 °C Floor heating 3,6 3,87 

2 Double storages Inverter -15 °C  +25 °C Floor heating 3,55 3,8 

3 One storage for DHW Inverter -15 °C  +25 °C Floor heating 3,33 3,56 

4 Combi storage Inverter -10 °C +25 °C Floor heating 2,8 2,99 

5 Combi storage Inverter -5 °C +25 °C Floor heating 1,9 2,1 

6 Combi storage Inverter -15 °C +10 °C Floor heating 3,55 3,79 

7 Combi storage Inverter -10 °C +20 °C Floor heating 2,75 2,94 

8 Combi storage Inverter -15 °C + 25 °C Radiators 3,33 3,53 

9 Combi storage ON/OFF -10 °C + 25 °C Floor heating 2,56 2,73 

The results of the influencing parameters are shown in Figure 7. These results show that no matter what the 

system specifications are, the SPFGrid (orange markers) are, according to all the studied scenarios, higher by 

almost 7% than the thermal SPF (blue markers). This shows that the photovoltaic energy produced by the PVT 

enhances the system's overall performance, saving both money and CO2 emissions. It is green electricity 

available by PVT at free to use and the smart control strategies can be applied here in the future to enhance 

more self-consumption, which increases the SPFGrid. The rest of the photovoltaic energy can feed other electric 

equipment in the building, otherwise it can be sent back to the electrical grid. In all cases, it brings benefits to 

the building and the environment saving both money and CO2 emissions. The following subsections discuss 

only thermal SPF according to each parameter studied. 
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Fig. 7: The obtained results of the system performances SPF (blue markers) and SPFGrid (orange markers)  

3.1.  Maximum temperature limit of the evaporator 

When the PVT is directly connected to the evaporator of the HP, special attention must be given to the high 

temperatures that can be provided by the PVT, especially during summer and sunny times. When the 

temperature produced by the PVT exceeds the maximum temperature limit of the evaporator, which is a 

characteristic of the HP depending on both the used refrigerant inside the HP and the compressor operating 

map, the flow rate from the PVT is derived by the mixing valve so that the evaporator is protected. Although 

it is a critical topic in protecting HP operations, the results show that the maximum temperature limit on the 

evaporator side does not influence the overall system performance. The comparison between scenarios 1 (SPF 

= 3,6) and 6 (SPF = 3,55) and between scenarios 4 (SPF = 2,8) and 7 (SPF = 2,75) shows that the SPF is not 

really impacted (the system is more performant by less than 2% with higher maximum limits) when the 

maximum limit is decreased for both cases. It is worth mentioning that scenario 6 with +10°C represents the 

lowest maximum limit existing in the market of brine/water HP. The obtained result is normal for two reasons. 

The first is that it is a low-temperature application in which the HP does not require high temperatures to 

operate and provide heat in the building. The second is that the recorded average temperature at the outlet of 

the PVT is -1 °C, showing that temperatures that are too high are rarely observed, only during the summer 

season when there is no space heating demand in the building. Since the maximum temperature limit does not 

influence the system performance, the results according to it are not shown in Figure 7. 

3.2.  Minimum temperature limit of the evaporator 

As for the maximum temperature limit, the minimum one is also a characteristic of the HP. However, the 

results show that it is a crucial parameter on the system performance: the SPF is significantly deteriorating 

when the minimum temperature limit increases. According to the obtained results, the system performance 

decreases by 22% when the minimum temperature limit passes from – 15 °C (SPF scenario 1 = 3,6) to – 10 °C 

(SPF scenario 4 = 2,8) and by 32% when it passes from – 10 °C (SPF scenario 4 = 2,8) to – 5 °C (SPF scenario 

5 = 1,9). The impact of the minimum temperature limit can be clearly seen in Figure 7 where the horizontal 

axis shows the minimum temperature limit in the curve. For the exact system specifications, circle markers 

follow a decreasing curve when this limit increases. It has an average effect on system performance since the 

HP cannot run anymore, and the electric backup is activated when the temperature at the PVT outlet is lower 

than the minimum temperature limit of the evaporator. The minimum temperature limit is reached quicker 

when it is higher for the same heat source (same number of the same PVT) and the same heat demand. One 

must give special attention to this parameter when coupling HP with PVT.  

3.3.  Compressor technology (fixed or variable speed) 
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A variable speed, also called inverter, heat pump can adjust the speed of its compressor according to what 

happens in its surroundings: the heat source and the heat sink. It has many operation points according to the 

temperature levels in the evaporator and the condenser as well as to the heat demand. This technology is useful 

to save the overall electricity consumed and ensures a longer lifetime for the system with smooth and 

progressive HP start and stop. Numerical simulations have been performed to study the impact of this 

technology compared to the classic one: constant speed, also called ON/OFF, heat pump, which no matter what 

is happening in its surroundings, has only one compressor speed. The comparison between the scenarios 4 and 

9 in Table 3 for a minimum temperature limit of – 10 °C of the evaporator shows that the inverter HP (SPF 

scenario 4 = 2,8) is more performant than a constant speed one (SPF scenario 9 = 2,56). This difference of 

almost 9% is also observed in Figure 7 for a minimum temperature limit of – 10 °C for the evaporator between 

the blue circle and the blue cross. The difference obtained is not as great as expected. This can be explained 

by the hydraulic configuration of the sink circuit, including a storage tank, which softens the impact of ON/OFF 

technology since the excess heat produced by the HP is stored for another time. 

3.4.  Hydraulic configuration of the sink circuit 

Three different hydraulic configurations of the sink circuit between the heating system and the condenser of 

the HP are studied herein. All the configurations include storage for the domestic hot water. The SPF of 

configurations, including storage for the space heating (combi storage or double storage), are almost equal: 3,6 

and 3,55 according to scenarios 1 and 2 in Table 3 and circle and square blue markers in Figure 7. The slight 

difference can be explained by the fact that the combi storage has less heat losses than the double storages 

overall the year since its surface is lower than the total surface of the double storages.  

However, the configuration including only one storage for the DHW while the space heating is directly 

connected to the condenser of the HP has the lowest SPF (scenario 3 = 3,33 in Table 3, with the diamond blue 

marker in Figure 7) compared to the others. The deterioration of almost 7% in the SPF is explained by the fact 

that the space heating system has less thermal inertia with no heat storage, which causes many start and stop 

losses of the HP. At the beginning of each cycle, the compressor starts for a few seconds before the condenser 

produces heat in the space heating. These frequent starting cycles make the system consume electricity without 

being useful for longer than the configurations, including storage for the SH.  

3.5.  Heating system in the building 

The impact of the heating system was studied for the same building. As expected, the obtained results show 

that the use of water radiators instead of the floor heating deteriorates by almost 7% the SPF of the system. 

The scenario 9 with water radiators has an SPF of 3,33 (blue triangle in Figure 7) lower than the SPF of the 

scenario 1 (blue circle in Figure 7) which is 3,6. This is obvious since the water radiators require higher 

temperature level to the HP condenser than the floor heating to distribute the same amount of heat in the 

building. The higher the gap between the evaporation and condensation temperatures, the less the HP is 

performant (see Figure 4). 

4. Conclusions 

The present paper investigated the different system specifications on the performance of the energy system 

combining brine/water heat pump with photovoltaic thermal solar collectors. The condenser of the heat pump 

produces heat to satisfy both domestic hot water and space heating of the building. The photovoltaic thermal 

solar collectors constitute the single heat source of the heat pump evaporator thanks to the back-side integrated 

heat exchanger and can feed the compressor with electricity thanks to the front-side photovoltaic cells. The 

concept is simple and performant, the photovoltaic thermal solar collectors use both the sun and the ambient 

air to extract heat from environment feeding the evaporator of the heat pump.  

The numerical study presented herein was done using the TRNSYS software by combining the TYPES of the 

system components. For the same solar installation, the study investigated the system specifications, such as 

the heat sink hydraulic configuration and the heating system as well as the heat pump specifications, such as 

the compressor technology and both minimum and maximum temperature limits of the evaporator.  

The simulations were performed for a well-insulated single-family house of 140 m² in Strasbourg (France). 
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The energy system is composed of 10 photovoltaic thermal solar collectors connected directly to the primary 

circuit of a 9.1 kW B0/W35 brine/water heat pump. Both thermal and grid seasonal performance factors have 

been estimated for each simulated scenario. 

The results have shown the following: 

- The photovoltaic energy produced by the solar collectors improves the system performance by 7 % 

no matter the other system specifications are.  

- With space heating storage in the secondary circuit, the inverter compressor heat pump performs 9 % 

better than a fixed-speed heat pump. We think that this enhancement would be higher when the space 

heating system is directly connected to the heat pump condenser. 

- The maximum temperature limit of the evaporator has no impact on the system performance. 

However, the minimum temperature limit is critical on the system performance. The thermal SPF of 

a heat pump with a – 15 °C of a minimum temperature of the evaporator is 3,6 while the SPF of a -

10 °C and – 5 °C are 2,8 and 1,9, respectively.  

- The presence of any type of water storage between the heat pump and the heating system in the 

building ensures a better system performance than the sink configuration without any storage. 

- A floor heating system performs better than water radiators since the required flow temperature is 

lower. 
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SOLAR THERMAL COLLECTORS AND THEIR COMPONENTS. 
RESULTS OF LONG-TERM EXPOSURE AT EXTREME TEST SITE 

 

Summary 

The reliability of solar thermal collectors is of great economic importance for suppliers, manufacturers and 

operators due to the long lifetimes demanded by the market. However, it is naturally strongly influenced by 

the specific climatic conditions at the installation site and is therefore difficult for the industry to estimate. The 

determination of the load factors for collectors and components under the conditions of the various extreme 

outdoor weathering locations offers the possibility of influencing the design of thermal solar collectors and 

components. 

To quantify the ageing behavior of solar thermal collectors and their components, we exposed solar thermal 

flat plate collectors to locations in moderate as reference and with harsh conditions in tropical, alpine, arid and 

maritime climates. The performance of the solar thermal collectors was measured before and after the outdoor 

exposure. In order to quantify the influence of the soiling of the transparent cover, the collectors were measured 

without cleaning and after cleaning. After the performance test, the collectors were opened and subjected to a 

visual inspection. The effect of direct deposits on the absorber plate and the transparent cover were quantified 

using spectroscopic measurements. 

In this paper we present the results of the latest collector measurements. An exposure time of ten years under 

stagnation conditions was achieved. This exposure time corresponds to approx. 50 - 100 years of real operation, 

depending on the location and the application. 

Keywords: Solar thermal collectors, components, durability, degradation, optical characterization, thermal 

stress 

1. Introduction 

In the SpeedColl and SpeedColl2 [1] projects, a consortium consisting of Fraunhofer ISE and the University 

of Stuttgart has been working with industry representatives on the loads and resulting tests for solar thermal 

collectors and their components. As part of the joint project, solar thermal collectors and components were 

exposed to various climatic regions. The exposure locations were equipped with comprehensive load 

monitoring to continuously record environmental conditions relevant to ageing. The aim of the exposure was 

to uncover any weak points at an early stage and to improve the reliability of solar thermal systems in the long 

term. Ageing effects of components in flat-plate collectors are mainly determined by the temperature level and 

humidity in the collector. Recently, the trend towards systems with higher solar fractions has led to an increase 

in stagnation times and temperatures.  

The locations are characterized by typical combinations of different stress factors, such as high UV radiation 

with mechanical wind and snow loads at the Zugspitze location, or strong irradiation at high temperatures and 

day-night differences at the desert location in Israel. At the maritime location on Gran Canaria, wind loads 

usually occur in addition to high humidity with a high content of salt aerosols [2]. 

For the investigation of the weather resistance of solar thermal materials and the analysis of macro- and 

microclimatic degradation factors, findings from outdoor weathering are indispensable. At the outdoor 

weathering sites of the SpeedColl 2 project, meteorological data was measured every minute in addition to 

collector-specific parameters such as absorber or adhesive joint temperatures. Load profiles were created from 

the recorded data. From the stress profiles, conclusions could be drawn about the effects of the combined stress 

factors such as UV radiation, humidity, temperature and corrosiveness on the test specimens, which were used 

for the development of adequate rapid tests. 
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2. Results 

Three different solar thermal collectors types we exposed in various extreme climates while continuously 

monitoring the outdoor climatic conditions and the micro-climate inside the collector. Within the project, a 

complex quality assurance of the measured data was successfully defined and implemented. The highest 

absorber temperatures, up to 225 °C, were measured at the alpine exposure site [3]. The performance of the 

solar thermal collectors was measured in accordance with the test standard ISO 9806:2013 [4]. 

In Figure 1 exemplary the comparative performance curves for one solar thermal collector as reference before 

exposition and after 2.5 years, 7,5 years and 10,0. years of dry exposition (stagnation mode) and the relative 

deviation to reference at maritime exposition site Gran Canaria are shown. This Figure shows the collector 

efficiency after cleaning the transparent cover, where G is Global irradiance, Tfl,m is the fluid mean temperature 

and Tamb the ambient temperature. The measured difference in collector efficiency before and after cleaning 

the transparent cover for the collector after 10.0 years of exposure was 17%. 

 

Figure 1 comparative performance test according to ISO 9806:2013 for reference before exposition and after 2.5 years and 7.5 

years and 10.0 years of dry exposition and relative deviation to reference at maritime exposition site Gran Canaria 

After the performance measurements, the collectors were opened and a visual inspection was carried out. 

Observed degradation effects were: 

• soiling of the glass cover 

• fogging on the inside of the glass cover 

• partial weld seam detachment on absorber (figure 2) 

• deformation of absorber with contact to glass cover 

• corrosion on the collector frame, bottom plate and absorber 

• increase in thermal conductivity of thermal insulation. 

 

        

Figure 2 Absorber plate approx. 40 mm cracking on laser weld seam of the heat transfer pipe frontside (left) and backside 

(right) after 8.3 years of dry exposition at maritime exposition site Gran Canaria 

The solar absorber was characterized as described in the standard testing in ISO 22975 [5].  
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In figure 3 three prepared pieces of the solar absorber not cleaned and cleaned after 7 years exposure mounted 

inside a solar thermal collector in stagnation mode are shown. Exemplary the collectors were of type 3 exposed 

at the alpine (Zugspitze, Germany), the maritime (Gran Canaria, Spain) and the arid climate (Negev, Israel). 

On the left side the picture of the prepared absorber are shown. On the right side the spectral reflectance 

measurements with the weighting functions normalized solar spectrum (AM 1.5) and normalized Planck 

spectrum (373 K) for emittance are shown. 

 

   

    

   

Figure 3 Left side the picture of the prepared absorber and measured reflectance of solar absorber not cleaned and cleaned 

after 7 years’ exposure mounted inside a solar thermal collector in stagnation with weighting functions normalized AM 1.5 solar 

spectrum for reflectance and normalized Planck spectrum for 373 K for emittance.  

Top: alpine (Zugspitze, Germany), middle: maritime (Gran Canaria, Spain), bottom arid climate (Negev, Israel) 
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In table 1 the values for the solar absorption ( [AM1.5]) with the weighting function of the solar spectrum 

AM 1.5 and the thermal emittance value ( [373K]) with the weighting function of a Planck spectrum for  

373 K for the not cleaned and cleaned spot are shown for the three different exposition sites alpine, maritime 

and arid. The differences () and the relative changes (rel, rel) are shown, too. 

 

 

Table 1 solar absorption and the thermal emittance value for the not cleaned and cleaned spot, differences and relative changes 

at exposition sites alpine (Zugspitze), maritime (Gran Canaria) and arid (Negev) 

 

The results show a very different behavior in terms of the optical change of the absorber and the exposition 

site. The relative change of solar absorption and the thermal emittance are very small at the alpine exposition 

compared with the changes at the maritime and arid exposition. 

 

To determine the influence of the collector performance degradation in terms of energy savings in a solar 

thermal system in a normal operating mode, system simulations were carried out using the TRNSYS simulation 

program and the reference system for domestic hot water heating [6] and reference combined system [7] as 

defined in IEA SHC TASK 54. The simulations were carried out at the Institute for Building Energetics, 

Thermotechnology and Energy Storage, Univ. of. Stuttgart, Germany. The observed performance degradation 

is in the range of 2% to 16 % in the proportionate primary energy saving (reference combined system Würzburg 

15 m² flat plate collector). 

Overall, even under the extreme conditions of the outdoor weathering test, due to the extreme climatic loads 

and the permanent stagnation over the entire exposure time, the collectors under consideration and their 

components show only low degradation effects, which suggests a very long service life under normal operating 

conditions. 
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Type 3     rel   rel  

not cleaned cleand not cleaned cleand  cleaned  -  not cleaned   cleaned  -   not cleaned    /  cleaned     /   cleaned  

Zugspitze 0,956 0,957 0,126 0,110 0,001 -0,016 0,001 -0,140

Gran Canaria 0,874 0,954 0,288 0,077 0,080 -0,211 0,084 -2,758

Negev 0,848 0,935 0,268 0,054 0,087 -0,214 0,093 -3,985
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Abstract 

This study investigates the impact of cold climate weather patterns on the thermal performance of two novel 

designs of extruded photovoltaic thermal (PVT) collectors optimized for integration with low-temperature heat 

pumps. The study aims to provide a comprehensive understanding of how different weather conditions, 

including condensation, rainfall, frost formation, and snow, affect the thermal output of these systems. The 

study compares two PVT designs, one with fins attached to the thermal collector and another without, to 

determine the optimal configuration for maximizing efficiency under varying cold climate conditions. The 

results indicate significant differences in performance between the finned and non-finned designs, with the 

finned design showing up to 11% better thermal performance. A strong impact on the thermal performance of 

the PVT as a result of the different weather patterns was also observed, with up to 60% thermal gains from 

rainfall, and 21% thermal losses during defrosting. This research fills a critical gap in the understanding of 

PVT performance in cold climates and provides valuable insights that can be used to determine the appropriate 

control strategies for heat pumps to enhance system efficiency. The findings offer a valuable contribution to 

the development of more efficient renewable energy systems in regions with harsh winter conditions.  

Keywords: Photovoltaic thermal, solar panel, heat pump, thermal performance, climate, condensation, rain, 

frost, snow. 

1. Introduction 

Photovoltaic Thermal (PVT) panels have been a rapidly growing technology in recent years due to their ability 

to collect thermal energy from a photovoltaic (PV) module, thus showing increased efficiency per unit area 

when compared to traditional solar PV panels. This is the case for two main reasons: the heat removed from 

the solar panel can be subsequently used for other applications such as heating domestic hot water, and the 

cooling of the photovoltaic panels increases their electrical efficiency (Aste et al., 2014). One of the most 

interesting uses for the captured heat is when the system is coupled with a heat pump, with novel PVTs 

designed specifically for heat pump integration being used as the sole thermal input for the system in some 

cases (Beltrán et al., 2023). 

PVT collectors for heat pump integration are of particular interest in cold climate scenarios, where the low 

temperature of the working fluid for the heat pump makes it possible to collect heat from the panels and the 

surrounding air even at times of low or zero solar irradiance. This is particularly effective with the addition of 

metal fins to the backside of the PVT collectors, which have been proved to enhance the thermal capture 

capabilities of the system (Chow, 2010). However, cold climates can exhibit unpredictable weather patterns 

that affect the thermal performance of the PVT system, such as condensation, rain, frost formation and snow.  

Some studies in the past have explored the effects that condensation has on the efficiency of PVTs, finding 

overall thermal gains associated to the phenomenon (Bertram et al., 2010). Other studies have also started to 

explore the effects of frost formation on PVT panels, but they did not focus on the defrosting process, nor the 

heat losses associated with the presence of an ice layer on the thermal collector surface (Chhugani et al., 2020). 

Rain and snow, however, have not received much attention in previous research and their effects remained 

largely unexplored. Therefore, further research in this area will be useful to understand how these weather 

patterns affect the thermal performance of the PVTs. The results from this study will help to shed some light 

on the optimal way to operate the heat pumps in combination with the PVT modules for cold climate operation, 
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as well as what PVT design characteristics increase thermal performance under such conditions. 

2. Objectives 

The objective of this study is to provide a detailed analysis of the effects of cold weather patterns on the thermal 

performance of two novel designs for extruded PVT collectors optimized for heat pump integration through 

experimental testing. The difference between the panels is a set of fins located on the thermal collector of one 

of the panels to increase its surface area. The experiments performed will provide a better understanding of 

how these two different collector designs perform in cold climate settings, as well as how big of an impact the 

weather patterns have on the system. Additionally, advancing the research for PVT with heat pump integration 

will provide an indication as to what the optimal operating parameters are in order to maximize the thermal 

performance of the system under such weather conditions. These objectives will be achieved by answering the 

following research questions:  

1. How does condensation impact the thermal output of the PVTs? 

2. How does rainfall impact the thermal output of the PVTs? 

3. How does frost formation and defrosting impact the thermal output of the PVTs? 

4. How does snow impact the thermal and electrical output of the PVTs? How much energy is required 

to shed the snow layer? 

5. How do the finned and the non-finned PVT designs compare under these different weather 

conditions? 

3. Methods 

3.1. Test environment description 

The experiments in this study were performed in an outdoor laboratory at KTH Royal Institute of Technology 

in Stockholm, Sweden. The system diagram for the testing equipment is shown in Fig. 1. The laboratory is 

equipped with a South-facing array of photovoltaic solar panels with thermal collectors attached to the back 

(PVTs) at an inclination of 45°. The panels are manufactured by DualSun, rated at 425W of electrical power, 

and have an extruded aluminium thermal collector attached to the back. The collectors are optimized for heat 

pump integration and use an adapted box-channel design with harp configuration, pressed mechanically to the 

back of the PV panel with springs. Fig. 2 shows the two collector designs, one with fins (finned) and one 

without (non-finned). 

 

Fig. 1 Test bench system diagram. 
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Fig. 2: a). Finned thermal collector and b). Non-finned thermal collector designs 

The PVTs are connected via a set of pipes to a variable speed heat pump rated at 3-12kW (Thermia model 

Atlas 12 400V), which uses a mixture of ethylene glycol and water (volumetric ratio 1:3) as the working fluid 

and can reach temperatures as low as -10°C in the summer months. A set of LOWARA pumps circulates the 

fluid and allows to change the volumetric flow rate of the fluid. The panels are connected in two parallel loops, 

which allows for both of them to be run simultaneously and tested under the same conditions.  

The system is also equipped with a variety of measuring devices that monitor the thermal performance of the 

system as well as the dynamic ambient conditions present at the outdoor laboratory. A set of 2Flow AB heat 

meters measure the thermal power generated by the PVTs and monitor the inlet and outlet temperatures of the 

working fluid. Additionally, a weather station located on-site provides accurate measurements on the 

atmospheric conditions, including ambient temperature, wind speed, wind direction, relative humidity, and 

dew point. A solar irradiance meter is also located next to the panels with the same tilt angle to measure the 

global solar irradiance in the plane of the array. Finally, eight different thermocouples can be used to measure 

the temperature distribution of the thermal collector during operation, or other useful measurements like the 

temperature of the rain. 

3.2. Experiment setup 

The experiments conducted in this study consist of different tests run on the PVT system with heat pump 

integration described in Section 3.1. during times when the PVTs were affected by condensation, rainfall, frost, 

or snow. A baseline model is also created during times where none of the weather patterns are present, and is 

used for comparison with the other experiments. 

These tests are performed at normal operating conditions, unless required and stated otherwise. Normal 

operating conditions follow the indications from the PVT manufacturer and consist of a volumetric flow rate 

of 100 l/h per panel, and a PVT outlet temperature of 3 – 6 °C less than the ambient temperature. The 

experiments were conducted between March and May of 2024 in Stockholm, Sweden, so a range of 

atmospheric conditions representative of cold climates could be observed. 

3.3. Data analysis 

From the measurements obtained of the inlet and outlet temperature, as well as the flow rate of the working 

fluid, the thermal power for each panel is calculated following eq. 1: 

�̇� =

�̇�

𝜌(𝑇𝑚)
𝑐𝑝(𝑇𝑜𝑢𝑡−𝑇𝑖𝑛)

𝐴𝐺
  (eq. 1) 

Where q̇ is the specific thermal power per unit area, V̇ is the fluid volumetric flow rate, ρ is the fluid density, 

Tm is the mean fluid temperature, cp is the fluid specific heat capacity, Tout is the fluid temperature at the PVT 

outlet and Tin at the inlet, and AG is the collector area.  

According to the ISO standard 9806:2017, a polynomial regression can be used to model solar thermal 
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collectors under steady state conditions, while also considering the weather conditions (ISO, 2017). An 

adaptation of this formula used for this study is shown in eq. 2: 

�̇� = 𝜂0𝐺 − 𝑎1(𝑇𝑚 − 𝑇𝑎) − 𝑎3𝑢(𝑇𝑚 − 𝑇𝑎) − 𝑎6𝑢𝐺 (eq. 2) 

Where η0 is the zero loss efficiency, a1 is the heat loss coefficient, a3 is the wind speed dependence of the heat 

loss coefficient, a6 is the wind speed dependence of the zero-loss efficiency, G is the perpendicular solar 

irradiance, Ta is the ambient temperature, and u is the surrounding air speed. These two equations combined 

are used to determine the thermal performance coefficients η0, a1, a3, and a6. These coefficients serve as a 

polynomial model to estimate what the thermal power should be under a different set of conditions, and a 

comparison between the measured and the modelled value is made. Finally, the coefficient of determination 

R2 is calculated to determine how well the regression model fits the measured data, with a value of 1 being a 

perfect fit and 0 being no correlation between the model and measured data at all. 

4. Results 

4.1. Baseline model 

The baseline model was created from data points collected during times where none of the weather patterns 

assessed in this study were present, and the data was filtered out if the conditions for condensation or frost 

were given, or if rain or snow were observed. The system was run at normal operating conditions during 

different times spanning the duration of the experimental part of the study, accumulating a total of 3408 data 

points (over 56 hours of cumulative data), to create a comprehensive model that could be used to compare the 

different patterns, as explained in section 3.3. The Baseline was divided into an overall baseline, and three 

cases with zero irradiance, low irradiance, and high irradiance, to better represent different moments of the day 

or atmospheric conditions. The thermal performance coefficients and coefficients of determination for all the 

baseline cases are displayed in Tab. 1. When looking at the total thermal energy produced by each type of 

PVT, the finned panel thermally outperformed the non-finned panel by about 6% overall, 4% for zero 

irradiance, 1% for low irradiance, and 8% for high irradiance. 

Tab. 1: Baseline thermal performance coefficients and calculated coefficients of determination. 

 Overall Zero Irradiance Low Irradiance High Irradiance 

 Non-finned Finned Non-finned Finned Non-finned Finned Non-finned Finned 

η0 0.42 0.51 0.00 0.00 0.29 0.38 0.42 0.52 

a1 38.46 34.11 37.65 36.12 45.41 39.49 36.41 29.13 

a3 3.00 4.25 2.68 4.59 0.08 2.45 4.68 5.51 

a6 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 

R2 0.94 0.92 0.49 0.48 0.70 0.64 0.83 0.80 

4.2. Condensation 

The condensation experiments were run when the atmospheric conditions allowed for the temperature at the 

collector surface to be below the dew point, but above freezing. When these conditions were met, the water 

molecules suspended in the air changed from gas to liquid phase. Fig. 3 shows the finned and non-finned panel 

at a time when condensation was present on the collector surface. These conditions occurred mainly in the 

spring months of April and May, on days of high humidity and warmer temperatures. Four separate 

experiments were conducted where condensation was successfully formed on the collector surface, with 4688 

data points collected (over 78 hours of cumulative data after filtering). In order to maintain the conditions for 

as long as possible while preventing frost from forming, the fluid temperature was set to 1°C, while the 

volumetric flow rate was maintained at the recommended setting of 100 l/h per panel. The experiment was 

subdivided into times with zero irradiance (nighttime) and times with nonzero irradiance (daytime). The 

thermal performance coefficients and the calculated coefficients of determination are shown in the appendix 

in Tab. A1. 
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Fig. 3: Condensation forming on the collector surface for a) non-finned panel and b) finned panel. 

When looking at the zero irradiance data for this experiment, the measured average specific heat output was 

around 3% lower than what the zero irradiance baseline model would have predicted for the same atmospheric 

conditions for the non-finned panel, and roughly 8% lower for the finned panel. The thermal power output of 

both panels was very similar, with the finned panel producing 0.5% less thermal energy than the non-finned 

panel. 

For the nonzero irradiance data, the comparison to the baseline was made with the low irradiance baseline, as 

it was the one that best matched the irradiance conditions during the condensation experiments. With this 

comparison, the non-finned collector returned a heat losses similarly to the zero irradiance case, with a 4.4% 

reduction in average specific power output compared to the baseline model. However, the finned panel showed 

condensation gains of 1%. The finned panel also showed a small improvement in performance with respect to 

the non-finned panel, producing 6.3% more average specific thermal power, as well as better improvement 

with respect to the baseline. 

4.3. Rain 

The rain tests were conducted when rainfall was observed and recorded by the weather station present on-site. 

In addition to the power measurements, the amount of rainfall and the rain temperature were also recorded. 

However, the weather station was only able to measure rainfall surpassing 0.2mm per hour, so times when the 

rainfall amount was lower than that were discarded. Additionally, the weather station only records rainfall in 

0.2mm increments, so in order to estimate the actual amount of rainfall at any given time, an average was made 

dividing the amount of rainfall in a specific time period by the length of said period. These experiments were 

conducted mainly in the spring months of April and May, accumulating 1333 data points collected (over 22 

hours of cumulative data). These tests were run under normal operating conditions, and were subdivided into 

times with zero irradiance and times with nonzero irradiance. The thermal performance coefficients and the 

calculated coefficients of determination are shown in the appendix in Tab. A2. This experiment is an exception 

since it is not compared to the baseline model. Instead, the thermal performance coefficients from the 

condensation experiment are used to create a model following the same steps as for the baseline. This 

condensation model is used to compare the results from the rain experiment, since condensation is assumed to 

be present during such humid conditions as rainy weather. 

For zero irradiance measurements, when comparing the heat output of the rain scenario to the regression model 

created from the condensation results, these experiments returned considerable heat gains. The non-finned 

panel showed an average specific heat output around 43% higher than the zero irradiance condensation model 

for the same atmospheric conditions, and the finned panel showed an increase in average specific heat of 

around 60% for the same case. The overall thermal power output of the finned panel is slightly higher than that 

of the non-finned panel, with around 10% more average specific power. 
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The heat gains of the measured data compared to the condensation regression with respect to rain temperature 

and rainfall amount are plotted in Fig. 4. During zero irradiance, times where rainfall occurred always 

generated heat gains, and the rain temperature was always measured to be higher than both ambient and mean 

operating fluid temperature. Fig. 4 a) shows that there is a positive correlation for both collector designs 

between higher rain temperatures and the heat gains compared to the modelled power, though the amount 

differs significantly between panels. When considering the amount of rainfall (Fig. 4 b), this shows a positive 

trend for the finned panel but a negative one for the non-finned panel. 

 

Fig. 4: Heat gains from rain compared to condensation regression during times of zero irradiance with respect to a) rain 

temperature, and b) rainfall amount. 

For the nonzero irradiance measurements, when comparing the heat output of the rain scenario to the regression 

created from the condensation results, these experiments returned noticeable heat gains. The non-finned panel 

showed an average specific heat output around 25% higher than the nonzero irradiance condensation model 

for the same atmospheric conditions, and the finned panel showed gains of around 32% in the same case. These 

heat gains are, however, less significant than for the zero irradiance case. The overall power output of the 

finned panel is slightly higher than the non-finned panel, with around 7% more average specific power. 

The heat gains of the measured data compared to the condensation regression with respect to rain temperature 

and rainfall amount are plotted in Fig. 5. During nonzero irradiance, there were times where the measured 

power was less than the modelled power with the condensation regression, even though the rain temperature 

was always measured to be higher than both ambient and mean operating fluid temperature. Results are 

inconsistent for both rain temperature and rainfall amount, with a weak correlation between these parameters 

and the heat gains, and even a slightly negative correlation in the case of rain temperature, which could be tied 

to the difference in 𝜂0 coefficient for these experiments. 

 

Fig. 5: Heat gains from rain compared to condensation regression during times of nonzero irradiance with respect to a) rain 

temperature, and b) rainfall amount. 

4.4. Frost 

The frost experiments were run when the atmospheric conditions allowed for the temperature at the collector 

surface to be below both the dew point and the freezing point. When these conditions were met, the water 

molecules suspended in the air changed from gas to solid phase, with some cases where the water would first 

condense into water droplets, then freeze. Fig. 6 shows the finned and non-finned panel at a time when frost 
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was present on the collector surface. These conditions occurred mainly in the late winter and early spring 

months of March and April, on nights of high humidity and cold temperatures. During the day, the frost then 

melted, and the phase change occurred in the opposite direction. Six separate experiments were conducted 

where frost was successfully formed on the collector surface with 4688 data points (over 102 hours of 

cumulative data).  

 

Fig. 6: Frost formation on the collector surface for a) non-finned panel and b) finned panel. 

In order to maintain the frost formation conditions throughout the night, the fluid temperature was set to the 

minimum allowed (fluctuating between -9 to -6°C), while the volumetric flow rate was maintained at the 

recommended setting of 100 l/h per panel. After the sun came out and the temperature started to rise, the system 

was returned to normal operating conditions to allow for defrosting. The experiment was subdivided into times 

when frost was being formed, times when frost was present and had covered the full collector surface, and 

times when the panel was being defrosted. A camera was set up at the back of the finned PVT collector to 

monitor the different stages of the cycle. The thermal performance coefficients and the calculated coefficients 

of determination are shown in the appendix in Tab. A3. A comparison between the measured and modelled 

power for the finned panel during one of the experiments is seen in Fig. 7, outlining the different stages of the 

frost formation process. Both panels showed similar trends throughout all the frost experiments. 

 

Fig. 7: Measured vs. baseline power over time for a frost formation experiment, finned collector. 

When comparing the heat output of the frost formation stage to the zero irradiance baseline regression (frost 

formation occurred only at night), both collector designs showed heat gains of about 6%. During these times, 

the baseline model underestimates the power produced by the PVT, as shown in Fig.7. The overall power 

output of the finned panel is slightly higher than that of the non-finned panel, with around 6% more average 
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specific power. 

For the comparison between the heat output of the frost presence stage and the overall baseline regression, 

both collectors showed a decline in specific thermal power, with around 18% for the non-finned panel and 

15% for the finned panel. During these times, the baseline model overestimates the power produced by the 

PVT, as shown in Fig.7. The overall power output of the finned panel was slightly higher than the non-finned 

panel, with around 3% more average specific power. 

Comparing the heat output of the defrosting stage to the overall baseline regression, both collectors showed a 

thermal performance decline, with a 21% decrease for the non-finned panel and 16% for the finned panel. 

During these times, the baseline model greatly overestimates the power produced by the PVT, as shown in 

Fig.7. The overall power output of the finned panel is noticeably higher than the non-finned panel, with around 

7% more average specific power. 

Additionally, a different experiment was conducted to test how different amounts of frost affected the thermal 

performance of the panel. The system was left running at the minimum temperature setting and an increased 

flow rate for over 48h until a substantial layer of frost was formed. A sample time from the start of the 

experiment, when the frost layer was thin, was compared to a time from near the end of the experiment, when 

the layer was considerably thicker. The results show that both collectors exhibit a thermal performance decline, 

with a decrease of about 33% for the non-finned panel and 51% for the finned panel at the end of the 

experiment. During this time frame at the end of the experiment the finned panel also produced around 9% 

less average specific thermal power than the non-finned panel. Finally, the system was returned to normal 

operating conditions (with the higher amount of frost still present) and compared against the baseline. 

Comparing the heat output of this part of the experiment to the overall baseline regression, both collectors 

showed a significant thermal performance decline, with a decrease in thermal power of about 43% for the non-

finned panel and 34% for the finned panel. The overall power output of the finned panel is noticeably higher 

than the non-finned panel, with around 11% more average specific power. 

4.5. Snow 

The conditions for studying the impact of snow on the performance of the PVT were only given once during 

the experimental phase of this study, in the month of March, where a snow layer fully covered the front side 

of the panels and was allowed to shed naturally, as shown in Fig. 8. This test was run under normal operating 

conditions, and observed the time after the snowstorm stopped, until the snow layer was shed. Since only one 

camera was available to record the process and the shedding happened at different times for both panels, only 

the finned panel is observed for this experiment.  

 

Fig. 8: Snow shedding process on the front side of the finned panel showing a) full snow cover, b) shedding start, and c) 

shedding end. 

The layer of snow impacts both the thermal performance of the PVT, as some of the heat collected is directed 

towards shedding, and the electrical performance of the panel, since the sunlight is kept from reaching the 

surface of the panel by the layer of snow. The measured thermal power when compared to the overall baseline 

model returned losses of about 61%, equating to 1.12 kWh for the duration of the shedding process. In terms 

of electrical production, the panel produced only 123 Wh for the time frame of the experiment, while it was 

calculated that the panel should have produced 1141 Wh under the environmental conditions present during 

the test, had it been clean, which translates to an 89% reduction in electricity production. The timeline 

comparing measured and modelled electrical production is shown in Fig. 9, and the moments when the 

shedding starts at 12.30, and when it is mostly shed at 15.15 can be seen as spikes in the measured power line. 
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Fig. 9: Measured electrical power vs. modeled electrical power during snow shedding process. 

5. Discussion 

5.1. Baseline 

The results obtained in this study are interesting for many reasons. In part, new findings on the effects of 

previously unexplored weather patterns like rain, snow, and even expanding the previous work done on frost 

formation serve to better understand how PVTs behave under these conditions. On the other hand, some of the 

expected results for previously explored phenomena like condensation formation do not match with those 

obtained in this study. This mismatch in the results might be caused by the way the baseline scenario was 

developed. The baseline is curated with a data set that has a much lower temperature difference between the 

ambient and the operating fluid than the other tests, following the specified guidelines for normal operation of 

the heat pump, while the different weather pattern experiments often operate outside of these conditions. As a 

result, it is possible that the baseline overestimates the heat loss coefficient 𝑎1, thus producing higher results 

in modelled power than expected when applied to situations when a much higher temperature difference is 

present. As a result, a direct numerical comparison between the baseline and the other experiments is inherently 

flawed, and these should be taken only as reference to observe trends. 

The baseline did, however, provide useful information on the comparison between the finned and non-finned 

panel during normal operation, showing that the finned panel outperforms the non-finned panel, as is the case 

in most cases throughout the different experiments. However, the difference in average thermal output is not 

always as significant as one could expect, particularly for the low irradiance baseline scenario, where the finned 

panel only has a 1% increased thermal output.  The finned panel is also more susceptible to effects of 

atmospheric conditions, showing higher dependence on the wind speed and irradiance levels than the non-

finned panel. 

5.2. Condensation 

The condensation experiments returned surprising results, with this phenomenon netting thermal losses with 

respect to the baseline. From previous research, and following the laws of physics, it would be expected that 

condensation nets heat gains related to the phase change from gas to liquid (Betram et al., 2010). The energy 

released during the phase change could be captured by the collector, and since the surface is slanted, the water 

droplets just slide off the panel, so the phase change is unidirectional. This difference in the results obtained 

could be due to the way the results are compared to the baseline, as explained previously. Looking at both 

panels, however, the finned panel does generally perform better than the non-finned panel as expected, which 

agrees with the results obtained by Chhugani et al. (2020). 

5.3. Rain 

The results from the rain experiment return the highest thermal gains among all, with up to 60% gains for the 
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finned panel during nighttime operation, which is to be expected since the rain temperature was measured to 

be higher than both ambient and fluid temperature at all times. The finned panel once again outperforms the 

non-finned panel for these experiments, being able to better take advantage of the warmer, more humid 

surrounding air. Regarding rainfall amount and rain temperature, it would be expected that higher values of 

both rainfall and temperature difference would net higher gains. However, only the rain temperature 

dependence of the zero irradiance case shows a clearly positive correlation. When the nonzero irradiance cases 

are observed, there seems to be no clear correlation between these parameters and the calculated thermal gains. 

A possible explanation is that once the system reaches a steady state, the rain has already incresed the output 

fluid temperature, and thus the average temperature of the working fluid, reducing the difference between rain 

temperature and mean fluid temperature, (X-axis in Fig. 4 and 5). Therefore, the highest thermal gains 

recorded, when the inlet and outlet fluid temperature difference is highest, correspond to moments when the 

mean fluid temperature has already risen, while the highest difference between rain temperature and mean 

operating fluid temperature will happen right at the start of rainfall, before the rain has affected the outlet fluid 

temperature and the system is not yet in steady state. With regards to rainfall amount, it is possible that a small 

amount of rainfall is enough to get the front side of the panel to match the rain temperature, therefore saturating 

as rainfall increases, which could explain the mostly flat trend lines when looking at heat gains in terms of 

rainfall amount.  

An interesting observation is that the highest losses measured corresponded to times of higher measured 

irradiance. This could be due to the fact that the rain might be cooling down the panel, thus limiting the effect 

of the irradiance. This hypothesis is supported by the fact that the 𝜂0 coefficient is almost 0 for the nonzero 

irradiance cases in the rain experiments, and up to 0.5 for the condensation regression. This is consistent with 

the explanation that a small amount of rainfall is enough to change the temperature of the front side of the 

panel. Regardless, it is clear that rain heat gains compared to the condensation scenarios are highest for cases 

with no irradiance, and are worst at cases with higher irradiance, where the effect of the rain and the sun are 

arguably counteracting each other. 

5.4. Frost 

Similarly to the condensation experiment, this scenario expects heat gains associated with the phase change 

from gas to solid as the water molecules in the air freeze onto the collector surface. This is supported by the 

early stages of the frost formation cycle, where heat gains are observed. However, during defrosting the phase 

change occurs in the other direction, and heat losses are sustained. However, there is only one phase change 

occurring in this stage since the water goes from solid to liquid, and then proceeds to drip off the panel. During 

the time the panel is fully covered until it starts to defrost, the results also show associated losses compared to 

the model. This could be the case because a layer of frost limits the heat exchange with the surrounding air. 

This hypothesis is further supported by the experiment where different layers of frost were compared, and a 

thicker layer of frost was found to have reduced performance compared to a thinner layer. Additionally, since 

the frost presence shows to negatively impact the thermal performance of the system, the longer this state is 

held, the more the overall thermal production through for the whole cycle. 

In this experiment the finned panel once again outperformed the non-finned panel during the normal frost 

cycles, which is to be expected as a larger surface area leads to more frost forming on the collector. However, 

this can turn out to be a disadvantage, as the finned collector performed worse than the non-finned one while 

the thick layer of frost was present. 

5.5. Snow 

This experiment on the impact of snow showed how detrimental a snow layer can be to the overall performance 

of a PVT system, since it impacts not only the thermal performance but also the electricity production. Previous 

research on snow and PVTs focused on whether it is possible to actively shed the layer of snow from the panel 

by running the heat pump in reverse (Rahmatmand et al., 2019). However, the system used for this study did 

not have that capability. Instead, the snow layer was allowed to shed naturally, and the thermal losses sustained 

during that period of time were assumed to be directed to melting the snow and the shedding process. 

Therefore, if the amount of energy required to actively shed the panel were the same as the losses associated 

with passive shedding (1.12 kWh), it would not be energy efficient to actively shed the panel in this case, since 

the expected electrical gains from doing so (1.02 kWh) would not cover the energy needed for the process. 
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Perhaps turning off the system until the snow has fully shed would be optimal. 

6. Conclusion 

The results from this study show that there is indeed a considerable impact from cold climate weather patterns 

on the thermal performance of PVTs. While condensation was expected to provide thermal gains as found in 

previous research, the opposite occurred for the experiments conducted in this study. Rain was the phenomenon 

with the highest calculated thermal gains, as the rain temperature was consistently above ambient, thus 

warming the panels. However, it seems that just a small amount of rainfall is enough to get a positive effect on 

thermal performance, and higher amounts of rainfall have diminishing returns. Frost formation showed varying 

results depending on the stage of the cycle: while the formation of frost generates some thermal gains, the 

defrosting stage and the presence of frost on the collector surface have detrimental effects on the thermal 

performance of the system. Finally, snow returned considerable energetic losses for both the thermal and 

electrical output of the system and, under the conditions experienced during the experiment, it is estimated that 

actively shedding the panel of the snow layer would not be energy efficient. 

Comparing the finned and the non-finned PVT designs, the finned design showed better thermal performance 

than the non-finned design in almost every scenario. However, the difference in performance might not always 

be worth the extra steps during manufacturing, the heavier weight of the panel, or the increased cost. 

Additionally, the higher dependency on weather conditions of the finned panel lead to stronger negative effects 

in some of the scenarios that were tested, such as when a thick layer of frost was present. 

Lastly, further work on this project would prove useful to improve the quality of the baseline and provide better 

comparisons, as well as to develop a more comprehensive database of all the weather patterns. It would also 

be beneficial to use the results obtained in this study to explore new parameters and control strategies for the 

heat pump to find the optimal mode of operation to increase the energy efficiency of the system when used in 

cold climates that present conditions such as the ones explored in this study.  
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9. Appendix 

 

9.1. Condensation 

Tab. A1: Condensation thermal performance coefficients and calculated coefficients of determination. 

 Zero Irradiance Nonzero Irradiance 

 Non-finned Finned Non-finned Finned 

η0 0.00 0.00 0.47 0.50 

a1 37.13 37.07 24.43 22.37 

a3 1.60 1.69 6.70 8.93 

a6 0.00 0.00 0.06 0.08 

R2 0.78 0.78 0.79 0.78 

 

9.2. Rain 

Tab. A2: Rain thermal performance coefficients and calculated coefficients of determination. 

 Zero Irradiance Nonzero Irradiance 

 Non-finned Finned Non-finned Finned 

η0 0.00 0.00 0.02 0.00 

a1 51.71 57.45 45.52 48.95 

a3 1.63 2.71 5.09 6.43 

a6 0.00 0.00 0.00 0.00 

R2 0.94 0.94 0.89 0.87 

 

9.3. Frost 

Tab. A3: Frost thermal performance coefficients and calculated coefficients of determination. 

 Frost formation Frost Presence Defrosting 

 Non-finned Finned Non-finned Finned Non-finned Finned 

η0 0.00 0.00 0.00 0.00 0.04 0.00 

a1 41.71 44.00 34.42 33.10 33.42 35.92 

a3 1.16 2.12 1.86 4.18 3.95 4.64 

a6 0.00 0.00 0.00 0.00 0.02 0.00 

R2 0.82 0.81 0.83 0.81 0.94 0.90 
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Abstract 

This analysis investigates the effect of performance test boundary conditions on the glazed flat-plate solar 

collector performance test results. The current test standard allows for some variations in boundary conditions, 

which can lead to differences in thermal performance characteristics. This article focuses on variations in 

collector tilt angle, average air speed, solar irradiance at the collector plane, and heat transfer fluid flow rate. 

A series of experimental thermal performance evaluations of a specific flat-plate solar collector was conducted 

using an indoor solar simulator, following the ISO 9806 test standard under various boundary conditions. It 

was observed that differences in collector tilt angle and wind speed resulted in variations in thermal 

performance test results, especially under high values of reduced temperature difference. However, irradiance 

and heat transfer fluid flow rate variations did not yield significant differences in thermal performance test 

results. Subsequently, an annual simulation analysis was performed using ScenoCalc simulation software 

under various constant mean operating temperatures and the climatic conditions of Stockholm, Würzburg, and 

Athens. The results demonstrated that differences in test boundary conditions under the current test standard 

would not cause considerable differences in solar system energy output simulation results for the most common 

solar thermal system applications (pool heating, solar domestic hot water systems, and space heating). 

Conversely, differences in test boundary conditions could lead to significant disparities in energy output 

simulation results for high-temperature solar thermal applications, such as process heat thermal systems. 

Keywords: solar thermal system, solar collector testing, simulation analysis, boundary conditions 

1. Introduction 

To design a solar thermal system, it is essential to know the thermal performance parameters of the solar flat-

plate collector used in the system. Typically, the minimum information required includes the efficiency curve 

characteristics (η0, a1, and a2) and the reference area (the collector gross area according to the ISO 9806 

standard ("ISO 9806:2017. Solar energy — Solar thermal collectors — Test methods.," 2017)). However, a 

challenge arises because the testing procedure for thermal performance parameters allows for some variations 

in experimental boundary conditions as per the current standard. Specifically, the standard for indoor testing 

of glazed flat-plate solar collectors (using a solar simulator) under steady-state conditions states: 

• The collector tilt angle is unspecified but should be included in the test protocol.  

• The average air speed parallel to the collector plane should be maintained at 3 m s-1 ± 1 m s-1. 

• The hemispherical solar irradiance at the collector plane should exceed 700 W m-2. 

As a result, the thermal performance characteristics of the thermal collector, tested according to the valid 

standard under different boundary conditions, may vary. For instance, Müller-Schöll and Frei (2000) presented 

a method for calculating the uncertainty of the performance characteristic curve's parameters obtained during 

the performance test evaluation. In their work, the authors stated that slight deviations in the test boundary 

conditions of the same solar collector among different laboratories cause differences in the thermal 

performance testing results. Reddy (2011), in his comprehensive work, investigated the modelling process for 

engineers and scientists in detail and concluded that the difference in performance between the modelled on-

site and obtained in laboratory conditions could be caused by many reasons. One of them is the difference 

between boundary conditions on-site and during the laboratory measurement. Mathioulakis et al. (2012) 

investigated the sources of uncertainty in solar system simulation results and concluded that any deviation in 

the collector test method can introduce additional uncertainty components to the final simulation results. Later, 

Sowmy et al. (2017) experimentally demonstrated that differences in test boundary conditions contribute to 

variations in thermal performance results.  

International Solar Energy Society EuroSun 2024 Proceedings

 

© 2024. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientiic Committee
10.18086/eurosun.2024.07.12 Available at http://proceedings.ises.org 737



This study aims to investigate the influence of boundary conditions under the valid standard ISO 9806 on the 

performance characteristics of glazed flat-plate solar collectors. Firstly, the reference boundary conditions and 

the investigated parameters were identified. Secondly, a series of experimental thermal performance tests were 

performed to investigate the effect of each investigated parameter individually. Then, the minimum and 

maximum possible thermal performance characteristic curve variants were derived. Finally, a simulation 

analysis was performed to understand the effect of the test boundary conditions on a glazed flat-plate solar 

collector's thermal performance. 

2. Methodology 

To investigate the effect of boundary conditions on the performance of glazed flat-plate solar collectors, the 

reference solar collector was experimentally tested to obtain its performance characteristics under different 

boundary conditions. An indoor solar simulator was utilised to perform a steady-state efficiency testing 

procedure, followed by a thermal performance evaluation conducted in accordance with the ISO 9806 standard. 

Fig. 1(a) demonstrates the solar simulator test loop, while Fig. 1(b) illustrates the analysed collector on the test 

stand during the experimental testing. Tab. 1 summarises the utilised sensor's type and their accuracy. 

 

 

a) b) 

Fig. 1: (a) The solar simulator test loop; (b) The analysed solar collector on the solar simulator test stand 

Tab. 1: The sensors' type and their accuracy 

Sensor Manufacturer Type Accuracy 

Temperature TMG PT100 ± 0.05 K 

Flow rate Krohne 
Coriolis mass flow sensor OPTIMASS 7000 

T10 
± 0.002% 

Solar irradiation Kipp & Zonen Pyranometer SMP1 1 -A ± 1.4% 

Wind velocity 
Airflow Lufttechnik 

GmbH 
Hot-wire anemometer D12-65V C ± 0.1 m/s 

The effects of the following boundary conditions were analysed: collector tilt angle, solar irradiance at the 

collector plane, average air speed at the collector plane, and heat transfer fluid flow rate. The following 

conditions were considered as the reference boundary conditions for this investigation:  

• Collector tilt angle of 45, 

• Hemispherical solar irradiance at the collector plane of 905 W m-2,  

• Average air speed of 3 m s-1 at the collector plane,  

• Heat transfer fluid flow rate of 72 kg m-2 h-1 of the collector gross area, 

• Ambient air temperature of 18 °C. 
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It is worth noting that it is impossible to maintain the exact same values for the boundary condition parameters 

during the series of experimental tests. For instance, a solar irradiance homogeneity test was performed before 

each series of tests to ensure the homogeneity condition was fulfilled. Moreover, the average value of solar 

irradiance was determined for each test series during this test. Even though the lamps' position and power 

intensity were not changed, hemispherical solar irradiance at the collector plane may slightly differ (by a couple 

of watts). Therefore, the solar irradiance value, the heat transfer fluid flow rate value, and the ambient air 

temperature mentioned above are average values. Additionally, it should be emphasised that during all 

experimental tests, the actual values of these parameters did not vary by more than ±2% from the average 

values mentioned above. 

To analyse the nature of the changes in the obtained thermal performance characteristics caused by different 

boundary conditions, a detailed validated model of a glazed flat-plate collector designed in TRNSYS 

simulation software was utilised (Shemelin and Matuska, 2017).  

2.1. Effect of collector tilt angle 

Firstly, the effect of the solar collector tilt angle was investigated. The reference setup conditions were applied, 

and the collector tilt angle was varied. The thermal performance evaluation was performed for seven tilt angles 

ranging from 0° to 90° with a 15° angle increment (see Fig. 2a). The results indicated a decrease in the thermal 

efficiency of the solar collector as the collector tilt angle decreased. This decline can be attributed to the 

increasing heat transfer by natural convection in the closed air gap between the absorber and the glazing. 

Increasing natural convection heat transfer significantly impacts the front-side heat loss and, consequently, the 

overall heat loss of the collector.  

To confirm this, the heat transfer by convection in the closed gap between the absorber and the glazing was 

modelled using the detailed validated model of a glazed flat-plate collector. The obtained thermal resistance 

values of the convection heat transfer are plotted in Fig. 2b for various tilt angles (0°, 15°, 30°, …, 90°). The 

aim was to analyse the effect of the layer inclination angle on the natural convection heat transfer in the closed 

gap between the absorber and the glazing. 

 

a) b) 

Fig. 2: (a) The solar collector's thermal performance under different tilt angles; (b) The closed gap convection thermal 

resistance under different tilt angles and different mean operating temperatures 

The results reveal a consistently increasing trend in the closed gap natural convection thermal resistance as the 

tilt angle of the collector increases. In the horizontal position, the thermal resistance is minimal, the heat 

transfer by convection is highest, and the solar collector has higher heat losses. In contrast, the vertical position 

minimises the heat losses (maximum thermal resistance); hence, the collector's thermal efficiency is higher. It 

can be noted that the thermal resistance through the air gap remains practically unchanged for low tilt angle 

values (0° to 30°). As a result, the efficiency curves are identical for collector inclinations ranging from 0° to 

30°. 

2.2. Effect of solar irradiance 

Secondly, the effect of solar irradiance was analysed. The collector's thermal performance evaluation was 

performed for three solar irradiance levels. As mentioned before, the reference boundary condition for solar 

irradiance at the collector plane was 909 W m-2. Then, the lamp positions were adjusted to increase solar 

irradiance at the collector plane to 1126 W m-2. After that, the lamp field power was reduced by 14% (on 
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average) to decrease the solar irradiance to 827 W m-2. It is worth noting that the irradiance homogeneity 

condition was fulfilled; the solar irradiance value at each measured point at the collector plane fell within a 

±15% interval of the average irradiance at the collector plane. The obtained thermal performance characteristic 

curves under the different solar irradiance values are illustrated in Fig. 3. The figure indicates that there is no 

significant difference between the obtained thermal performance. Therefore, it is evident that the solar 

irradiance boundary condition specified in the test standard (the hemispherical solar irradiance at the collector 

plane should exceed 700 W m-2) fully fulfils its purpose: following the standard leads to a specific solar 

collector performance result.  

 

Fig. 3: The obtained thermal performance characteristic curves under different solar irradiances 

2.3 Effect of wind speed 

Thirdly, the effect of wind speed was investigated. The thermal efficiency evaluation based on the experimental 

test results was conducted for six wind speed velocities: 2 m s-1, 3 m s-1, and 4 m s-1 (according to the valid 

standard), as well as 0 m s-1, 1.5 m s-1, and 4.5 m s-1 to provide a complete understanding. The results of the 

evaluation are demonstrated in Fig. 4. 

 

Fig. 4: The evaluated thermal performance characteristic curves under different wind speeds 

The reference boundary conditions were applied, and only the artificial wind fan speed settings were changed 

to obtain different wind speeds. For the reference variant, the average wind speed at the collector plane was 

measured at 3 m s-1 (under 60% of fan power). The reduced and increased wind speed variants were achieved 

by decreasing and increasing fan power. Specifically, to achieve an average speed of 2 m s-1, the fan's power 

was reduced to 43%; to achieve an average speed of 4 m s-1, the power was increased to 86%. In addition, the 

performance evaluation procedure was also carried out for average wind speeds of 4.5 m s-1, 1.5 m s-1, and  

0 m s-1. Although these wind speeds no longer correspond to the current test conditions, the results can be 

helpful in analysing the effect of wind speed. 
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The effect of wind speed on the collector's thermal performance is significant for solar collectors with a high 

value of the collector front-side heat loss coefficient. The front-side heat loss coefficient depends on the closed-

gap convection and thermal radiation between the absorber and the front-side glazing thermal resistances, the 

thermal resistance of the glazing itself, and the combined (wind and natural) convection and thermal radiation 

from the glazing's front-side thermal resistances. Therefore, to analyse the influence of wind speed on the 

collector's thermal performance, the combined convection thermal resistance has to be modelled. The problem 

is that more than 90 correlations can be applied to model the forced convection heat transfer coefficients 

(Palyvos, 2008). Around 35 of them, with some reservations, can be applied to model the forced convection 

heat transfer coefficients of a glazed flat plate collector (Shemelin and Matuška, 2023). Fig. 5a demonstrates 

the combined convection thermal resistance calculated using all of them, while Fig. 5b indicates the combined 

convection thermal resistance calculated using the most widely used correlations for solar collector 

performance modelling (Kumar et al., 1997; McAdams, 1954; Sharples and Charlesworth, 1998; Test et al., 

1981; Wattmuff et al., 1977) together with the closed gap convection heat transfer resistance. 

 

a) b) 

Fig. 5: Combined convection heat transfer resistance calculated using (a) 35 correlations and (b) 5 widely used correlations in 

solar thermal modelling correlations 

The modelling results indicated that under zero wind speed w → 0 m s-1, the combined convection heat transfer 

resistances reach their maximum values, and, more importantly, their values are comparable to the closed gap 

convection heat transfer resistance. As a result, it is evident that under such wind speeds, a solar collector's 

thermal performance also reaches its maximum. Under wind speeds in the range between 0 and 4 m s-1, a 

decrease in thermal performance can be observed, caused by a decrease in the combined convection thermal 

resistance. The thermal efficiency remains the same under wind speeds higher than 4 m s-1. This can be 

explained by the fact that changes in wind speed do not lead to significant changes in the combined convection 

heat transfer resistance at such speeds (see Fig. 5a). Moreover, these changes are insignificant considering the 

magnitude difference between the combined convection heat transfer resistance and the closed gap convection 

heat resistance (see Fig. 5b). 

Therefore, the current standard sets the wind speed testing interval in the range between 2 and 4 m s-1. Higher 

wind speeds do not significantly change thermal performance characteristic curves, while lower wind speeds 

do not adequately represent the on-site wind conditions. However, it is worth noting that even though there is 

no significant difference in thermal performance within the range between  2 and 4 m s-1 under low- and middle 

values of the reduced temperature difference, there is a considerable difference in thermal performance under 

high values of the reduced temperature difference.  

2.4 Effect of heat transfer fluid flow rate 

Moreover, the thermal performance efficiency test was also performed for three different values of the heat 

transfer fluid flow rates. The reference heat transfer fluid flow rate was 72 kg m-2 h-1, while the reduced flow 

rate was 50% of the reference one, about 36 kg m-2 h-1, and the increased flow rate was 150% of the reference 

flow rate, around 108 kg m-2 h-1. The results of the testing are illustrated in Fig. 6. 

Firstly, the tested variants with the reference and increased flow rates demonstrate similar thermal performance 

characteristic curves under the low value of the reduced temperature difference. Then, the increased flow rate 

variant showed higher thermal performance compared to the reference one. Finally, the reference variant 

demonstrated higher thermal performance compared to the increased flow rate variant under a relatively high 
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value of the reduced temperature difference. As for the reduced flow rate variant, it showed slightly lower 

thermal performance throughout the whole range of operating conditions. The Reynolds and average Nusselt 

numbers were further calculated using the detailed model to investigate this issue. The modelling results are 

illustrated in Fig. 7. It is worth noting that a considerable number of Nusselt number correlations describe the 

forced convection heat transfer process (Churchill and Ozoe, 1973; Colburn, 1964; Dittus and Boelter, 1985; 

Gnielinski, 1976; Hausen, 1943; Kakaç et al., 1987; Petukhov, 1970; Shah and London, 2014; Sieder and Tate, 

1936; Sleicher and Rouse, 1975). As a result, the application of different equations leads to different results. 

In this work, the correlations initially presented by Shah (Shah and London, 2014) are utilised. 

 

Fig. 6: The obtained thermal performance characteristic curves under different heat transfer fluid flow rates 

 

  

a) b) 

Fig. 7: (a) Reynolds and (b) Nusselt number modelling results under considered operating conditions 

These results show that under the considered operating conditions, the heat transfer fluid flow is primarily 

laminar (Re < 2300). For a few measured points, the flow proceeds to the transition zone between laminar and 

turbulent flow, where it is impossible to identify precisely whether it is laminar or turbulent. Considering these 

facts, the forced convection heat transfer correlations (for the fully developed flow and entrance region) 

initially presented by Shah were applied for calculation purposes (Shah and London, 2014). According to the 

calculation results, the reference variant and the increased flow rate variant outperform the reduced flow rate 

variant over the entire measured range. The higher Nusselt numbers eventually lead to a higher value of the 

forced convection heat transfer coefficient, resulting in higher energy performance. The modelling results, 

utilising the detailed validated flat-plate collector model, confirm this. Therefore, it can be concluded that 

inconsistent results during this series of experiments can be attributed to the measurement uncertainty caused 

by sensors' accuracy and the repeatability of readout values. Since the difference in thermal performance 

between analysed variants is minor, the measurement uncertainty can mix up with the results. Thus, it was 

decided not to include the flow rate parameter in the simulation analysis presented in the next chapter. 
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3. Simulation analysis 

The experimental testing results mentioned above demonstrated that the collector tilt angle and wind speed 

considerably affect the tested collector's thermal performance. The thermal performance increases with 

increasing slope and decreasing wind speeds. According to the current standard, the maximum possible thermal 

efficiency will be the thermal characteristic curve obtained under a wind speed of 2 m s-1 and a collector's tilt 

angle of 0 degrees (variant MAX). Conversely, the minimum possible thermal efficiency will be the thermal 

characteristic curve obtained under a wind speed of 4 m s-1 and a collector's tilt angle of 90 degrees (variant 

MIN). These two variants were obtained using the experimental and simulation results from the detailed 

validated mathematical model. The thermal performance characteristic curve derived under the reference 

boundary conditions, with a wind speed of 4 m s-1 and a collector's tilt angle of 90 degrees, was selected as the 

reference variant RV. The efficiency characteristic curves of the compared variants are shown in Fig. 8.  

 

Fig. 8: The analysed thermal performance variants 

The simulation analysis should be performed to understand the effect of the test boundary conditions on a 

glazed flat-plate solar collector's thermal performance. While the individual thermal performance characteristic 

curves demonstrate the variation in thermal performance under different boundary conditions, this is not a 

telling comparison because the collector's operating point moves along part of the presented efficiency curve 

in ordinary operation. Furthermore, the collector's heat transfer fluid operating temperature defines the 

operating region. Therefore, it was decided to perform a simulation analysis for different operating 

temperatures using ScenoCalc software. 

To obtain a comprehensive understanding of the influence of boundary conditions on the performance results 

and, consequently, the solar system's performance simulation results, an annual simulation analysis was 

performed using ScenoCalc simulation software. This software allows the calculation of an annual solar 

collector's energy output using the obtained thermal performance characteristic curves under constant 

operating temperatures and different climatic conditions. To represent different solar collector applications, 

ranging from pool heating to process heat, the following constant collector mean operating temperatures were 

applied: 25 °C, 50 °C, 75 °C, and 100 °C. Moreover, to represent different climatic zones, the climatic 

conditions of Stockholm (Sweden), Würzburg (Germany), and Athens (Greece) were considered. 

4. Results and discussion 

The simulation results for the considered collector variants (MAX, MIN, and RV) under different operating 

temperatures and climatic conditions are presented in  

Tab. 2. Additionally, the results for Stockholm and Athens climatic conditions are illustrated in Fig. 9. 

The simulation results indicated that below the operating temperature of 50 °C, the difference between the 

simulated variants is not significant for all climatic conditions. Specifically, the annual solar collector's energy 

output varies between -5% and 10% if the reference boundary conditions are not met during the performance 
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evaluation test. In contrast, the simulation results demonstrated that for operating temperatures higher than  

50 °C, the difference between the annual solar collector's energy output becomes significant. For instance, 

under the operating temperature of 100 °C and the climatic conditions of Würzburg, the simulated annual solar 

collector's energy output varies between -25% and +29%. The situation is also similar for the other climatic 

conditions. 

Tab. 2: Simulation results under various operating temperatures and climate conditions 

 Annual solar collector's energy output (kWh m-2) 

 25 C 50 C 75 C 100 C 

Stockholm (Sweden), incident solar irradiation 1166 kWh m-2 (yearly) 

MIN 635 (-2%) 407 (-5%) 237 (-12%) 113 (-27%) 

RV 645 429 271 154 

MAX 670 (+4%) 472 (+10%) 319 (+18%) 201 (+30%) 

Würzburg (Germany), incident solar irradiation 1228 kWh m-2 (yearly) 

MIN 685 (-1%) 435 (-5%) 250 (-13%) 122 (-25%) 

RV 695 458 286 163 

MAX 720 (+4%) 505 (+10%) 338 (+18%) 209 (+29%) 

Athens (Greece), incident solar irradiation 1170 kWh m-2 (yearly) 

MIN 1109 (-1%) 773 (-3%) 487 (-9%) 251 (-22%) 

RV 1121 799 537 319 

MAX 1138 (+2%) 857 (+7%) 612 (+14%) 402 (+26%) 

 

 

Fig. 9: Annual solar collector's simulation results under different operating and climatic conditions 

 

To sum up, differences in test boundary conditions (under the valid standard) are unlikely to cause any 

considerable difference in the simulated annual solar collector's energy output during the design stage for 

systems such as solar pool heating systems or solar domestic hot water systems. In contrast, the annual solar 

collector's energy output difference is much more significant under the collector's mean temperature between 

50 °C and 100 °C. Thus, for such systems (for instance, solar process heat systems), it is highly recommended 

that the boundary conditions under which the performance test was carried out be considered before performing 

the simulation analysis at the design stage. In any case, it is essential to emphasise that for such systems (with 

high operating temperatures), the differences in test boundary conditions will cause significant uncertainty in 

the energy simulation results. 
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5. Conclusion 

This paper investigated the effect of boundary conditions on the performance evaluation test results of glazed 

flat-plate collectors. Firstly, the reference boundary conditions and the investigated parameters were identified. 

Secondly, a series of experimental thermal performance tests were performed to investigate the effect of each 

parameter individually. Then, the minimum and maximum possible thermal performance characteristic curves 

were derived. Finally, a simulation analysis was performed to understand the effect of the test boundary 

conditions on a glazed flat-plate solar collector's thermal performance. The following conclusions can be made: 

• The experimental results demonstrated a negligible effect of solar irradiance and the heat transfer 

fluid flow rate (under the valid standard) on the solar collector's thermal performance. 

• In contrast, wind speed and collector tilt angle during the performance evaluation test considerably 

affect the obtained thermal performance characteristic curves. 

• The results showed that the difference in the test boundary conditions under the valid test standard 

would not cause any considerable difference in the solar system energy output simulation results 

performed at the design stage for the most common solar thermal system applications (pool heating, 

solar domestic hot water systems, and space heating).  

• Conversely, the differences in test boundary conditions could lead to significant disparities in energy 

output simulation results for high-temperature solar thermal applications, such as process heat. 
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Abstract 

Single-pass transpired solar air systems are one of the most cost-effective solar thermal technologies available in 

the market due to their simplicity and robustness. While most experimental work in this area deals with small 

samples, the present work evaluates the performance of a large-area transpired solar air collector operating under 

natural atmospheric conditions.  The collector array evaluated was unglazed and was equipped with a perforated 

metal  absorber panel through which air was drawn and heated during operation. The absorber surface was coated 

with a spectrally-selective Low-e coating. Tests were performed between December 2023 and March 2024 at the 

Canadian National Solar Test Facility (NSTF) located in Mississauga, ON, Canada. During monitoring, the 

thermal performance  of the installation was evaluated at two air flow rate conditions, typical of real installations. 

Although integrated into the building’s wall, the system was not connected to the building ventilation system to 

allow for continuous operation for the study. This provided a level of operational independence that is usually not 

possible in field evaluations. The present work presents the results of the experiment with an analysis of the 

collector’s efficiency as a function of ambient air temperature, wind speed and air flow rate.  

Keywords: transpired collector, solar air heating, ventilation, perforated collector, solar thermal 

1. Introduction 

Transpired solar air systems are one of the most cost-effective solar thermal technologies available in the market 

due to their simplicity and robustness. Initially developed in the 1990’s, several contributions in the literature have 

covered both theoretical and experimental investigations of the technology. Kutscher et al. (1991) developed an 

initial model with experimental validation through a small flat-plate sample. Brunger et al. (1999) evaluated 

several aspects of the technology, including description of demonstration projects, simulation and design tools and 

laboratory testing of small samples. Fleck et al (2002) measured the field performance of a large area transpired 

air collector, noting significant performance variation due to wind effects. However, the operational conditions 

related to suction air speed were not optimal during the experiments due to issues with one of the air blowers. 

Shukla et al (2012) reviewed the state-of-the-art of the technology.  

While small samples have frequently been used for experimental study, they carry an inherent disadvantage. For 

example, the suction of air through the transpired surface causes a reduction of the boundary layer thickness, 

causing a reduction in convection losses. This effect, however, is difficult to capture when testing small samples. 

Small samples, however, do carry the advantage of being tested under controlled conditions with solar and wind 

simulators.  

The motivation for the current work comes from a desire to better understand the performance of large scale 

transpired air solar collectors operating under real atmospheric conditions, and to study the relationship between 

small samples tested under steady-state conditions in simulated environments for rating purposes. The data 

captured during this investigation represents a significant source of information on the performance of these types 

of solar thermal collectors. This  paper is an initial analysis of selected samples taken from the monitored data. 
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2. Experimental Description 

2.1 Test System 

For this experiment, a large-area transpired air solar collector array was installed at the National Solar Test Facility 

(NSTF) located in Mississauga, Ontario, Canada. The installed collectors were equipped with a spectrally-

selective low-emittance  surface coating. The collectors followed the building wall orientation of 53° SE. Although 

integrated into the building wall, the system was not connected to the building ventilation system and was “single 

pass”. This provided a level of operational independence that is usually not possible in field evaluations.  

The focus of this study is the single collector array equipped with the spectrally selective absorber surface. The 

overall specifications of the selective absorber collector array studied in this paper are given in Table 1. A close-

up photograph of the perforated absorber surface is shown in Fig. 1. The cross-section surface profile and 

dimensions of the absorber sheet are shown, Fig. 2. Figures 3 and 4 show the collector array during and after 

installation.  

 Tab. 1: Solar Collector Array Specifications 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Cross-section profile and dimensions of the absorber sheet. 

 

 

 

 

 

 

 

 

 

Fig. 3: Transpired solar air collectors under construction at 

the Canadian National  Solar Test Facility. 

Collector Type Single-stage, unglazed, transpired 

absorber, air solar collector 

Collector coating Low-e Selective surface 
Gross dimensions 9.255 m W x 10.58 m H  (97.9 m2) 
Plenum depth 0.205 m 
Outlet Port Size  1.83 m W x 1.22 m H 

Absorber Aluminum sheet (0.75 mm) 

Absorptance, α 0.935 (SRCC, 2020) 

Emittance, ε 0.025 (SRCC, 2020) 

Fig. 4: Installed collectors. left: unglazed, selective 

surface model, right: two-stage black paint model.  

 

Fig. 1: Closeup of perforated aluminum selective surface. 
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2.2 Experimental configuration, Instrumentation and Data Acquisition 

The assembled collector array was instrumented to monitor solar and infrared radiation incident on the collector's 

surface, horizontal direct and diffuse solar irradiance, barometric pressure, ambient air temperature and humidity, 

and wind speed and direction, Fig. 5.  

During operation, outdoor ambient air was drawn through the solar collector's perforated absorber plate and 

directed through 20" diameter duct sections to the intake of a variable speed, centrifugal blower located in the 

building interior. The heated air exited the solar collector through an outlet manifold located in the upper periphery 

of the solar array. The outlet manifold directed the airflow through the building wall where the average outlet air 

temperature was measured by a 12-junction thermocouple array before it entered a flow nozzle to measure the 

volumetric flow rate. The pressure differential across the nozzle and duct air-temperature and pressure were 

recorded to calculate air mass flowrate.  Thermocouples were installed on the back surface of the solar collector's 

absorber plate, and the exterior and interior surface of the wall behind the collector to estimate heat transmission 

through the wall.  

Propeller/vane anemometers were installed on the rooftop and ahead of the panels to determine wind speed and 

direction. To measure total radiation (direct and diffuse) on the vertical wall, a PSP Pyranometer was mounted in 

the plane of the transpired panels, Fig. 6. A Precision infrared radiometer (PIR) was also mounted in the plane of 

the transpired panels. Global and Diffuse horizontal radiation were captured by an SPN1 Delta-T Pyranometer 

installed on a tower 15 m South of the panels.  An ultrasonic anemometer was also placed at 2.5 meters directly 

in front of the panels to measure the U, V, and W components of wind velocity, Fig. 7.  A temperature and humidity 

sensor was installed at ground level to measure local air properties at the site.  

All data was recorded by a PC running Windows 10® 

and LabVIEW 2020®. A "virtual instrument VI" was 

written specifically for the project. Values were stored 

at approximately 1-minute intervals during daylight 

hours and written as CSV (Excel) compatible data files 

for post analysis.  

An Agilent data acquisition unit attached to the PC 

recorded raw sensor signals. An SPN1 Pyranometer 

transmitted both global and diffuse radiation as text 

values through an RS232 interface at polled intervals 

directly to LabVIEW.  

The 3-axis ultrasonic anemometer components of the 

U, V, and W velocities were transmitted through an 

RS485 interface to the host computer/LabVIEW VI 

and captured at 4 Hz, then stored as daily numeric data 

files. The ultrasonic wind component values (U, V, W) 

were averaged over 1-minute intervals and stored. 

Analysis and processing of the recorded data was 

performed using an MS Excel spreadsheet. 

A photo of the interior of the building showing the wall directly behind the solar collector is shown in Figure 8. 

The ducting, hardware and measurement points are shown and numbered in the photo.  Volumetric flowrates 

through the solar collector could be varied using a Variable Frequency Drive (VFD) to control blower motor 

frequency.  Refer to Table 2 for the specifications of the indicated components. 

Fig. 5: Schematic of the experimental flow configuration, 

measurement points and instrumentation. Refer to Table 2 

for the specifications of the numbered instrumentation. 
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Fig. 7: 3-D Ultrasonic anemometer with 

direction of vectors U, V, and W relative to 

panel surface 

Fig. 6: Eppley PSP (15) and PIR (16) Pyranometers, 

ambient temperature sensors (20), and ultrasonic 
anemometer (13).  

 

Fig. 8: Ducting for the system on the interior of the building showing the flow configuration and instrumentation. 

Outlet of the collector is at the top (1) . See Table 2 for the instrument specifications associated with the number tags. 
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Tab 2: Equipment and Instrumentation List 

# Instrument/equipment Make/Model Range Accuracy* 

1 Collector outlet manifold  NA 1.83 m x 1.22 m - 

2 Thermocouple array 2x6 Type T, thermocouple  -25 to 50˚C ±0.5 K 

3 Static pressure selective Vaisala PTB110 800 to 1100 hPa ±0.3 hPa  

4 ∆ pressure selective Setra, model 264 0-250 Pa, 0-2.5 kPa ±1.0 % FS 

5 Venturi PIFS, MII# B14822 0.5 to 5 m3 s-1 ±0.5 % 

6 Blower NA - - 

7 Exhaust out of Bldg. NA NA - 

8 Wall temperatures Type T, thermocouple -25 to 50˚C ±0.5 K 

9 Blower speed control Lenze SMV 0 to 60 Hz - 

10 Data system Agilent 34972a - - 

11 Rooftop Wind monitor Young, model 5103L 1 to 100 m s-1, 360˚  ±0.3 m s-1, ±5° 

12 Tower Wind monitor Young, model 5103L 1 to 50 m s-1, 360˚  ±0.3 m s-1, ±5° 

13 Ultrasonic anemometer Young, model 81000 0 to 40 m s-1, 360˚ ±3 %, ±5°  

15 Wall Pyranometer Eppley PSP 0.285 to 2.8 µm ±3 % 

16 Infrared Radiometer Eppley PIR 4 to 50 µm ±5 Wm-2 

17 Nozzle inlet Temp. Type T, thermocouple  -25 to 50˚C ±0.5 K 

18 Horizontal Pyranometer Delta T SPN1-A3925 0.4 to 2.7 µm ±8 % 

19 Temperature/humidity Vaisala HMP155 
-80 to 60oC 

0 to 100% RH 
±1 %  

20 Ambient temperature Type T, thermocouple -25 to 50˚C ±0.5 K 

Note*: accuracy stated for typical operating conditions.  

3. Results 

3.1 Analyses of Results 

Tests were performed from the 18th of December 2023 to the 24th of March 2024. Part way through the test period, 

the flowrate through the collector was adjusted to investigate the effects of array flow rate and suction velocity 

through the absorber surface. For this current study, specific clear days from the complete monitoring dataset were 

selected for detailed study. Each of the days selected was analyzed to determine the instantaneous power output 

over the course of daylong periods and to determine the total energy delivered during the day. Values of 

instantaneous and average daily efficiency were calculated. To determine the solar collector net power output, 

�̇�𝑐𝑜𝑙 was calculated accounting for positive or negative heat gain through the back wall of the building, i.e.,  

�̇�𝑐𝑜𝑙  = ( �̇� ⋅ 𝐶𝑝𝑚 ⋅ Δ𝑇) − �̇�𝑤𝑎𝑙𝑙,  (W) (eq. 1) 

 
where �̇� is the air mass flowrate (kg s-1), 

𝐶𝑝𝑚 = Specific heat capacity of moist air (kJ kg-1K-1) 

Δ𝑇 = 𝑇𝑜𝑢𝑡 − 𝑇𝑎, (K)    (eq.  2) 

where 𝑇𝑜𝑢𝑡 is the temperature of the air exiting the collector (oC), and 

𝑇𝑎 is the temperature of the ambient air entering the collector (oC). 

�̇�𝑤𝑎𝑙𝑙 is the rate of heat transmission through the building wall into the solar collector air channel due to 

building heat loss. 

�̇�𝑤𝑎𝑙𝑙 = 𝑈𝑤𝑎𝑙𝑙 ⋅  𝐴𝑐𝑜𝑙 ⋅ (𝑇𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 − 𝑇𝑒𝑓𝑓),   (W)  (eq.  3) 

𝑈𝑤𝑎𝑙𝑙 is the thermal conductance of the wall (0.6 W m-2 K-1, (Coenen, 2016), 𝐴𝑐𝑜𝑙 is the collector surface area 

(97.9 m2), and (𝑇𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 − 𝑇𝑒𝑓𝑓) is the temperature difference between the building interior and the effective air 
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temperature in the solar collector air channel (K). Daily values of collected energy were calculated by numerically 

integrating the measured data over the course of daylong periods, i.e., 

𝑄𝑑𝑎𝑦 =
1

1000
· ∫ �̇�𝑐𝑜𝑙 𝑑𝑡

𝑠𝑢𝑛𝑠𝑒𝑡

𝑠𝑢𝑛𝑟𝑖𝑠𝑒

       (eq.  4) 

where 𝑄𝑑𝑎𝑦 is the total solar energy delivered to the building over a daylong period in kJ or  expressed in kWh as 

 𝑄𝑑𝑎𝑦,𝑘𝑊ℎ = 𝑄𝑑𝑎𝑦/ 3600.  

It is important to determine the collector array's thermal efficiency to allow product comparisons and design 

improvements. The instantaneous efficiency (expressed as a percentage) for the solar collector was calculated as: 

η𝑤𝑎𝑙𝑙 = 100 ·
�̇�𝑐𝑜𝑙

(𝐺𝑖 + 𝑀𝑠) ∗ 𝐴𝑐𝑜𝑙
 

(eq.  5) 
 

where 𝐺𝑖 = Total incident solar radiation on the surface of the collector (W m-2), and 

𝑀𝑠 = Net radiant emissive power from the surface of the solar wall (W m-2). 

It is worth noting that the calculated value of 𝑀𝑠 was effectively zero due to the fact that the solar collector's 

emittance was very low (0.025) and the surroundings adjacent to the installation were usually snow covered during 

the monitoring period. 

The daily efficiency for the solar collector wall was calculated as a percentage, i.e., 

η𝑑𝑎𝑖𝑙𝑦 = 100 ·
𝑄𝑑𝑎𝑦

(𝐻𝑖/1000) ∗ 𝐴𝑐𝑜𝑙
 (eq.  6) 

where 𝐻𝑖 is the total irradiance striking surface of the solar collector absorber over the course of a day in  J m-2. 

3.2 Experimental Results 

For this current study, specific days were chosen for detailed analysis, representative of the solar collector's 

performance at two system flow rates. Typical results for one of the days  (March 23rd, 2024) are shown below in 

Figures 8 to 11. The flow rate through the solar collector was a nominal 2.65 ±0.05 kg s-1 and the wind speed was 

0.9±0.3 m s-1 on that day. Figure 9 shows the variation of collector efficiency over the day. The plot shows 

unrealistic solar efficiencies in the early morning, most likely due to heat transmission through the building wall 

when the solar radiation was very low.  The rise in effective efficiency later in the day is most likely due to the 

release of stored heat in the collector and building wall. The plots shown for the 23rd show the effects of the 

collector's orientation directed to the east of south (53o SE), Fig. 10.  This explains why solar irradiance on the 

wall is skewed toward the morning hours, while the global horizontal irradiance is centered around "solar" noon. 

Solar irradiance on the wall suddenly drops to a low value as the sun moved behind the building's wall.  

 

 

 

 

 

 

 

 

 

 Fig. 9: Apparent Solar collector  Efficiency as measured over March 23, 2024.  
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Figures 11 shows the daily variation of collector inlet and outlet temperatures, and Figure 12 shows the 

corresponding power output of the collector and cumulative energy.  
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Fig. 10: Solar Irradiance measured over the course of March 23rd, 2024 
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Fig. 12: Cumulative energy and power measured over the course of March 23rd, 2024 

Fig. 11: Inlet and outlet temperatures for the solar collector as measured over the course 

of March 23rd, 2024. The ambient air temperature in front of the solar collector is taken 

as the inlet temperature. 
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A good indication of instantaneous collector efficiency may be obtained by taking the values when the solar 

collector is operating in a  more steady-state condition centered around the peak irradiance time period, e.g., 

between 10:00 and 11:00 am. Considering this region shown in Figure 9, the collector efficiency is seen to be 

above 80%. This high value is indicative of the low convective loss as ambient air is drawn through the collector 

and the Low-e absorber coating that reduces thermal radiation exchange with the surrounding environment. As 

the temperature of the solar collector increased over the day, the rate of heat transmission through the wall was 

reduced to insignificant values. 

3.2.1 Daily Energy Delivered and Daily Collector Efficiency for Selected Days 

To further illustrate the performance of the collector array, total energy delivered over the course of the day was 

calculated for 5 days with high solar irradiance (i.e., clear days). The daily solar energy delivered to the building 

and average daily efficiency for the 5 days is given in Table 3 and plotted in Figures 13 and 14.  

 
Tab. 3: Summary of energy production and efficiency for clear days 

High Solar 

Days 

Average Daily 

Ambient Air 

Temperature (°C) 

Average solar 

Irradiance on solar 

collector (W m-2) 

Array Energy 

Production over 

Day (kWh) 

Average 

Daily 

Efficiency 

Average 

Flow Rate 

Kg s-1 m-2 

23-Mar -0.5 487 551 82% 2.70 

24-Mar -2.5 584 454 85% 2.75 

13-Mar 16 383 413 83% 2.50 

15-Jan -10 471 270 70% 2.44 

26-Feb 5.8 596 328 81% 3.83 

11-Mar 4.20 544 317 70% 2.33 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13: Summary of energy production for selected clear days 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 14: Summary of collector efficiency for selected clear days 
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4. Discussion of Results 

From the limited results shown if this paper, it is evident that transpired solar air systems operate at high efficiency 

when drawing ambient air. This is particularly advantageous if industrial or institutional applications require large 

quantities of fresh air. Currently there are no widely accepted test protocols to evaluate large-scale transpired solar 

collectors. In their absence, small scale samples have been tested under standard laboratory conditions allowing 

products to be listed for sale in certain jurisdictions. 

 

In the case considered, a scaled version of the transpired solar collector with low emittance absorber was 

previously tested under laboratory conditions (SRCC, 2020, Fraunhofer, 2020) in a solar simulator facility. Tests 

were conducted under steady-state conditions according to the general requirements of ISO 9806. Consequently, 

these test conditions imposed during this standard test sequence, differed from those experienced in the field 

installation, including the ambient and inlet temperatures, solar irradiance intensity, and wind direction and 

velocity and characteristics (e.g., turbulence). A summary of the major differences between the standard test 

sequence and the test conditions experienced during this field trial are given below in Table 4.  

Tab. 4: Comparison of test ISO- 9806 test conditions with large-scale tests  

ITEM 
ISO 9806 Standard Laboratory 

Test Sequence 

NSTF large-Scale 

collector 

Angle of tilt 45 ˚ to horizontal Vertical 

Infrared losses/gains Higher effective sky temp due to 

simulator lamps and surroundings 

temperatures 

Colder effective sky 

and surroundings 

temperatures 

Wind direction Scroll up from bottom of collector Random, Turbulent 

Ratio of Aperture to 

Gross collector area 

Aperture = 2.43, Gross= 2.56 m2 

 (Ratio = 0.95) 

Negligible 

Area of panel Small,  2.56 m2 Large, 98 m2 

Ambient air 

temperature 

298 K (25oC) 253 to 293 K   

(-20 to 20oC) 

 

The monitored test data obtained at the National Solar Test Facility show that the flow conditions adjacent to the 

large solar collector array were highly complex, with the various components of the air flow velocity varying 

rapidly in time, consistent with a turbulent flow condition. An example plot of air flow direction and velocity is 

shown in Figure 15, as measured using the three-axis ultrasonic wind transducer located at approximately 2.5 

meters from the solar collector surface. The effects of turbulence intensity on unglazed transpired solar air 

collectors have been investigated in earlier studies (Fleck et al., 2002) and will be the focus future studies based 

on the data measured on the large collector array at the NSTF. The full wind data set was recorded at high 

frequency (4 times per second) to capture the rapid changes in velocity. It is also expected that the effects of wind 

on solar collector performance will depend on the air flow velocity through the solar collector as higher suction 

velocities at the surface may also affect boundary layer development and heat loss from the collector surface. 
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Fig. 15: Plot of 1-minute averages of the vector components of wind speed, as measured with the 3-axis ultrasonic 

wind transducer located in front of the collector surface, shown for a one hour-long period,  i.e., 12 to 1 pm on  

January 15th, 2024. The vector sum is also shown,  labeled 3D, and calculated as the root-mean square of the three 

velocity vectors. This plot illustrates the variability of the wind direction and velocity adjacent to the test wall. 
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4.1 Comparison with Previous Test Data 

As an initial comparison, the NSTF monitored data was compared with standard laboratory results published by 

SRCC (SRCC, 2020) and based on tests conducted on a scaled collector sample according to the general 

requirements of the ISO 9806 (ISO 9806, 2017) test procedure. To facilitate this comparison, NSTF outdoor data 

was selected from “high irradiance” and “quasi-steady-state” periods at near-normal incidence angles. As ambient 

air temperatures were not the same, the data was compared to a performance characteristic derived from the 

laboratory test results and plotted as a function of the temperature difference between ambient inlet air temperature, 

Ta, and the average of the collector inlet and outlet air temperatures, Tm.  

 

The results of this comparison are show in Figure 16, where the solid line indicates the approximate performance 

characteristic derived from the laboratory testing of the scaled sample (SRCC, 2020). The data points shown on 

the graph were derived from the NSTF monitored data taken on the large-scale solar collector. It may be seen that 

at higher flow rates and lower values of (Tm-Ta) the results correspond well. However, at higher values of (Tm-

Ta) the output per unit area for the large-scale collector are higher than the laboratory derived result. These results 

suggest that the airflow associated with wind velocity around the large-scale collector differ from those 

experienced during laboratory testing. As well, the large-scale collector would have lower edge effects including 

heat losses, when compared to the small sample. One would expect that at higher collector flowrates through the 

perforated absorber plate, heat transfer would be greater, but the overall temperature rise, and resultant Tm would 

be lower. This would increase overall efficiency but at the cost of a lower delivery temperature to the building. 

 

 
 

Fig. 16: Comparison of data selected from the large collector test at the NSTF with a performance 

characteristic derived from standard test results conducted on scaled samples (SRCC, 2020).  

5. Conclusions 

An extensive data set on the performance of a large scale transpired air solar collector has been collected under 

real atmospheric conditions. High level monitoring and data acquisition was used to record both the atmospheric 

and thermal performance data. The preliminary results have shown that the transpired collector with low emittance 

absorber coating can achieve high thermal efficiency while delivering solar preheated air.  

 

The preliminary results indicate that differences in predicted performance exist between the large-scale 

installations and tests conducted on scaled samples and these increase at higher values of (Tm-Ta). 

 

While this project has obtained significant data on the performance of transpired solar collectors, additional 

analysis is required to fully quantify the effects of the various variables. The results also indicate that the 

development of an appropriate test standard for transpired solar air collectors should be undertaken. With this in 

mind, a future endeavour will focus characterizing the performance of the large-scale transpired collector 

installation through regression analysis conducted on the monitored data, similar to that proposed for outdoor 

dynamic testing liquid-based solar collectors in ISO 9806.   

 
L. Mesquita et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

756



 

6. Acknowledgments 

The authors gratefully acknowledge the financial support of Natural Resources Canada through the Office of 

Energy Research and Development – Energy Innovation Program (EIP).  

7. References  

Brunger, A.P., Cali, A., Kutscher, C.F., Dymond, C.S., Pfluger, R., McClenahan, D., Kokko, J. and Hollick, J., 

1999. Low cost, high performance solar air-heating systems using perforated absorbers. IEA International 

Energy Agency Solar Heating and Cooling Task 14 report – Air Systems Working Group.  

Coenen, M., Exova Canada Inc., NRCan Report, 2016. Evaluation of Foam Insulation from the NSTF Lab Wall 

for Thermal Properties in Accordance with ASTM C518-15. 
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Abstract 

Transpired air solar collectors are often used to preheat ventilation-air in commercial buildings. Outdoor air is 

drawn through a perforated, unglazed metal absorber and delivered to a building space in a single pass. Until 

recently, high-emittance absorber coatings were commonly used, making them susceptible to radiant thermal 

losses to the surrounding environment. The recent development of durable, low-emittance coatings has allowed 

manufacturers to offer these surfaces on their unglazed products. This study compares the performance of two 

transpired solar air collectors: one with a high-emittance absorber coating and the other with a low-emittance 

coating. Results indicate that, the low-emittance surface coating significantly increased both the efficiency and 

delivery air temperature compared to the collector with the high-emittance surface coating.   

Keywords: Unglazed Transpired Solar Air Collector, Low-emittance Absorber  

 

1. Introduction 

The use of transpired solar collectors to preheat ventilation-air represents one of the most cost-effective solar 

energy applications. Primarily used on commercial buildings, outdoor air is drawn through a perforated, 

unglazed metal absorber and delivered to a building space in a single pass (Badache et al. 2013). Until recently, 

high-emittance absorber coatings were commonly used, making them susceptible to radiant thermal losses to 

the surrounding environment. However, the development of durable, low-emittance coatings has allowed 

manufacturers to offer these surfaces on their unglazed products. This study compares the thermal performance 

of two transpired solar air collectors: one with a high-emittance surface coating as a baseline and the other 

with a highly spectrally selective low-emittance coating. 

Geometrically identical collector samples were installed side-by-side on a south-facing vertical wall and 

operated under natural environmental conditions during 2023 and 2024’s winter. Both collectors were operated 

under typical airflow conditions, and ambient and collector temperatures, incident solar energy and wind 

intensity were monitored in real-time.  Shukla et al (2012) reviewed the state-of-the-art of the technology.  

2. Description of Experimental Measurements 

Geometrically identical collector samples were installed side-by-side on a south-facing vertical wall and 

operated under natural environmental conditions during the winter of 2023 and 2024. Both collectors were 

operated under typical airflow conditions, and ambient and collector temperatures, incident solar energy and 

wind intensity were monitored in real-time.   

2.1 Test Samples  

The two collectors used in the test were constructed of commercially available, unglazed transpired solar 

thermal air collector panels with perforated aluminum absorber plates. The panels were attached to identical 

insulated boxes specially constructed by the manufacturer for this study. The assembled test samples were 

identical except for the surface coatings. One used a non-selective painted surface (SRCC, 2016), and the other, 
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a (0.025) low-emittance surface coating, (SRCC, 2020; Fraunhofer, 2020).  The thermal-optical properties and 

dimensions of the two samples tested are given in Table 1. Figure 1 shows the cross-section profile dimensions 

of the test samples’ absorber sheets.  A close-up view of the absorber surface of the selective absorber surface 

showing the surface perforations for airflow is shown in Figure 2. Both collector samples had identical absorber 

geometries and perforations.    

The collectors were mounted vertically on a south-facing wall, Fig. 3. A 5 cm rigid foam insulation was placed 

behind each collector to reduce heat loss through the back surface.  

Tab. 1: Properties of samples tested 

Sample  Absorptance, α Emittance, ε Base material 

(0.75 mm thick) 

Dimensions 

 (L x W x H)  

Selective  0.935 0.025 Perforated 
Aluminium 

sheet 

2.44 x 1.03 x 
0.20 (m) 

Non-
selective 

0.95 0.95* Perforated 
Aluminium 

sheet 

2.44 x 1.03 x 
0.20 (m) 

*Note. Estimated value 

 

 

 

 

 

 

Fig. 1: Cross-section profile dimensions of the test samples’ absorber sheets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig. 2: A close-up view of the absorber surface 

showing the surface perforations for airflow 

Fig. 3: Collectors mounted vertical on the 

building’s south-facing wall. 
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2.2 Experimental Configuration and Instrumentation   

During testing, the collectors were mounted vertically on a south-facing wall at the Solar Calorimetry 

Laboratory, Queen’s University, located in Kingston Ontario. Canada (44.23° N, 76.49° W).  The 

geometrically identical collector samples were installed side-by-side on a south-facing vertical wall and 

operated under natural environmental conditions during the winter of 2023 and 2024. Both collectors were 

operated under the same airflow conditions. Ambient and collector temperatures, collector volumetric flowrate, 

incident solar energy, barometric pressure and wind intensity were monitored in real-time.   

Each solar collector sample was connected to a separate air-flow circuit, instrumented to measure the 

instantaneous power output of each sample, Fig. 4. All instrumentation had current calibration certifications, 

traceable to secondary standards. During operation ambient air was drawn through the collectors” perforated 

absorber plates by centrifugal blowers.  Various flowrates could be set by varying the blower’s speed using 

variable frequency (VFD) controls. 

Air exited each solar collector through a 10 cm diameter opening located at its top-center, through the wall and 

into a blower.  Inside the building, temperature & humidity sensors and laminar flow elements were used to 

measure collected energy.  

11
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Fig. 4: Schematic of the of one of the test flow circuits showing monitoring points  

With this setup, the incoming air was directed through the sensors and the laminar flow element, and into a 

temperature-controlled space, Fig. 4. Two pyranometers were mounted vertically between the collectors to 

measure solar radiation and two ultrasonic wind transducers were mounted vertically, parallel with the 

collector surface. An additional ultrasonic sensor was mounted in front of the collectors, to measure ambient 

air temperatures, wind speeds, and wind direction.  In addition, there was a propeller anemometer placed 

approximately 15 m from the collectors to measure the overall wind speed at the test location.  

All experimental data for both systems was recorded in real time ever 30 seconds with a Campbell Scientific 

CR1000 data acquisition system.  Campbell Scientific data acquisition software Loggernet IV® was used to 

process and display the data in real time, Fig. 5.  

The collectors were monitored over multiple days and weather conditions during the months of March and 

April 2023, and the winter of 2024. The two collectors were set to run at different air flow rates consisting of 

45 CFM, 80 CFM, 105 CFM, and 185 CFM. Data collected during this time was analyzed to compare the 

thermal performance of the non-selective and selective surface collectors. 

Legend 
1. Transpired collector panel,  

2. Collector exit pipe through wall 

3. Vaisala temperature and humidity sensor,  

4. Variable speed centrifugal blowers  

5. Laminar flow element and differential 

pressure transducers 

6. Exhaust to room 

7. PSP pyranometer to measure incident solar 

irradiance 

8. Ambient air temperature sensor 

9. Ultrasonic 2-D air speed sensor to measure 

wind speed parallel to collector surface 

10. Ultrasonic 2-D air speed sensor to measure 

horizontal wind speed  

11. Temperature controlled room 
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Fig. 5: Screenshot of data monitoring software 

3. Results & Discussions 

3.1 Analyses of Results 

Tests were performed from the 18th of December 2023 to the 24th of March 2024. During the monitoring 

period, the flowrate through the collectors was adjusted to investigate the effects of array flow rate and suction 

velocity through the absorber surface. To compare the performance of the solar collectors, the raw data for each 

collector was processed in MS Excel to determine the instantaneous power output over the course of daylong 

periods and to determine the total energy delivered during the day. Values of instantaneous and average daily 

efficiency were calculated. To determine the solar collector net power output, �̇�𝑐𝑜𝑙 was calculated accounting 

for positive or negative heat gain through the back wall of the building, i.e.,  

�̇�𝑐𝑜𝑙  = ( �̇� ⋅ 𝐶𝑝𝑚 ⋅ Δ𝑇) (W)             (eq. 1) 

 
where �̇� is the air mass flowrate (kg s-1), 

𝐶𝑝𝑚 = Specific heat capacity of moist air (kJ kg-1K-1) 

Δ𝑇 = 𝑇𝑜𝑢𝑡 − 𝑇𝑎, (K)                 (eq.  2) 

where 𝑇𝑜𝑢𝑡 is the temperature of the air exiting the collector (oC), and 

𝑇𝑎 is the temperature of the ambient air entering the collector (oC). 

The values of 𝐶𝑝𝑚, �̇� and the density of air were calculated at the average temperature of the air 

entering and exiting the solar collectors.  

Daily values of collected energy were calculated by numerically integrating the measured data over the course 

of daylong periods, i.e., 

𝑄𝑑𝑎𝑦 =
1

1000
· ∫ �̇�𝑐𝑜𝑙 𝑑𝑡

𝑠𝑢𝑛𝑠𝑒𝑡

𝑠𝑢𝑛𝑟𝑖𝑠𝑒

         (eq.  3) 

where 𝑄𝑑𝑎𝑦 is the total solar energy delivered to the building over a daylong period in kJ or  expressed in kWh 

as 

 𝑄𝑑𝑎𝑦,𝑘𝑊ℎ = 𝑄𝑑𝑎𝑦/ 3600.  
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The instantaneous efficiency (expressed as a percentage) for the solar collector was calculated as: 

η𝑤𝑎𝑙𝑙 = 100 ·
�̇�𝑐𝑜𝑙

(𝐺𝑖) ∗ 𝐴𝑐𝑜𝑙
 

(eq.  4) 
 

where 𝐺𝑖 = Total incident solar radiation on the surface of the collector (W m-2), and 

The daily efficiency for the solar collector wall was calculated as a percentage, i.e., 

η𝑑𝑎𝑖𝑙𝑦 = 100 ·
𝑄𝑑𝑎𝑦

(𝐻𝑖/1000) ∗ 𝐴𝑐𝑜𝑙
 (eq.  5) 

where 𝐻𝑖 is the total irradiance striking surface of the solar collectors’ absorber over the course of a 

 day in  J m-2. 

3.2 Experimental Results 

Day-long periods were selected from the full data set for detailed analysis and the results. Example plots of 

power output for each collector non-selective (high-emittance) and selective absorbers (low-emitance) are 

plotted for both a clear and overcast day in Fig. 3 and Fig. 4. 

 

 

 

 

 

 

 

 

 

 

 

To evaluate how the selective and non-selective solar collectors performed, the daily energy delivered by the 

two collectors was compared under four different flow rates: 45 CFM, 80 CFM, 105 CFM, and 185 CFM. 

Plots showing the daily energy delivered by each of the collectors is compared for different air flow rates are 

shown below in Figs. 8 to Fig. 15.  The ratio of the energy delivered by the low-emittance collector relative to 

the non-selective collector are also shown  
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Fig. 7: Delivered Power vs Time for Cloudy Day, April 11, 

2023, ambient air temperature = 8oC, (9:00 am to 5:00 pm) 
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Fig. 8: Comparison of collector energy delivered  

per day at 0.02 m3s-1 (45 CFM) or 0.0084 m3s-1m-2   

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10: Comparison of collector energy delivered  

per day at 0.038 m3s-1 (80 CFM) or 0.015 m3s-1m-2   

 

 

 

 

 

 

 

 

 

 

 

Fig. 12: Comparison of collector energy delivered  

per day at 0.050 m3s-1 (105 CFM) or 0.02 m3s-1m-2   
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Fig. 11: Ratio of daily energy delivered for collector 

with selective absorber coating (i.e., low-emittance) 

relative to the non-selective (i.e., high-emittance) 
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Fig. 15: Ratio of daily energy delivered for collector 

with selective absorber coating (i.e., low-emittance) 

relative to the non-selective (i.e., high-emittance) 
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Fig. 14: Comparison of collector energy delivered  

per day at 0.087 m3s-1 (185 CFM) or 0.035 m3s-1m-2   

 

In addition to the daily energy delivered, the efficiencies of the two solar air collectors are also compared 

with respect to the air flow rates, as illustrated in Figs. 16 and 17. The data used for the efficiency calculation 

were taken from clear sky sunny days, with the time frame at noon when the solar incidence angle is at its 

minimum. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 16: Efficiencies of the two Solar Air Collectors at different Flow Rates 

 

 

Fig. 17: Efficiencies of the two Solar Air Collectors at different Flow Rates (Average Values) 

4. Conclusion 

By comparing the energy delivered by the two solar air collectors, results indicated that the solar air collector 

with the low- emittance surface coating operated at higher efficiency and delivered air at higher temperature 

as compared to the collector with high-emissivity coating. Specifically, depending on operational conditions, 
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the energy ratios of the two collectors show that the solar collector with low emissivity surface coating 

delivered approximately 1.2 - 1.5 times the energy as the identical non-selective collector. 
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Abstract 

The effect of the thermal efficiency of hybrid photovoltaic – thermal (PVT) collectors was evaluated in system 

simulations where PVT collectors were used as source for a heat pump. The demand represented space heating 

and domestic hot water usage for a single-family house located in Denmark. With the presented system and 

demands it turned out that the value for the optical performance of the thermal absorber for the PVT collector 

had only marginal effect on the overall yearly system performance. An increase of the heat loss coefficient 

from 14.5 W m-2 K-1 to 58 W m-2 K-1 resulted in 1.7% higher electricity production of the solar cells due to 

lower PVT collector temperatures and 2% less electricity purchased from the grid due to higher COP in the 

heat pump caused by higher inlet temperatures to the heat pump in periods without solar radiation. The main 

effect of varying the different thermal characteristics was the minimum temperatures in the PVT collectors, 

which affect the heat pump performance and COP. The largest risk is that the brine temperature at the inlet to 

the heat pump will drop below the limits of the heat pump causing it to switch off and run only on direct 

electrical heating.   

Keywords: : PVT assisted heat pump, system performance, thermal efficiency, Polysun simulation.  

1. Introduction 

Hybrid photovoltaic – thermal (PVT) collectors can be used as source for liquid/liquid heat pumps in heating 

systems in buildings (Dannemand et al., 2017). Benefits of using PVT collectors as the source for the heat 

pump include potential synergistic effect of combining PV and thermal collectors, better usage of limited roof 

space, potentially increased electrical output of solar cells due to cooling, avoiding noise from a ventilator in 

an air to water heat pump system, lower installation cost compared the ground sourced heat pumps, high heat 

pump efficiency without a soil based loop and better esthetics (Dannemand et al., 2020a).  

The desired characteristics of the PVT collectors, when used as a source for the heat pump, will be different 

compared to the desired characteristics of traditional solar thermal (PVT) collectors where high efficiency and 

high temperatures are beneficial. When the PVT collector is the main source of the heat pump, it will operate 

in periods without solar radiation e.g. during night time to cover the heat demand (Dannemand et al., 2017). 

Therefore, insulation and front glass covers are no go in order to extract as much heat from the surrounding 

ambient air as possible when the sun does not shine. The mean collector temperature will be below the ambient 

air temperature during periods without significant solar irradiance e.g. at night. In this case the optical 

efficiency is less relevant and the “heat loss coefficient” from the collector efficiency expression will be the 

most influential parameter governing the heat gain to the collector.   

As with all heating systems, low-cost components and systems are desired (Sifnaios et al., 2021). Potentially 

simple, less efficient collectors, produced at lower cost, can work well as source for heat pumps (Dannemand 

et al., 2020b)  

Utilization of PVT panels in systems for heating with or without heat pumps has been the focus of the IEA 

SHC task 60 in the years 2018 to 2020 (Hadorn, n.d.).  

2. Aim and scope 

Current research aims to elucidate how the thermal characteristics, optical efficiency and heat loss coefficient, 
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of a PVT collector will affect the yearly performance of a PVT heat pump system. Further, the relation between 

the PVT collector area and the thermal performance is elucidated. Apart from the thermal performance, 

emphasis is placed on the temperatures in the PVT collectors because some liquid-liquid heat pumps have a 

relatively narrow allowed temperature span for inlet to the evaporator which may cause the heat pump to go 

to fail mode and run on direct electricity when the inlet temperature drops below a limit.  

3. Method 

The simulation software Polysun was used to perform parameter variations for optical efficiency and heat loss 

coefficient in a PVT assisted heat pump system. The performance evaluation was based on the yearly values 

of how much electricity was produced and how much was purchased from the grid. Besides the electrical 

consumption over the year, the temperature in the PVT collectors was evaluated in order to assess if the inlet 

temperature of the brine to the heat pump exceeded the limit of the heat pump. 

The simulated demands of the building were 10.000 kWh per year for space heating, 2600 kWh for domestic 

hot water and 3500 kWh for electrical appliances. Weather data for Copenhagen, Denmark was used. The 

characteristics of a “Delta” heat pump from the manufacturer Metro Therm was applied. This heat pump has 

been developed with PVT collectors in mind to allow for a temperature range of the brine from -15 ⁰C to 50 

⁰C. The Delta heat pump has a nominal capacity of 4.7 kW and is suitable for smaller houses. Fig. 1 shows the 

schematics of the PVT heat pump system. 

 

Fig. 1: Schematic of PVT heat pump system in Polysun. 

The system had buffer tanks of 100 liters for domestic hot water and in the space heating loop. A 10 m2 PVT 

collector area was used for the simulation in the reference model. The panels are facing south with a tilt of 45°. 

The PVT collector model in Polysun does not account for condensation on the collector surface and possible 

ice formation on the collector when brine fluid is below 0 ⁰C, therefore this effect is not considered in the 

analysis. Eq.1 shows the collector efficiency expression based on the ISO 9806 standard terminology where 

only the coefficients that are used in Polysun are included.  

�̇� = 𝐴𝐺 [𝜂0,𝑏𝐾𝑏(Θ𝐿, Θ𝑇)𝐺𝑏 − 𝑎1(𝜗𝑚 − 𝜗𝑎) − 𝑎3𝑢 (𝜗𝑚 − 𝜗𝑎) + 𝑎4(𝐸𝐿 − 𝜎𝑇𝑚
4 ) −

𝑎5 (
𝑑𝜗𝑚

𝑑𝑡
) − 𝑎6𝑢𝐺 − 𝑎7𝑢(𝐸𝐿 − 𝜎𝑇𝑚

4 )]              (eq. 1) 

 

In Polysun other terminology for the coefficients is used as shows in Tab. 1.  

Tab. 1 shows the applied characteristics of the PVT panel in the reference model and for the variations. The 

characteristic of the reference panel represents an uninsulated PVT collector or PVT WISC. The effects of the 

optical efficiency Eta0 and the heat loss coefficient b1/b3 were evaluated separately in the parameter analysis. 

 

 
E. Nielsen et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

767



 
 Tab. 1: Reference and variations for PVT collector characteristics for parameter variation. 

Thermal efficiency 

coefficient 

Unit Reference 

value 

Variation 

1 

Variation 

2 

Variation 

3 

ISO 9806  Polysun 

η0  Eta0 

(turbulent) 

- 0.55 0.33 0.77 - 

a1 b1  W m-2 K-1 14.5 7.25 29 58 

a3 b2 W s m-3 K-1 4.5 2.25 9 18 

The PV STC nominal efficiency was 0.21. 

PVT collector area variations between 5 m2 and 40 m2 were used. 

4. Results 

4.1. Optical efficiency 

Increasing Eta0 from 0.55 to 0.77 resulted in 2.2 % (45 kWh) less electricity production; 0.5 % (50 kWh) 

higher thermal energy to the system and 0.5% (26 kWh) more electricity purchased from the grid.  

Reducing Eta0 from 0.55 to 0.33 resulted in 1.1% (21 kWh) higher electricity production; 0.5% (48 kWh) less 

thermal energy to the system and 0.1 % (7 kWh) less electricity purchased from the grid. Fig 2 shows the 

energy amounts as functions of Eta0. 

 

 
Fig. 2: Energy as a function of optical efficiency. 

 

Fig 3 shows the simulated PVT collector temperatures. It can be seen that the minimum temperature is not 

affected by Eta0 but the maximum temperature is dependent on Eta0 especially in the summer months. Eta0 

of 0.77 resulted in a maximum temperature in the PVT panel exceeding 50 ⁰C, which is the limit for the heat 

pump considered in these simulations.  
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Fig. 3: Minimum and maximum temperatures in the PVT collector for different optical efficiencies. 

4.2. Heat loss coefficient 

Increasing the heat loss coefficient A1 from 14.5 W m-2 K-1 to 58 W m-2 K-1 resulted in 6 % (576 kWh) higher 

thermal energy to the system, due to better performance in periods without solar radiation; 1.7 % (35 kWh) 

higher electricity production of the solar cells due to lower panel temperature and 2 % (110 kWh) less 

electricity was purchased from the grid. Fig 4 shows the energy amounts for different heat loss coefficients. 

 
Fig. 4: Energy as function of heat loss coefficient. 

 

Fig. 5 shows the minimum, mean and maximum temperatures in the PVT collector for various heat loss 

coefficients during operation over the year. It indicates that a low heat loss coefficient may increase maximum 

temperatures and reduce minimum temperatures exceeding the limits of the heat pump. 

-20

-10

0

10

20

30

40

50

60

70

jan feb mar apr maj jun jul aug sep okt nov dec

Te
m

p
er

at
u

re
 [
⁰C

]

PVT temperature - Eta0 variation

0.55 min

0.33 min

0.77 min

0.55 max

0.33 max

0.77 max

0.55 mean

0.33 mean

0.77 mean

0

2.000

4.000

6.000

8.000

10.000

12.000

0 10 20 30 40 50 60 70

En
er

gy
 [

kW
h

/y
ea

r]

Heat loss coefficient (a1) [W m-2 K-1]

Energy as function of heat loss coefficient

Solar heat to system PV yield Net el. from grid

 
E. Nielsen et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

769



 

 

Fig. 5: Minimum and maximum temperatures in the PVT collector for different heat loss coefficients. 

Considering the yearly thermal performance, it is desired to have a low optical efficiency and high heat loss 

coefficient, quite the opposite of what is desired for a traditional solar heating system.  

4.3. Collector area 

Fig. 6 shows the net purchased electricity from the grid over the year as a 2function of the PVT 

panel area. With approximately 29 m2 PVT, the purchased and sold electricity to and from the 

grid balances out over the year, however, in this scenario, a majority of the needed electricity in 

the winter period is purchased from the grid and a large amount of PV generated electricity is sold 

to the grid in the summer period. The optimal PVT collector area depends on the electricity price 

and the feed in tariffs. With the current prices the economically optimal PVT area is likely a 

smaller PVT area due to very low feed in tariffs. 

 

Fig. 6: Net purchased electricity from the grid as function of PVT collector area. 

Comparing the PVT collector temperatures in systems with different PVT collector areas showed that the 

maximum temperature in the PVT array was not affected by the collector area. The mean and minimum 

temperatures were however highly affected by the PVT collector area. This indicates that for a given heat 

demand and a given heat pump there is a minimum collector area which is required to avoid that the 
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minimum limit of the brine will be reached for the heat pump. Fig. 7 shows the minimum, mean and 

maximum temperatures in the PVT collectors for different collector areas.  

 

Fig. 7: Minimum, mean and maximum temperatures in the PVT collector for different collector areas. 

 

Fig. 8 shows a comparison of PVT collector temperatures of the reference 10 m² PVT system compared to a 5 

m2 array with double heat loss coefficient. It shows that with a higher heat loss coefficient even a 5 m² PVT 

area may be sufficient as source for the heat pump and will not exceed the lower limit of the heat pump. 

 
Fig. 8: Minimum, mean and maximum temperatures in the PVT collector for the reference 10 m2 array and 5 m2 with double 

heat loss coefficient. 

5. Conclusions 

The investigations showed that varying the optical efficiency of the thermal characteristics only had a minor 

effect on the yearly performance of the system. The heat loss coefficient had slightly more impact on the 

system performance. It turned out that the heat loss coefficient to some extent affected the temperature in the 

PVT panels and a large heat loss coefficient resulted in lower panel temperatures in summer, which improved 

electricity output slightly. During the winter period, large heat loss coefficients resulted in higher inlet 

temperatures to the heat pump. With a low heat loss coefficient, the collector outlet temperature reached -20 

⁰C in some periods, which was beyond the limits of the heat pump.  
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It can be concluded that for PVT heat pump systems, high heat loss coefficient will slightly improve the yearly 

performance and reduce the maximum temperature in the panel in summer and increase the minimum 

temperature in the panel in winter, which will give better operating conditions for the heat pump and potentially 

allow for heat pumps with a more narrow allowed temperature range to be integrated with PVT panels. 

Ice formation and condensation on the PVT panels was not considered in this analysis. Investigations regarding 

the effect of condensation and ice formation on the thermal and electrical performance are recommended.  
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7. Nomenclature and symbols 

Quantity Symbol Unit 

Gross area of collector AG m2 

Heat loss coefficient α1 W m-2 K-1 

Wind speed dependence of heat loss coefficient α3 J m-3 K-1 

Sky temperature dependence of heat loss coefficient α4 - 

Effective thermal capacity α5 J m-2 K-1 

Wind speed dependence of peak collector efficiency α6 m-1 s 

Wind speed dependence of infrared radiation exchange α7 W m-2 K-4 

Heat loss coefficient (polysun) b1 W m-2 K-1 

Wind speed dependence of heat loss coefficient (polysun) b2 J m-3 K-1 

Stefan- Boltzmann constant σ W m-2 K-4 

Longwave irradiance EL W m-2 

Hemispherical solar irradiance G W m-2 

Global solar irradiance at the collector plane Gt W m-2 

Beam irradiance Gb W m-2 

Diffuse irradiance Gd W m-2 

Incidence angle modifier for diffuse solar radiation Kd - 

Incidence angle modifier for direct solar irradiance Kb - 

Incidence angle modifier Kϑ - 

Incidence angle modifier coefficient b0 - 

Air speed u m s-1 

Peak collector efficiency based on Gb η0,b - 

Mean temperature of heat transfer fluid ϑm oC 

Ambient air temperature ϑα oC 

Incidence angle θi ° 

Transversal angle of incidence θT ° 
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Abstract 
Solar thermal energy has a high capacity to supply a large part of the planet's energy demand. However, it is 
necessary to increase its efficiency and performance, as well as improve operation and maintenance (O&M) 
processes; since these systems are strongly affected by dust deposition, mainly parabolic trough plants. This 
work analyzes the deposition of dust on the transparent covers of the absorber tubes of parabolic trough 
collectors and the energy loss associated with it. An optical methodology is developed based on analyzing 
transmittance of the receiver in different dirt scenarios using a point laser and subsequently, the reflectance 
of a linear laser on the transparent cover of the absorbent tube captured by a camera mounted on an aerial 
vehicle; thus relating the luminous intensity to the amount of dust deposited and establishing an energy loss 
criterion. 

Keywords: Dust deposition, Parabolic trough, concentrating solar energy, drones. 

1. Introduction 
Dust collection in concentrated solar power (CSP) plants presents significant challenges, primarily due to its 
impact on system efficiency and lifetime. Dust buildup on the mirrors and solar receivers, crucial 
components for concentrating sunlight, can significantly reduce the amount of solar energy captured, leading 
to a decrease in the plant’s originally estimated total energy output. This reduction in efficiency necessitates 
frequent, resource-intensive cleaning, especially in arid regions where water scarcity further complicates 
maintenance efforts. Furthermore, abrasive dust particles can cause surface degradation over time, increasing 
maintenance costs and potentially shortening the lifespan of optical components. Therefore, the need for 
effective dust mitigation strategies is crucial to maintaining the efficiency and cost-effectiveness of solar 
technology (Maghami et al., 2016). 

Studies have increasingly focused on quantifying the impact of dust accumulation on optical efficiency, 
revealing that dirt accumulation can significantly degrade the performance of solar collectors (Hachicha et 
al., 2019). Niknia et al. (2012) highlighted that dust accumulation on parabolic trough concentrators 
adversely affects both reflectance and transmittance, which are critical for the efficiency of solar receivers. 
Zhao et al., (2020) examines the impact of dust accumulation on a linear Fresnel reflector, finding that dust 
density increases while relative reflectivity decreases over time, with a 9.4% drop in reflectivity for every 1 
g/m² increase in dust.  

Several factors contribute to the loss of efficiency in solar collectors due to dust accumulation, including the 
geographical location of the solar plant, the orientation and position of the collectors, nearby facilities like 
highways or factories that might contribute to dust levels, the frequency of rainfall in the area, and the 
prevailing wind conditions (Deffenbaught et al., 1986). Each of these factors plays a role in determining how 
quickly dust builds up on the collectors and how severely it impacts performance (Usamentiaga et al., 2020). 

To overcome these challenges, various cleaning methods and equipment have been developed to maintain the 
cleanliness of CSP systems (Bergwon J.F. 1981). For example, Fernández et al., (2014) optimizes cleaning 
methods for solar reflectors in CSP plants under semi-desert conditions, finding that demineralized water 
with a brush is most effective, achieving up to 98.8% efficiency, while steam cleaning is less effective, and 
adding detergent offers no significant benefit. These findings underscore the importance of regular 
monitoring and cleaning to preserve the optimal performance of CSP plants. 
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In response to these challenges, this work uses laser technology mounted on a Remote Piloted Aircraft (RPA)  
system to detect dust deposition levels on parabolic trough (PT) solar receivers. First, by study how 
increasing levels of dust deposited on a PT receiver affect light transmittance over time. Second, by 
impinging a laser beam onto the solar concentrator in an experimental campaign that provides valuable 
information on the relationship between laser reflected light intensity and energy loss caused by dust 
deposition. These innovative approaches offer the potential to develop more accurate and effective dust 
mitigation strategies, ultimately improving the performance and longevity of CSP plants. 

2. Materials and Methods 

This project introduces an optical system which consists of a laser mounted on a Remotely Piloted Aircraft 
(RPA) to evaluate dust deposition and surface conditions of parabolic trough receivers in solar power plants. 
The innovative approach focuses on characterizing the collectors based on varying levels of dirt 
accumulation, with the goal of establishing a link between dust buildup and consequent energy losses. By 
quantifying the transmittance losses on the receiver tube at different levels of dirt accumulation, the project 
provides a detailed understanding of how dust impacts the efficiency of solar energy collection. 

The system operates by directing a linear laser beam onto the receiver tube during night-time conditions, 
capitalizing on the hypothesis that dust particles scatter light. This scattering effect is expected to influence 
the reflectance measured by the system, allowing for precise assessments of dust-related degradation in 
optical performance. The night-time testing is particularly significant as it minimizes the interference of 
ambient light, thereby enhancing the accuracy of the laser-based measurements. The project’s findings could 
lead to more efficient maintenance schedules and improved cleaning strategies, ultimately contributing to the 
optimized performance of solar power plants by reducing energy losses caused by dust accumulation. 

2.1 Transmittance validation phase 
The methodology begins with an experimental validation phase, in which a 550 nm laser (see Tab. 1 for 
technical characteristics) was directed towards the glass cover of the solar receiver of a PT collector. The 
transmittance of the laser light when passing through the glass cover with different levels of dirt was 
measured using a calibrated radiometer. Additionally, and as a reference, this same measurement was carried 
out outside the glass cover, as a way of determining the base value of radiative flux incident by the laser. 

   Table 1. Laser technical data 

  
  

Fig. 1 depicts the technical arrangement for the experimental setup of the validation phase measuring the 
transmittance of the glass cover of the PT receiver over time. Additionally, the optical system is able to move 
along the receiver tube, allowing the identification and analysis of average dirt levels. This approach 
provides a detailed assessment of how surface contamination affects solar energy collection efficiency. 

Laser characteristics
Model Z-LASER-ZM

Type Clase 1M

Operating voltaje 5-30 V

Operating current 300-400 mA

Wavelength 532 ; 635-685 nm

Weight 85 g
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Fig. 1: Experimental setup for measuring transmittance of the parabolic trough receiver over time. 

An experimental campaign was carried out over 60 consecutive days, in which dust was allowed to settle on 
the solar receiver in order to accurately assess the different levels of dirt that were accumulating over time. 
According to Deffenbaught et al., (1986), the transmittance decreases considerably after the first month of 
exposure to the outdoors. Therefore, it was decided to divide the accumulation of dirt into three levels. Level 
L0 represents a recently cleaned receiver. Level L1 represents a receiver that has been outdoors for 15 days. 
Finally, after two months, an extreme dirt level of L2 is considered (See Tab. 2). 

Tab. 2: Levels of dust depositions according to the days without cleaning. 

Fig. 2 provides a visual representation of dust accumulation on the solar receiver over the course of the 60-
day experimental campaign. The image clearly illustrates the progressive buildup of dust over time, 
highlighting the increasing opacity of the solar receiver surface as the days pass. Each segment of the 
receiver displays varying degrees of dust deposition, making differences in cleanliness readily apparent. 
These variations in dust levels are critical as they directly impact the receiver’s ability to effectively 
concentrate and convert solar energy. 
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Fig. 2: Levels of dust accumulation along the experimental campaign. 

2.2 RPA laser reflectance system 
The Remotely Piloted Aircraft system, (RPA), consists of a pilot-controlled controller, a DJI Matrice 100  
and a Zenmuse Z3 camera. Several support designs were created to adapt the laser to the RPA, addressing the 
critical issue of weight restrictions. To minimize any impact on battery performance, a design was developed 
that weighs just 48 grams, ensuring that the RPA´s efficiency remains unaffected. Fig.3 depicts the 
methodology used to sweep the receiver tube of the PT concentrator with the laser. 

 

Fig. 3. Graphical representation of the RPA system and the laser system flying over the PT concentrator for the experimental 
campaign (left). Actual RPA system and PT concentrator. 

Two types of flights were conducted to assess the system's performance. The first, a moderate flight, 
involved a test flight with various maneuvers within the designated flight test area of approximately 3,500 
m², without any predetermined sequence. The second type was a static flight, in which the drone remained 
stationary at a height of 10 meters. This static flight allowed for a focused evaluation of the system’s stability 
and precision in capturing data without the influence of movement, providing a controlled environment to 
validate the accuracy of the optical measurements. These two flight scenarios were essential for determining 
how well the system could perform under both dynamic and static conditions, offering insights into the 
operational flexibility and reliability of the technology in real-world applications (See Tab. 3). 

L0

L1

L2
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Tab. 3: RPA flight estimated times from 90% to 30% of battery. 

3. Results and discussion 
This section presents the results obtained throughout the 60-day experimental campaign. Initially, the results 
of the average transmittance measured on the receiver tube are presented and then the analysis of the images 
obtained from the RPA campaign is performed. 

3.1 Transmittance validation results 

From the analysis campaign of the transmittance obtained from the incident laser on the glass cover of the 
receiver, operating intervals can be determined (see Tab. 4). For example, it is determined that the glass 
cover of the solar receiver presents levels above 93% when compared to the reference value of transmittance 
(when this is measured outside the glass cover). From 15 days to two months the transmittance decreases to 
86 7% on average, and once it approaches two months of outdoor exposure, it decreases to an average of 
79%. 

Tab. 4: Estimates of mean transmittance by the level of dust deposition on the collector tube. 

It is worth noting that the experimental campaign was carried out in months with little rainfall. However, the 
strong wind currents and morning dew cause dust to settle on the receiver. Although these data are a 
particular case for the location, they serve as evidence that long periods of time produce substantial dust 
accumulations that affect the performance of solar technology. 

3.2 RPA reflectance results 
From the drone overflight over the parabolic trough collectors, the reflectance profile of the solar receivers 
was obtained. In Fig. 4, the incidence of the laser is shown for each level of dust deposition in the receiver 
tube. In it, a visual image is included, a broken blue line that represents the line where the luminous intensity 
is measured (called segmentation), and the result of the analysis with color representations corresponding to 
the levels of dust deposition. A plot representing the accumulation of dust on the receiver is also depicted in 
accordance with the previously determined levels of dirt. 

Flight type Moderate flight Static flight

W/o Laser W/ laser W/o Laser W/ laser

Duration 
(sec) 593 583 602 555

±

Dust deposition 
level

L0 L1 L2

Transmittance 
relative to 

reference (%)

> 93 < 7986 7±

 
M. Peña-Cruz et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

777



Fig. 4. Reflectance analysis of the aerial optical system on the solar receiver of the parabolic trough concentrator. 
Details of the methodology are shown in the left. An intensity plot is shown in the right. 

Fig. 4 illustrates the luminous intensity (I) along the blue dashed line, correlating with different levels of dust 
accumulation (L0, L1, L2) on the receiver surface. The intensity profile shows a clear progression from L0 to 
L2, where L0 represents the cleanest state with the lowest intensity peaks, indicating minimal dust 
accumulation. As the dust levels increase (L1 and L2), the peaks in the intensity graph become more 
pronounced, with L2 showing the highest intensity peak, reflecting the greatest amount of dust accumulation. 
This suggests that as more dust accumulates, the reflectivity of the laser is increased by the scattering of the 
dust particles. Although the L2 level shows saturation, this case represents an extreme scenario where dust 
accumulation is already very significant. However, one of the strengths of this system is its adaptability; the 
operational conditions can be adjusted to meet the specific needs and circumstances of the user. This 
flexibility is a key advantage, as it allows the system to be fine-tuned for different environmental conditions 
and levels of dust accumulation. For example, in situations where dust levels are lower or where precision is 
more critical, the system's sensitivity can be increased to detect even minimal changes in dust deposition. 
Conversely, in harsher environments where dust accumulation is more pronounced, the system can be 
adjusted to prevent saturation and ensure accurate measurements. This adaptability also means that the 
system can be integrated into a variety of solar energy facilities, regardless of their geographical location or 
the specific environmental challenges. Whether in arid desert regions with frequent dust storms or in more 
temperate climates with occasional dust accumulation, the system can be calibrated to provide reliable and 
actionable data. This ensures that solar power plants can maintain optimal efficiency and reduce energy 
losses due to dust, ultimately leading to better performance and lower operational costs. 

4. Conclusions 
As shown by the results of the experimental campaign, it was found that there is a direct correlation between 
the dust accumulated in the parabolic trough receivers and the transmittance/reflectance generated by the 
incidence of a laser on it. It is possible to determine the operating conditions of the system by measuring the 
transmittance by shining a laser on the glass cover of the receiver and measuring it by a radiometer; 
subsequently, it is possible to quantify that the greater the accumulation of dust, the greater the reflectance of 
the incidence of a laser captured by a camera mounted on an aerial vehicle. 

Significant advances have been made in the research and development of an RPA that allows for the rapid 
and effective estimation of dust accumulation in solar thermal plants. It was determined that adding the 
optical elements necessary to carry out this experiment does not represent a significant cost for the time and 
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quality of flight of an RPA with the characteristics presented here. Finally, the main hypothesis regarding the 
visualization of dust on transparent materials using a laser has proven to be promising, particularly in low-
light conditions, where very evident variations in the intensity of dust accumulation on the receivers were 
observed. In addition, this developed methodology has the advantage of being fast, economical, 
programmable and, when operated at night, it does not interfere with the operating conditions of the solar 
plant. 

Among the results obtained are the following: 

• A dust accumulation analysis methodology was successfully developed using an RPA. 

• The necessary hardware was developed to implement the methodology in the RPA without compromising 
airworthiness. 

• Three types of dirt were characterized, ranging from the most typical cases of dirt to extreme cases. 

• The necessary software was developed to perform real-time signal processing, which is configurable 
according to the needs and specifications of potential users. 

Future research will focus on quantifying the thermal energy losses directly attributable to varying levels of 
dust accumulation on solar collectors and establishing a clear correlation with the optical losses identified in 
this study. By integrating thermal performance metrics with the optical data, the goal is to create a 
comprehensive model that predicts how dust affects overall system efficiency in concentrated solar power 
(CSP) plants. This model will consider not only the immediate impact of reduced reflectance and 
transmittance but also the long-term effects of dust on thermal energy conversion efficiency. Additionally, 
future experiments may involve real-time monitoring of both optical and thermal losses under different 
environmental conditions, allowing for the development of predictive maintenance strategies and optimized 
cleaning schedules. This work will contribute to enhancing the reliability and cost-effectiveness of CSP 
technology by minimizing energy losses due to environmental factors. 
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Abstract 

Thermosyphon solar water heaters are often deployed in regions where freezing ambient conditions do not 

occur, allowing potable water from the storage tank to be directly circulated through the solar collectors. In 

many regions “hard water” conditions exist where dissolved minerals can deposit on hot surfaces within the 

solar collector’s flow tubes, restricting the flow of water and resulting in increasing collector temperatures. A 

recent development aims to alleviate this condition by introducing a novel flow configuration and valving 

system that reverses the flow of cold “mains” water through the solar collectors each time hot water is drawn 

from the system. This flushes the collector, and the regular introduction of cooler “mains” water significantly 

reduces the potential of hardwater scaling in the solar collectors. This study investigates the effect of this flow 

reversal on the energy delivered to the end user through a side-by-side comparison of two thermosyphon solar 

systems; one with the backflush feature and one without.  

Keywords: thermosyphon, backflush, valve, SDHW 

 

1 Introduction 

Thermosyphon solar water heaters have existed for over a century as an inexpensive and simple method to 

heat domestic water and other process fluids (Ragheb, 2014). These systems typically consist of solar thermal 

collectors that circulate water from elevated thermal storage during charging. A feature of thermosyphon 

systems is the low parasitic energy consumption, as buoyancy forces in heated solar collectors cause the 

circulation of water, to and from an elevated thermal storage. Most of these systems are deployed in regions 

where freezing ambient conditions do not occur, allowing potable water from the storage tank to be directly 

circulated through the solar collectors. In many regions, however, “hard water” conditions exist where 

dissolved minerals in the water supply can deposit on hot surfaces within the solar collector’s flow tubes, 

restricting the flow of water and resulting in increasing collector temperatures (Arunachala et al., 2009). If this 

condition is allowed to continue, flow through the solar collectors will be restricted such that solar collectors 

stagnate, potentially damaging the system components and causing systems to over-temperature.   

A recent development aims to alleviate this condition by introducing a novel flow configuration and valving 

system that reverses the flow of cold “mains” water through the solar collectors each time hot water is drawn 

from the system. This configuration allows a thermosyphon system to provide heat normally while reversing 

the flow direction within the collector when there is a draw of hot water, Fig. 1. This flushes the system, and 

the regular introduction of cooler “mains” water significantly reduces the potential of hardwater scaling in the 

solar collectors. This approach was previously applied to backflushing plate style heat exchanger (Harrison, 

2005). This study investigates the effect of flow reversal in thermosyphon solar systems on the energy 

delivered to the end user, through a side-by-side comparison of two thermosyphon solar systems; one with the 

backflush feature and one without.  

2 Methodology 

Two identical direct thermosyphon systems were set up, one with the flow reversal (automatic backflush) 

feature and the other without, as a baseline system, Fig. 2. Programmed hot-water draws were made on the 

systems at regular intervals. The systems were controlled with an NIST DA system to draw water from the 

thermosyphon tanks using a United States Department of Energy specified draw schedule of 120 liters/day 

(Tab. 1). The equation used for calculating delivered energy can be found below, (eq.1).  
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Each system was supplied by mains water and included a 110 L horizontally mounted tank on top of the 

collector. Each tank contained a temperature probe, containing 8 thermocouples, to measure temperatures 

vertically at 5 cm intervals. This allowed measurement of the degree of stratification and the impact of 

backflushing on stratification within the tank. No diffusers or baffles were used on the inlet water pipes to aid 

stratification. The system also included a pyranometer and other thermocouples to measure the inlet, outlet, 

and ambient conditions.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Illustration of backflush operation during charge and discharge operation. 

 

Check valves on the inlet to each system were installed and a 10-minute delay was set between the hot water 

withdrawal from each system to prevent mixing and to allow each system to receive full mains pressure and 

flow. Each draw consisted of three parts: (1) a pre-draw that flushed the exterior mains line, thus cooling the 

water and ensuring similar inlet water temperatures for both systems; (2) a draw from the backflush system 

and (3) an identical draw from the baseline system. A Supervisory Control and Data Acquisition (SCADA) 

system was set up in LABVIEWTM to gather data, view current conditions, and change system operating 

parameters as required. This setup allows a high degree of versatility, and users can change the automatic draw 

schedule on an hourly basis.  

The system was set up in the summer of 2023 and operated until late October. It was then drained for the winter 

and restarted in May 2024. The energy performance results are from the 2023 testing period and the impact of 

higher flow rates were taken from the 2024 testing period. The system is currently operating under varied 

operating conditions.  

 

 

 

 

 

 

 

 

 

Fig. 2: Installation of identical thermosyphon domestic hot water heaters installed for testing. 
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 2.1 Energy Calculation Equation  

 

𝑄 = ∫ �̇�. 𝑑𝑡 = ∫ 𝑚.̇ 𝑐𝑤. (𝑇𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 − 𝑇𝑚𝑎𝑖𝑛𝑠 𝑖𝑛) . 𝑑𝑡    (eq. 1) 

where: 𝑄: is the energy delivered (kJ) over the draw period 

�̇� is the power delivered (kW) over the draw period 

�̇� is the mass flow rate of water (kg/s), calculated from water volumetric flow rate (�̇�) and density 

𝑇𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑  is the water temperature at the outlet (°C) 

𝑇𝑚𝑎𝑖𝑛𝑠 𝑖𝑛 is the water temperature at the inlet (°C) 

𝑐𝑤 is the specific heat capacity of water (kJ/kg. K)  

T is the time interval between each reading (i.e. scan rate). In this DA system, t=0.5s 

The density and specific heat capacity of water are calculated based on the water average temperature. 

((𝑇𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑  +𝑇𝑚𝑎𝑖𝑛𝑠 𝑖𝑛) / 2).  

Tab. 1: U.S Department of Energy small draw profile in liters, (L). 

Draw Schedule 
Time (h:mm) 0:00 1:00 2:00 3:00 4:00 5:00 6:00 7:00 8:00 9:00 10:00 11:00 

Draw Volume (L) 0 0 0 0 0 1.82 10.91 12.73 10.91 7.28 7.28 5.46 

Draw Schedule 
Time (h:mm) 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00 

Draw Volume (L) 5.46 3.64 1.82 3.64 5.46 5.46 7.28 9.09 7.28 5.46 5.46 3.64 

3 Results 

Over a 23-day testing period, the results showed a 0.12% increase in the energy output from the system 

equipped with the automatic backflush feature when compared to the baseline thermosyphon system, Fig. 3.  

The results of this test indicate that the automatic backflush valve configuration had no apparent impact on the 

delivered energy when subjected to daily hot water draws consistent with normal usage patterns.  A review of 

delivery hot water temperatures and stratification temperatures in the hot water tanks indicated insignificant 

differences between the system equipped with automatic backflush and the baseline system.  

 

 

Fig. 3: Comparison of daily energy delivered by the ABF and baseline thermosyphon systems over a 22-day 

period. 
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It was also observed that the backflush operation had no significant impact on the thermosyphon flow rate as 

compared to the baseline, Fig. 4 & 5, and the system had no issue restarting its buoyancy-driven flow after a 

backflush, as seen in the IR pictures of a 1-minute backflush at 0.26-liter s-1 (16 liters/min). At the end of the 

backflush, the collector resumed its thermosyphon flow in 1-2 minutes under optimal solar irradiance 

conditions (clear sunny day, at 11:30 am, with approximately 1000 W/m2), Fig. 6.  

 

 

Fig. 4: Thermosyphon flow rate (liters/min) & solar irradiance (W/m2) vs. time (sunny clear sky). Automatic 

Backflush valve installed and draw profile during operation. 

 

 

 

 

Fig. 5: Thermosyphon flow rate (liters/min) and solar irradiance (W/m2) vs. time (clear sunny day) without 

Automatic Backflush valve installed and draw profile during operation.  
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Fig. 6: Backflush through a solar thermal collector with an IR camera. The draw was conducted at 6L/min 

for one minute. The total time of the test was 4 minutes.  

 
 

Stratification in the tank was also a key indicator of the energy performance, and thus, the temperatures in the 

tanks were compared. Tests were conducted at 2 flow rates: 0.1 liters s-1 (6 liters/min) Fig. 7 & 8 and 0.166-

liters s-1 (10 liters/min), Fig. 9 & 10. The results indicated that backflushing had virtually no impact on the 

stratification in the tank at 0.1 liters s-1 (6 liters/min). At 0.166 liters s-1 (10 liters/min), there is minimal impact, 

but with a less than 1% difference in energy delivered in a 24-hour period.  
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Fig. 7: Tank temperatures (°C) in the backflush system with thermosyphon flow rates shown on the right 

under high solar irradiance conditions with a draw flow rate of 0.1 liters s-1 (6 liters/min). The spikes 

represent hourly draws/backflushes as per DOE. Draw profile.  

Fig. 8: Baseline thermosyphon tank temperatures (°C) vs. Time under high solar irradiance with a flow 

rate of 0.1 liters s-1 (6 liters/min). 
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Fig. 9: Baseline thermosyphon tank temperatures (°C) vs. Time under high solar irradiance with a flow 

rate of 0.1 liters s-1 (6 liters/min).  

 

Fig. 10: ABF thermosyphon tank temperatures (°C) and the impact of backflush on tank stratification at 

0.166 liters s-1 (10 liters/min) draw 
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4 Discussion 

This study investigated the impact of backflushing on the energy performance of direct solar thermosyphon 

systems to prevent scale and fouling inside the solar collector. Analysis of the inlet and outlet temperatures as 

shown in Figure 3), the thermosyphon flow rate in Figures 4 and 5, and tank stratification and flow rates 

Figures 7 and 8.  The results show a negligible impact on the energy performance of the overall system, 

including maintaining tank stratification and restarting of the buoyancy driven flow.  

Hardwater scaling in solar thermal collectors has been known to cause a reduction in system performance due 

to reduced heat transfer and flow rates, and potential system failure when not addressed (Arunachala et al., 

2009). Backflushing heat exchangers prevent the build-up of scale has been shown to be an effective for heat 

exchangers (Harrison, 2005 & Al Nasser et al.,), yet little was known on the system impact of backflushing 

solar thermal collectors.  

This study was carried out under controlled laboratory conditions. While every effort was made to simulate 

typical draw patterns, further testing in ‘real world’ conditions or ‘field studies’ should be undertaken to fully 

understand the impact of backflushing the solar thermal collector, when a draw of hot water occurs. Despite 

the limitations, this initial study has yielded positive results for maintaining the performance of solar 

thermosyphon systems, in that no significant impact was observed on the energy output from a system using 

automatic backflush.    

5 Conclusion 

While backflushing has been shown to prevent the formation of scale in heat exchangers no work to the 

author’s knowledge, has been conducted on backflushing of solar thermal collectors and its impact on system 

performance. This is a key topic for future research, given the need of more renewable energy technologies, 

like solar thermal, and the simplicity and availability of direct thermosyphon systems. These systems are 

expected to perform reliably for several decades and, in regions with moderate to hard water, scaling will 

negatively impact the system’s performance over time. Backflushing these systems will help to maintain their 

rated energy performance.  

The results of this study indicate that backflushing a solar thermal collector has little to no effect on the energy 

performance of a direct thermosyphon solar thermal system. Analysis of the temperatures, flow rates and flow 

volumes indicate that reversing the flow of water through the solar thermal collector during a draw of hot water 

from the storage tank has no impact on the energy production of the system compared to an identical system 

without a flow reversal function. Further testing under real world conditions to validate the findings and a field 

trial with different sized systems and anticipated draw volumes should be considered in the future to help 

validate these findings.  
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FIELD EVALUATION OF NAKED ENERGY’S VIRTU SOLAR 
THERMAL AND HYBRID PVT COLLECTORS IN COMMERCIAL 

ENERGY SYSTEMS 

Maria Zagorulko1, Dr. Alexander Mellor1, Dr. Adrian Murrell1

1 Naked Energy Limited, Crawley (United Kingdom) 

Abstract 

In this communication, we provide an overview of Naked Energy's Virtu solar thermal and hybrid photovoltaic 

thermal (PVT) technology, showcasing its application in various commercial settings. We share field data from 

customer sites, including office buildings, leisure centers, supermarkets, and student residences, to highlight 

the real-world performance and system integration of Virtu products. Our discussion covers how these 

installations meet different heating and power needs while contributing to carbon reduction efforts. We also 

introduce Naked Energy’s Clarity monitoring platform, which tracks and analyzes system performance to help 

optimize operations. Lastly, we offer a preview of upcoming projects that will incorporate interseasonal heat 

storage, further expanding the potential of Virtu technology in supporting the transition to sustainable energy. 

Keywords: solar thermal, PVT, field data, monitoring, industry 

1. Introduction 

Decarbonizing heat is a crucial step in addressing global greenhouse gas emissions. Heat generation is a major 

contributor to these emissions, so finding commercially viable solutions to reduce this impact is essential. 

Decarbonizing heat can also improve energy security and offer economic benefits through lower fuel costs and 

increased efficiency. In this context, the commercialization of solar thermal technologies is a key step towards 

achieving sustainable energy goals. 

Naked Energy is a company dedicated to developing, manufacturing, and supplying the Virtu product family, 

which includes VirtuHOT solar thermal collectors and VirtuPVT hybrid heat and power collectors. Back in 

2018, we introduced this technology at its early stage to this conference, sharing field results from a small-

scale pilot (Murrell et. al., 2018) [1]. By 2022, we provided a progress update at the joint Eurosun-IEA meeting. 

As of 2024, we have over 100 commercial and industrial (C&I) scale installations featuring Virtu products in 

nine countries. This paper recaps the certified Virtu product family and highlights its unique features. We will 

present field data and integration insights from several recent projects, including an office block, a student 

residence, a leisure center, a supermarket and a cardboard manufacturing plant. Additionally, we will preview 

an upcoming project that includes interseasonal storage elements. 

This study aims to showcase the growing adoption of solar thermal technologies through the commercialization 

of Virtu products. By highlighting the scalability and efficiency of Virtu technology, we demonstrate how 

these innovations are being utilized across various sectors to help decarbonize heat. The increasing number of 

installations and diverse applications of Virtu products show the technology's effectiveness in real-world 

settings. 

This paper provides insights into several applications where solar thermal technology decarbonizes all or part 

of the heating demand. Through detailed analysis of recent projects, we illustrate the practical benefits and 

performance of Virtu products in different environments. These case studies not only highlight the technology's 

capabilities but also offer valuable lessons on integration and optimization, paving the way for broader 

adoption and future advancements in solar thermal energy. 
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2. Methodology 

To evaluate the performance and impact of the Virtu product family, we aggregated real performance data in 

kilowatt-hours (kWh) of both thermal and electrical energy using our innovative monitoring platform, 

Clarity24-7. This platform allows us to collect continuous data from our installations, providing detailed 

insights into their operation and efficiency. The data is anonymized to ensure privacy and confidentiality, 

while still allowing us to analyze the general use cases for our collectors. 

3. Results and Discussion 

3.1. System Description 

Thermal-only module: The solar thermal collector, VirtuHOT, comprises an optimally designed aluminium 

absorber inside a vacuum-filled glass tube. It is used to generate heat while being installed on building roofs. 

With integrated reflectors, a low profile, and a tubular design, it maximizes space efficiency and energy 

capture. The product, tested by TUV Rheinland and certified under DIN CERTCO (EN 12975-1:2006, EN 

ISO 9806:2017), achieves peak power production of 400 Wp. An exemplar setup of the product is shown in 

Figure 1. 

Figure 1. Fully kitted VirtuHOT array  

Hybrid Module: The VirtuPVT module consists of photovoltaic cells laminated to a heat exchanger inside a 

vacuum-filled glass tube. It generates both heat and electricity and can be installed on building roofs, facades 

and the ground. With integrated reflectors, a low profile and a tubular design, it optimizes space usage and 

energy capture. The VirtuPVT module integrates PERC-Si PV cells to achieve a thermal capacity of 275 Wp 

and an electrical capacity of 75 Wp. Both products are designed and manufactured by Naked Energy [2], a 

British design and engineering firm leading global innovation in solar thermal and solar PVT. An exemplar 

setup of the hybrid product is shown in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Fully kitted VirtuPVT array 
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3.2. Field data review 

VirtuPVT system, heating & powering the office building: 

The Active Office in the UK, equipped with 40 VirtuPVT tubes, provides space heating and hot water for 

office use. The system, which heats the main thermal store alongside a heat pump, operates at a fluid outlet 

temperature of 70°C and is installed on a vertical facade. The performance data shows (Figure 3.) that the 

system delivers stable energy output year after year, despite some seasonal fluctuations due to changes in 

irradiance. On average, the system produces 2,663 kWh/year of thermal energy and 1,458 kWh/year of 

electrical energy, which is in line with the predicted values. This reliable performance highlights the 

effectiveness of VirtuPVT technology in supplying decarbonized heat and power to office buildings. 

 
Figure 3. Field data (2019-2023) from the vertical façade array at the Active Office in Swansea, UK 

Hybrid system, heating the student residence: 

The Halls of Residence in the UK feature 75 VirtuHOT tubes and 60 VirtuPVT tubes for preheating hot water 

for student accommodations. Installed on a sloped roof, the system operates with a mean fluid temperature of 

60°C. The 2023 performance data shows strong thermal and electrical outputs, generating 27,302 kWh/year of 

thermal energy and 3,185 kWh/year of electrical energy, both exceeding the predicted values of 23,367 

kWh/year and 3,361 kWh/year, respectively. This performance (Figure 4.) highlights the system's ability to 

efficiently meet the hot water demands of a large residential facility, demonstrating the reliability and 

effectiveness of Virtu technology in such applications. 
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Figure 4. Field data (2023) from the sloped roof array at the student accommodation, UK 

VirtuHOT system, heating the leisure center: 

The Leisure Centre in the UK, equipped with 420 VirtuHOT tubes, heats its swimming pool via a heat 

exchanger. Installed on a flat roof (Figure 5.) with a 45° southwest orientation and partial shading from a 

parapet, the system operates with a mean fluid temperature of 45°C. The thermal output, as shown in the chart, 

peaks in June and closely aligns with the predicted 82 MWh for the season. Despite some shading and 

irradiance variations, the system delivered 80 MWh of thermal energy in 2023, demonstrating the effectiveness 

of VirtuHOT technology in meeting the heating demands of the facility. 

Figure 5. Field data (2023) from the flat roof array at a leisure centre, UK 

Hybrid system, heating & powering a supermarket: 

The supermarket in the UK uses 5 VirtuPVT and 5 VirtuHOT tubes for preheating hot water in the staff room. 

Installed on a flat roof, the system operates at a mean fluid temperature of 30°C. Due to mis-calibration, no 

thermal data is available before June 2022, and post-May 2023 data is missing due to research activities. 

Despite these issues, the system delivered (Figure 6.) an average of 2,945 kWh/year of thermal energy and 283 

kWh/year of electrical energy, exceeding predictions, showing the effectiveness of Virtu technology even with 

operational disruptions. 

 

Figure 6. Field data (2023) from the sloped roof array at the student accommodation, UK 
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Upcoming hybrid project, heating & powering a manufacturing facility: 

 

This upcoming project in Figure 7. for Naked Energy exemplifies the extensive integration of VirtuPVT and 

VirtuHOT technology in a large-scale commercial setting. The building will entirely replace its gas demand 

by the end of Phase 3, relying solely on a combination of Virtu solar collectors and a ground source heat 

pump (GSHP) system for both heating and cooling. The graph illustrates the expected monthly energy 

generation versus demand, showcasing how Virtu systems will meet the building's year-round energy needs. 

The design also incorporates interseasonal storage, which allows excess summer heat to be stored and 

utilized during cooler months, ensuring balanced energy supply throughout the year. This project highlights 

Naked Energy’s commitment to providing comprehensive, sustainable energy solutions that cater to both 

heating and cooling demands in large-scale commercial applications. 

 
Figure 7. An upcoming project featuring interseasonal storage elements. 

4. Conclusions 

 
The presented results showcase the plethora of applications of VirtuHOT and VirtuPVT, where the solar 

thermal systems are delivering useful, decarbonized heat and power in buildings with varied applications, 

installation geometries and heating demands. From the national library to an office block, a student 

residence, a leisure center, a supermarket, and a cardboard manufacturing plant, the data demonstrates the 

versatility and effectiveness of Virtu technology. These findings underscore the scalability and adaptability 

of our solar thermal solutions, reinforcing their crucial role in the ongoing efforts to decarbonize heat across 

diverse sectors. 
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Abstract 

This study evaluates the sustainability of solar technologies though life-cycle analysis (LCA). A comparison is 

made of the embedded carbon of solar thermal evacuated tubes and hybrid photovoltaic thermal (PVT) evacuated 

tubes and these are compared to photovoltaic (PV) panels. The solar thermal collector VirtuHOT is found to have 

the lowest embedded carbon (0.172 kgCO2eq /Wp), followed by the hybrid collector VirtuPVT (0.344 kgCO2eq 

/Wp), and both are significantly lower than published data for PV panels (0.81 kgCO2eq /Wp). VirtuHOT exhibits 

an average carbon payback period of 1.25 years, whereas VirtuPVT collectors require 3.25 years. While the 

hybrid PVT collector exhibits this longer carbon payback period due to the PV element and associated 

manufacturing and disposal intensities of silicon, its embedded carbon remains lower or comparable to that of 

PV modules utilizing the same carbon-intensive PERC silicon cells. This research addresses a gap in the existing 

literature on life cycle analysis of solar thermal technologies. 

Keywords: solar thermal technology, sustainability, life cycle analysis, PVT collectors, evacuated collectors, 

embedded carbon 

1. Introduction 

 

With increasing governmental focus on environmental sustainability, there is an urgent need to assess the 

environmental impacts of technologies marketed as renewable and beneficial for the energy transition. Most 

comparisons of Renewable Energy products focus on quantifying the energy production (in J or kWh) and show 

how much CO2 each product therefore saves compared to burning fossil fuels. However, to make a more 

accurate assessment of total carbon displacement it is essential also to take account of the carbon budget for 

manufacturing the product (the Embedded Carbon) and other carbon generated throughout the whole life cycle 

of the product.  Accurate comparisons therefore require product Life Cycle Analysis (LCA) studies that are 

holistic and transparent. 

 

This research is becoming more and more relevant given the expansion in usage of green building certification 

systems such as LEED (Leadership in Energy and Environmental Design) or BREEAM (Building Research 

Establishment Environmental Assessment Method). These frameworks evaluate the full carbon footprint of 

buildings and require manufacturers of renewable products to calculate and declare their embedded carbon. 

Manufacturers who adhere to reporting standards inevitably broaden their market reach in an economy 

increasingly driven by sustainability. 

 

In this study LCA analyses have been undertaken of both solar thermal and hybrid photovoltaic-thermal (PVT) 

collectors. This research represents one of the first commercial lifecycle evaluations of these technologies, 

offering valuable insights for consumers and real estate developers considering the integration of low-carbon 

solutions into their projects, for applications such as water and space heating. We examine the entire lifecycle 

of these technologies, from production through to disposal, with a particular focus on environmental impacts 

such as embedded carbon and greenhouse gas emissions.  
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Review of existing literature has revealed a significant gap in the life cycle assessments of solar thermal  

technologies. A notable exception is the work by Ardente et. al. (2005) [1] from the University of Palermo, who 

conducted an in-depth LCA of a flat plate solar thermal collector. Their research covered emissions and energy 

requirements throughout the lifecycle, including production, raw material delivery, installation, maintenance, 

disposal and transportation. The study also assessed the CO2 and energy payback times, which were both under 

two years, demonstrating the significant environmental benefits of solar thermal technology given its typical 

service life of 25 to 30 years. Despite this important study, there remains a lack of available LCA data for major 

solar thermal manufacturers globally as well as comparative assessments of the environmental impacts of solar 

thermal collectors versus photovoltaic panels. 

2. Methodology 

2.1.System description 

Thermal-only module: The solar thermal collector, VirtuHOT, is designed and manufactured by Naked Energy 

Ltd. It comprises an optimally designed aluminium absorber inside a vacuum-filled glass tube. It is used to 

generate heat in the range 40-120˚C and is usually installed on building roofs. With integrated reflectors, a low 

profile, and a modular design, it maximizes space efficiency and energy density. The product, tested by TUV 

Rheinland and certified under DIN CERTCO (EN 12975-1:2006, EN ISO 9806:2017), achieves peak power 

production of 400 Wp. An exemplar setup of the product is shown in Figure 1. 

Figure 1. Fully kitted VirtuHOT array 

Hybrid Module: The VirtuPVT module consists of photovoltaic cells laminated to a heat exchanger inside a 

vacuum-filled glass tube. It generates both heat and electricity and can be installed on building roofs, facades 

and the ground. It shares the same mounting frame and fluid connections as VirtuHOT, with the addition of 

electrical connectors. The VirtuPVT module integrates PERC-Si PV cells to achieve a thermal capacity of 275 

Wp and an electrical capacity of 75 Wp. Both products are designed and manufactured by Naked Energy [2], a 

British design and engineering firm leading global innovation in solar thermal products and renewable heating 

systems. An exemplar setup of the hybrid product is shown in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Fully kitted VirtuPVT array 
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2.2. LCA scope 

The lifecycle analysis (LCA) of both products was conducted in accordance with EN 15804+A2 and ISO 14025 

/ ISO 21930 standards, as outlined in the Whole Life-Cycle Carbon Assessments Guidance [3]. The method 

calculates the CO2 contribution from every component in the product, based on its weight, material type and 

production processes, including the manufacturing of raw materials, packaging and ancillary materials during the 

manufacturing and packaging stages (A1-A3 stages of LCA). Table 1. can be used for referencing different LCA 

stages. Fuel usage by machines, waste handling, material losses and electricity transmission losses are also 

considered. Key components of the solar thermal collectors, such as photovoltaic cells, absorber plates and glass 

tubes, are manufactured in different countries and assembled at two facilities, in the UK and the EU. 

Table 1. Life cycle stages utilised in environmental analysis 

Product stage Assembly 
stage 

Use stage End of life stage Beyond the 
system 

boundaries 

A1 A2 A3 A4 A5 B1 B2 B3 B4 B5 B6 B7 C1 C2 C3 C4 D 

x x x x x MND MND MND MND MND MND MND x x x x x 
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Modules not declared = MND. Modules not relevant = MNR. 

 

The materials utilized include borosilicate glass, aluminium, high-density polyethylene and copper, with 

electricity being the primary energy source for manufacturing. Greenhouse gas emissions (GHG) are 

approximated from proper waste management practices, directing plastic waste to incineration, and recycling 

glass and metal waste streams. Transportation impacts (A4-A5 stages) from the production plant to the building 

site are evaluated, considering fuel exhaust emissions and related infrastructure impacts. The end-of-life stage 

(C1-C4, D) involves assessing energy consumption during de-construction, waste transportation to treatment 

centers and waste treatment processes such as recycling and incineration with energy recovery. Benefits from 

material and energy recovery, including the displacement of virgin material production and electricity and heat 

production, are accounted for. 

The use phase (B1-B7) is not covered in this study as, once installation is complete, no additional energy or 

materials are required for maintenance. Our methodology adheres to strict cut-off criteria, ensuring the inclusion 

of all relevant modules and processes mandated by reference standards. Additionally, allocations are made 

according to reference standards and applied product category rules (PCR), ensuring accurate representation of 

data where separate measurement is not feasible. 

2.3. Assessment method 

The environmental analysis and impact calculation were performed using OneClickLCA software. 

OneClickLCA [4] is a comprehensive tool for lifecycle assessment, offering robust data analysis capabilities 

and alignment with international standards. It facilitates detailed environmental impact assessments across 

various phases of a product's lifecycle. Data for stages A2, A3, A4, A5, as well as for C1 and C2, were 

collected using presented values from the product supply chain. In contrast, data for stages A1, C3, and C4 

were obtained through theoretical approximation. 

2.4. Functional and declared units 

The results of the lifecycle analysis are presented in kgCO2 per declared unit (one vacuum tube collector), with 

the hybrid PVT collector at 19.99 kg and the solar-thermal collector at 18.19 kg per declared unit. The declared 

unit encompasses the total weight of the collector, including all auxiliary components such as the frame, reflector, 

and manifold. To facilitate the comparison of global warming potential (GWP) between solar thermal collectors 

and photovoltaic modules, the evaluated embedded carbon is converted to kgCO2 per functional unit (Wp). For 

VirtuPVT, the functional unit is presented to be 1 Wp of combined thermal and electrical capacities while for 

VirtuHOT the functional unit is 1 Wp of thermal capacity.   

This study includes a comparison that is based on work by Müller A. et.al. (2021) , [5] conducted at the Fraunhofer 

Institute, which focused on two single crystalline PV modules: one manufactured in China and one in the EU. 

For this study, we compare the environmental impact of the Virtu products to the glass-backsheet (G-BS) module 
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manufactured in China. The G-BS module studied has similar peak performance values to the Virtu products and 

a comparable value chain, making it suitable for comparison. The declared unit of this study has been converted 

to a functional unit of Wp to align with the specimens studied by Müller A. et.al. (2021), ensuring an accurate 

and relevant comparison of environmental impacts.   

2.5. Payback on embedded carbon 

The payback on embedded carbon is calculated using the following formula: 

  

𝐶𝑃 =  
𝐸𝑚𝑏𝑒𝑑𝑑𝑒𝑑 𝑐𝑎𝑟𝑏𝑜𝑛 𝑜𝑓 1 𝑑𝑒𝑐𝑙𝑎𝑟𝑒𝑑 𝑢𝑛𝑖𝑡 𝑖𝑛  𝑘𝑔𝐶𝑂2

 𝐴𝑏𝑎𝑡𝑒𝑑 𝑐𝑎𝑟𝑏𝑜𝑛 𝑜𝑓 1 𝑑𝑒𝑐𝑙𝑎𝑟𝑒𝑑 𝑢𝑛𝑖𝑡 𝑖𝑛 𝑘𝑔𝐶𝑂2/𝑦𝑒𝑎𝑟
         (eq. 1) 

 
The abated carbon for thermal-only is determined using the equation: 

 
𝐴𝑏𝑎𝑡𝑒𝑑 𝑐𝑎𝑟𝑏𝑜𝑛 = 𝐸𝑡ℎ  × 𝐼𝑡ℎ     (eq. 2) 

 
where Eth is the geographically estimated thermal energy in kWh produced annually (values from the DIN 

CERTCO specification sheet), and Ith is the carbon intensity of the replaced heat source (kgCO2eq/kWh). For 

this study, the heat source replaced is assumed to be natural gas with a carbon intensity of 0.210 kgCO2eq/kWh. 

 

The abated carbon for 1 declared unit of VirtuPVT is determined using the equation: 

 

𝐴𝑏𝑎𝑡𝑒𝑑 𝑐𝑎𝑟𝑏𝑜𝑛 = 𝐸𝑡ℎ  × 𝐼𝑡ℎ + 𝐸𝑒𝑙 × 𝐼𝑒𝑙  (eq. 3) 

 
where Eel refers to the geographically estimated electrical energy produced annually, expressed in kilowatt-

hours (kWh), and Iel refers to the carbon intensity of the electricity source being replaced, measured in 

kilograms of CO2 equivalent per kilowatt-hour (kgCO2eq/kWh). 

 

Energy modelling considers four key locations that are used in the Solar Keymark certification (DIN 

CERTCO), including Athens, Greece; Davos, Switzerland; Stockholm, Sweden; and Wurzburg, Germany. For 

each location, two circulating fluid temperatures, 25°C and 50°C, are investigated. The results of this analysis 

are presented in subsection 3.3. An average value for Carbon Payback is then calculated for each product, based 

on the locations of VirtuHOT and VirtuPVT installations currently installed across Europe. These values are 

then compared to the Carbon Payback of a PV module manufactured in China, as analysed by Müller A. et.al., 

(2021). 

3. Results and discussion 

3.1. Global Warming Potential (GWP) of Virtu product line 

The components level analysis of the PVT collector yielded a total embedded carbon value of 122 kgCO2 per 

declared unit, while the thermal-only collector showed an embedded carbon of 69 kgCO2 per declared unit. The 

pie charts depicting the GWP breakdown for solar thermal technologies provide a visual comparison. Figure 3. 

highlights the lower emissions associated with the thermal-only collector, particularly attributable to the absorber 

plate and other components. In contrast, Figure 4. showcases the hybrid PVT collector's higher emissions, 

primarily attributed to the inclusion of PERC Silicon Cells and associated components. These visual 

representations underscore the importance of selecting appropriate collector configurations to minimize 

environmental impacts effectively. 
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Thermal-Only Collector (VirtuHOT) 

For the thermal-only collector, the majority of the GWP is attributed to the borosilicate glass enclosure, which 

accounts for 36% of the total GWP. The integrated reflector also significantly contributes, comprising 33% of 

the total GWP. These high proportions are primarily due to the emissions from transportation of some components 

within the supply chain. The combined global warming potential of sea-freight and road freight from China to 

the United Kingdom has significantly increased the embedded carbon within the VirtuHOT product. 

Additionally, the aluminium-copper absorber plate contributes 17.25 kgCO2 to the embedded carbon within the 

VirtuHOT collector. The high intensity within this part is attributed to the energy-intensive process of aluminium 

sheet rolling. This highlights the importance of considering both transportation and manufacturing processes 

when evaluating the environmental impacts of solar thermal technologies. 

Hybrid PVT Collector (VirtuPVT) 

When examining the VirtuPVT data, the aluminium heat exchanger plate has a larger mass than the VirtuHOT 

absorber, since a thicker substrate is needed to support the PV cells and ensure temperature uniformity. 

Consequently, the embedded carbon for this part doubles to 40.25 kgCO2eq. Similar to the VirtuHOT’s carbon 

intensity, the borosilicate glass encapsulant and the reflector account for substantial portions of the total 

embedded GWP, at 22% and 16%, respectively. Given the commonality in the value chains, these results were 

expected. 

Interestingly, the PERC-Si cells account for only 8% of the total GWP of VirtuPVT, which equates to 9.76 

kgCO2eq. Despite the fact that the sourcing and formation of silicon cells are highly carbon and energy-intensive 

processes, in this case, the proportional mass of silicon in the declared unit is under 1% of the total mass. This 

finding is significant as it indicates that the inclusion of PERC-Si cells in the PVT collector does not substantially 

increase the overall GWP. 

Borosilicate 
glass
22%

PERC Silicon 
cell
8%

Absorber 
plate
33%

Copper parts
2%

Reflector
16%

Other 
components

GWP of key assembly components in 

kgCO2eq - VirtuPVT

Borosilicate 
glass
36%

Absorber plate
Copper

4%

Reflector
33%

Other components

GWP of key assembly components in 
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Figure 3. Global Warming Potential (GWP) in kgCO2 of key components in VirtuHOT 

Figure 4. Global Warming Potential (GWP) in kgCO2 of key components in VirtuPVT 
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In the sourcing and manufacturing stages (A1-A3) of the LCA, the VirtuPVT module requires approximately 557 

kWh of energy, significantly higher than the 291 kWh needed for the VirtuHOT collector. The increased energy 

demand for the VirtuPVT module is largely due to the energy-intensive processes involved in producing the 

aluminium-copper heat plate, specifically the extrusion and rolling of aluminium, which contribute an additional 

44% to the overall energy consumption. Additionally, the inclusion of PERC silicon PV cells in the VirtuPVT 

module raises the energy requirement by 25%. The production of these PV cells is energy-intensive, involving 

steps such as polysilicon ingot formation, Czochralski processing and subsequent wafer cutting and etching. 

These processes collectively account for the higher energy consumption associated with the VirtuPVT module 

compared to the VirtuHOT collector. 

3.2. Environmental impacts per Wp of nominal power 

When evaluated on the basis of CO2 per Wp of nominal power, the results of the embedded carbon assessments 

reveal interesting contrasts between the various solar collector technologies. Specifically, the hybrid PVT 

collector and the thermal-only collector exhibited significantly lower embodied carbon values when compared to 

a generic PV module. The hybrid PVT collector demonstrated an embedded carbon of 0.344 kgCO2 equivalent 

per Wp, while the thermal-only collector exhibited an even lower value at 0.172 kgCO2 equivalent per Wp. In 

contrast, the generic PV module registered a higher embedded carbon of 0.81 kgCO2 equivalent per Wp,. 

Table 2. Embodied Carbon Comparison of Solar Collector Technologies 

Collector Type Embodied Carbon (kgCO2eq/Wp) 

 

Hybrid PVT Collector 0.344 

Thermal-Only Collector 0.172 

PV Module 0.81 

 

Table 2 summarizes these results and highlights the superior environmental performance of solar thermal 

technologies. While the PVT collector and the thermal-only collector may exhibit differences in their specific 

embedded carbon values, both significantly outperform the generic PV module. These findings hold substantial 

implications, particularly within the context of the imperative to mitigate carbon footprints in energy systems. 

The lower embodied carbon of solar thermal collectors underscores their promising role as sustainable energy 

solutions. 

A comparison of the presented LCA results with the Global Warming Potential (GWP) of PV panels, utilizing 

the IPCC 2013 100-year method for two distinct types of solar modules (Müller A. et.al., 2021) accentuates the 

superiority of solar thermal technologies. One module is a glass-backsheet sc-Si PERC module with 

specifications of P = 366 Wp and η = 19.79%, produced in China. The other module is a glass-glass sc-Si PERC 

module with specifications of P = 359 Wp and η = 19.40%, produced in the EU. The aforementioned table only 

considers the PV module made in China, which is representative of the PVT’s geographical value chain.   

Particularly noteworthy is the significantly lower embedded carbon per Wp exhibited by the hybrid PVT 

collector, rendering it an especially attractive alternative to PV. These findings underscore the potential of solar 

thermal technologies to significantly contribute to sustainable energy transition. 

3.3. Payback on embedded carbon 

Considering carbon payback periods across various geographical locations, including Athens, Davos, Stockholm 

and Wurzburg, reveals insightful data as presented in Table 3. 

Table 3. Payback on embedded carbon for VirtuHOT 

 Athens Davos Stockholm Wurzburg 

Fluid Temperature (˚C) 25 50 25 50 25 50 25 50 

Thermal Yield, Eth  (kWh/year) 567 474 439 355 314 244 353 277 

Carbon Abatement (kgCO2/year) 119 99.5 92.2 74.6 65.9 51.2 74.1 58.2 

Carbon Payback (years) 0.69 0.82 0.89 1.10 1.24 1.60 1.11 1.41 

 
M. Zagorulko et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

798



 

Athens has the shortest carbon payback period due to its high solar irradiance and warmer climate, resulting in 

higher thermal yields and greater carbon abatement. In contrast, Stockholm, with its cooler climate and lower 

solar irradiance, exhibits the longest payback period due to reduced thermal yields and less carbon abatement. 

Higher fluid temperatures (50°C) consistently decrease thermal yield and carbon abatement, extending the 

payback periods across all locations. Davos, characterized by a cooler alpine climate, and Würzburg, with a 

moderate climate, show intermediate payback periods, reflecting the impact of regional climate conditions. 

For VirtuPVT, in Table 4., the analysis has taken into account the carbon intensity of the grid in the equivalent 

geographical locations. 

Table 4. Payback on embedded carbon for VirtuPVT 

 Athens Davos Stockholm Wurzburg 

Fluid Temperature (˚C) 25 50 25 50 25 50 25 50 

Thermal Yield, Eth  (kWh/year) 362 217 238 132 177 92 203 107 

Electrical Yield, Eel  (kWh/year) 103 94 91 83 63 58 70 64 

Carbon intensity of the grid (kgCO2/kWh) 0.448 0.448 0.357 0.357 0.012 0.012 0.314 0.314 

Carbon Abatement (kgCO2/year) 122 87.5 82.5 57.4 37.9 20.0 64.6 42.6 

Carbon Payback (years) 1.07 1.49 1.59 2.28 3.46 6.55 2.03 3.08 

 

The VirtuPVT system's carbon payback period is shorter in locations with higher grid carbon intensity and better 

solar conditions, such as Athens, and longer in areas with lower grid carbon intensity and less favorable 

conditions, like Stockholm. 

In summary, regions with higher solar irradiance and warmer climates, like Athens, have shorter carbon payback 

periods, while cooler, less sunny regions, like Stockholm, have longer periods. The efficiency of solar energy 

conversion and the operating fluid temperature are key factors in these variations. 

   Overall, the payback periods for the VirtuPVT and VirtuHOT systems are short compared to the their service 

lifetime. While thermal-only collectors demonstrate an average payback period of approximately 1.25 years, PVT 

collectors require an average of about 3.25 years to offset their embedded carbon. This indicates that, despite 

regional variations in payback periods, the long-term environmental benefits of PVT collectors generally 

outweigh their initial carbon costs. 

4. Conclusions 

The life cycle analysis of the VirtuHOT and VirtuPVT collectors demonstrates an interesting and environmentally 

important benefit of solar thermal technologies compared to generic PV modules. The thermal-only collector, 

VirtuHOT, and the hybrid VirtuPVT collector both exhibit significantly lower embedded carbon per Wp than 

standard PV modules (manufactured in China), highlighting their potential for reducing carbon footprints in 

energy systems. Notably, the thermal-only collector demonstrates the lowest embedded carbon, particularly due 

to the optimized design and lower material use. In contrast, the hybrid PVT collector, while offering both thermal 

and electrical outputs, shows a slightly higher embedded carbon due to the additional PV components, yet still 

remains significantly more environmentally favorable compared to typical PV technologies. 

The results emphasize the importance of careful material selection and design optimization in minimizing 

environmental impacts. The detailed component level analysis reveals that the borosilicate glass enclosure and 

integrated reflector contribute substantially to the embedded carbon total, particularly due to the transportation 

emissions involved in the supply chain. For the PVT collector, the energy-intensive processes associated with the 

aluminium heat exchanger and the PV cell silicon components are also significant contributors and would be 

targets for future improvement. 

In terms of payback on embedded carbon, both products show favorable results, with VirtuHOT offering a shorter 

payback period than VirtuPVT, due in large part to its lower initial carbon footprint. However, the benefits of 
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VirtuPVT, which include electrical generation capabilities, provide a broader scope of carbon offset 

opportunities, particularly in regions with high grid carbon intensity. 

The study also identifies key areas for future research. Specifically, more detailed investigation into the use phase 

(operation and maintenance) of solar thermal technologies is necessary to fully understand their long-term 

environmental impacts. Additionally, obtaining supplier specific data on the sourcing and manufacturing 

processes of constituent parts will enhance the accuracy of the analysis. This will not only refine the 

understanding of the environmental impacts but also inform strategies for further reducing the carbon footprint 

of these renewable technologies. The ongoing development of solar thermal technology, along with improved 

data transparency and material efficiency throughout the product life cycle, offers significant potential for future 

technology applications. 
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Abstract 

In this work, a novel facade-integrated adsorption system for solar cooling is investigated experimentally with a first 

prototype. This system consists of an evaporator, which is installed as cooling ceiling, a condenser and an adsorber. 

To precisely measure the achieved cooling power rates, the system is tested with an almost adiabatic test chamber, 

which is placed in an air-conditioned laboratory, and the evaporator is installed as cooling ceiling into the chamber. 

The adsorber are designed as panel-shaped elements and are mounted in standard facade frames on load cells in the 

laboratory. The adsorber is regenerated by an infrared heater. The first experimental tests reveal minimum evaporator 

temperatures of around 6 °C and the outer bottom of the evaporator can be maintained below 10 °C for over 15 hours. 

Keywords: Solar Energy, Thermal Energy Storage, Adsorption Chiller, Cooling Ceiling, Building Energy Systems 

1. Introduction 

Due to its high demand for resources and energy, the building sector accounts for almost 40% of the global carbon 

dioxide emissions (United Nations Environment Programme 2020). Therefore, in order to achieve the ambitious 

climate protection goals, it is essential to reduce the required amount of building material in the construction of future 

buildings as well as to operate these lightweight buildings more energy efficiently or, if possible, energy self-

sufficiently. Against this background, a novel, facade-integrated adsorption system for solar cooling of lightweight 

buildings is being developed within the Collaborative Research Centre 1244 at the University of Stuttgart. The 

proposed adsorption system combines the functionality of energy storage and cold production, with minimum 

occupation of inner building space. After detailed simulations of a reference case confirmed the general functionality 

of the proposed cooling system (Boeckmann et al. 2024), a first prototype was setup in an air-conditioned laboratory. 

This work introduces the prototype set-up and presents first measurement results. 

 

Figure 1: Cross-section view and operating principle of a high-rise building equipped in floor n (exemplarily) with the facade-integrated 

adsorption system for solar cooling. The main components are: A-adsorber, C-condenser, E-evaporator. The regeneration phase, in 

which the reactor is heated up by solar irradiation, is shown on the left-hand side and the cooling phase on the right-hand side. The 

colored arrows indicate the main heat fluxes during the two phases. (Boeckmann et al. 2024) 

Adsorption-based cooling is a highly researched cooling technology (Chauhan et al. 2022) and current experimental 

research addresses the heat transfer design of the adsorber (Wang et al. 2022), the applied working pairs (Allouhi et 

al. 2015; Cabeza et al. 2017), the influence of thermal operation conditions (Liang et al. 2023) as well as the operation 
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under real conditions (Bujok et al. 2022; Mat Wajid et al. 2021). However, the work of (Hallström et al. 2014) is the 

only work know to the authors in which the solar thermal collector and the adsorber are integrated into one 

component. This element was not designed for the integration into the facade and cooling could only be produced 

during the night. 

The adsorption system consists of the three components adsorber, condenser and evaporator, refer to Figure 1. The 

adsorber and the condenser are integrated as panel-shaped elements into the building facade. The particular challenge 

lies in the efficient absorption of solar irradiation by the adsorber during the regeneration phase and the sufficiently 

high heat release to the ambient during cooling operation. The evaporator is installed as a cooling ceiling in the 

building. For cooling, the evaporator is connected to the previously regenerated adsorber, whereby the cooling power 

can be controlled by throttling the vapor mass flow. 

This work aims to provide a detailed description of the developed experimental setup, including detailed descriptions 

of the three main components adsorber, condenser and evaporator as well as the installed sensors, the introduction 

of the test chamber, in which the system is tested and the heating system to regenerate the adsorber. The prototype 

is designed based on the previous simulation studies partially presented in (Boeckmann et al. 2024). Finally, the 

successful installation is demonstrated through first cooling operations with the system. 

The paper is organized as follows: In Section 2, the experimental setup is introduced and the experimental procedure 

is presented in Section 3. The experimental results are shown and discussed in Section 4 and finally, the study is 

concluded in Section 5. 

2. Experimental setup 

2.1 Adsorber 

The adsorber is panel-shaped with dimensions of 890 mm height, 1100 mm width and 87 mm depth. The design 

scheme of the adsorber is given in Figure 11. It is enclosed by a metal casing at the back as well as the sides and by 

a metal absorber sheet at the outer face and is vertically attached to a facade of the building or to a wall in this 

experimental setup, respectively. To ensure mechanical stability, which is one of the main challenges with flat-shaped 

low-pressure constructions, metallic pins are used as known from evacuated solar thermal collector, refer to Figure 

2 (left). These add only little mass and thermal bridges. The adsorber is filled with the granular adsorbent zeolite 

13X, while a mesh separates the adsorbent from an adjacent vacuum gap, see Figure 2 (right). This allows for a good 

distribution of the vapor inside the adsorber. The adsorber is thermally well insulated towards the building’s envelope 

by 20 mm vacuum insulation panels on the back and the sides of the casing. Three ISO-KF16 in-/outlets for the water 

vapor are integrated into the back of the adsorber with the central one being used in the studies of this work. Metal 

fins are integrated into the zeolite packed bed to overcome the heat transport limitations of the adsorbent. 

 
Figure 2: Photo documentation of the adsorber. Left: The inside of the adsorber during the manufacturing. The metal fins, which are 

integrated into the zeolite packed bed, and the pins for vacuum load bearing are visible. Middle: The adsorber installed into the facade 

frame and mounted on loads cells in the laboratory. Right: Insight into the filled adsorber with a borescope. 
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In order to efficiently absorb the solar irradiation during the regeneration phase, the outer adsorber surface face is 

covered by a metal absorber sheet as well as a low iron float glass, with a Ug-Value of 5,8 W/m2K and a g-Value of 

91 %, shown in Figure 2 (middle). Between the absorber sheet and the glazing, there is an air channel, which is 

closed by a flap during the regeneration phase, while it is open during the cooling phase to efficiently transfer the 

released heat of adsorption to the ambient by free air convection through the air gap channel (Greiner et al. 2022). 

To enhance the heat release in the cooling phase, the absorber sheet is equipped with vertical metal fins in the air gap 

to increase the heat transfer surface. This structure was simulation-based analyzed in (Greiner et al., 2022) and 

supplemented with variant studies. 

On the top of the adsorber, three ISO-KF25 inlets allow for the vacuum tight feed through of thermocouple sensors 

into the zeolite packed bed. Further three ISO-KF 50 inlets at the top as well as one ISO-KF 50 inlet at the bottom 

allow to fill/release the adsorbent into/from the adsorber. 

The adsorber is integrated into a standard facade construction in order to test the components properties under nearly 

building conditions and to demonstrate the possibility of integration. This is the Stabalux AK-H system, a mullion-

transom construction made of laminated timber with an aluminum attachment. 

 

2.2 Condenser 

The condenser is panel-shaped and has the same dimensions as the adsorber (890 mm height, 1100 mm width and 

87 mm depth). The design scheme of the condenser is shown in Figure 12. Similar to the adsorber, the condenser is 

enclosed by a metal casing and is attached vertically to the facade of the building or to the outer wall of the test 

chamber in this experimental setup, respectively, see Figure 3 (left). Internal metal fins are included to enhance heat 

transport to the ambient, and thus, improve the condensation rate. Furthermore, theses fins ensure mechanical 

stability. The backside of the condenser is thermally insulated by 20 mm vacuum insulation panels. In the 

regeneration phase, vapor flows from the adsorber into the condenser and condenses on the metal fins or the water 

surface, releasing the heat of condensation to the fins or the water, respectively. The heat is then conducted through 

the internal fins to the external fins, where it is emitted to the ambient air. Furthermore, the water phase is in direct 

contact to the outer wall and heat is being transferred to the ambient through the outer wall. 

Similar to the adsorber, the condenser is installed into the same facade construction. 

 
Figure 3: Left: Photo documentation of the condenser installed into the facade frame mounted on load cells in the laboratory. Middle 

and right: Vacuum-tight pump realized by installing a submersible pump into vacuum tubes. 
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2.3 Evaporator 

The quadratic evaporator with a side length of 1000 mm and a height of 67 mm is also enclosed by a metal casing. 

It is installed as a cooling ceiling inside the building or into the test chamber in this experimental study, refer to 

Figure 4 (left). The applied box-shaped configuration is a very simple configuration, chosen in this work to determine 

the potential of the system with respect to the cooling rate. Nevertheless, more complex solutions such as pipe coils 

or active ventilation are possible and could be investigated in the future works. Vapor is extracted from the evaporator 

by the adsorption in the adsorber during the cooling phase, which reduces the pressure in the evaporator. Thus, 

evaporation is induced and the remaining water is cooled due to extracted heat of evaporation. The water then cools 

the metallic bottom sheet of the evaporator, which is in direct contact with the air inside the room. 

In Figure 4 (right) the top of the evaporator with the sensors as well as the ISO-KF16 in-/outlets can be seen. 

 
Figure 4: Photo documentation of the evaporator. Left: The evaporator installed as cooling ceiling into the test chamber. Right: View 

on the top of the evaporator with sensors. 

2.4 Couplings 

The components are connected with vacuum-tight corrugated tubes, which offer a certain flexibility. Valves are 

installed to open and close the connections between the components and a controllable throttle is used between 

evaporator and adsorber to control the inlet pressure of the adsorber, which allows to set the adsorption rate and thus 

the evaporation rate. This allows to control the evaporator temperature. An overview of all connections and valves 

is given in the hydraulic diagram in Figure 5. 

The condensed water is pumped from the condenser to the evaporator using a vacuum tight pump, see Figure 

3 (middle and right). This is realized by integrating a 12 V submersible pump into a 50 mm ISO-KF50 tube and feed 

a 10 mm hose through a corrugated tube into the evaporator. The electrical connection of the pump is enabled by 

vacuum tight electrical feed through. 

 

2.5 Sensors 

Three variables are measured for the components: Temperature, pressure and weight. The latter is measured via load 

cells and allows to calculate the water vapor flow between the components. Furthermore, current water uptake of the 

adsorber can be estimated by the weight measurements. For the temperature, thermocouple sensors are fed into the 

vacuum components via special feedthroughs and a reduced measuring grid is used. For all components the 

temperature distribution over the height is measured at four points. For both evaporator and condenser these points 

cover water as well as vapor phase. Additionally, for the adsorber the temperature distribution in width and depth 

between the fins is measured with four sensors each. The pressure is measured at the vapor inlet of all components 

as well as at one additional position for condenser and evaporator. In order to measure the vapor distribution inside 

the vacuum gap of the adsorber, two additional pressure sensors are installed over the height. Furthermore, all outer 

surfaces are equipped with thermocouples. An overview of all installed pressure sensors as well as thermocouples 

inside the components is shown in Figure 5. 

An automation station with a programmable logic controller (PLC) is used for logging measurements, control, 

regulation and model identification of the system. 
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Figure 5: Left: Hydraulic diagram of the adsorption cooling system. 

 

2.6 Test chamber 

The adsorption cooling system is tested in a chamber with a multi-layer insulation concept, in which the evaporator 

is placed, refer to Figure 6. The wall structure consists (from outside to inside) of a layer of 8 mm thick High Pressure 

Laminate (HPL), 100 mm mineral wool, 18 mm oriented strand board (OSB), 20 mm vacuum insulation panel and 

12 mm multiplex board. Each boundary layer temperature between the wall layers is recorded by two thermocouples. 

This resolves the heat dissipation through the side walls and the ceiling element. To measure the cooling capacity of 

the evaporator, the insulated room is brought to a constant temperature by supplying a continuously adjustable 

heating power. The room temperature is measured with a network of 12 measuring points at different heights and 

surface points using precise resistance thermometers. The heating power is delivered to the room air by an electric 

heating system. To identify the actual heat input into the test chamber, the electrical power provided to the heating 

system is measured. Homogeneous room air is achieved by a uniform flow provided by a controllable fan.  

 

2.7 Heating system for regeneration 

The adsorption system is regenerated by heating up the adsorber to desorb water vapor from the zeolite packed bed. 

In the laboratory setup this is done by an infrared heating system, which consists of heating wires in a thermally 

insulated construction, see Figure 7. The inside of the heating system fits perfectly the outer dimensions of the 

adsorber to reduce heat losses. The heating wires are resistance wires of the material kanthal 1.4765 with a diameter 

of 1.5 mm and a specific resistance of 0.7745 Ω/m. A total length of 34 m is used to reach thermal power rates up to 

2000 W with a maximum voltage of 230 V possible. A voltage controller allows for continuous setting of the required 

thermal power. 
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Figure 6: Pictures of the thermally high insulated test chamber. Left: Outside of the chamber with 100 mm mineral wool. Middle: 

20 mm vacuum insulation panels installed to the inside of the chamber. Right: Inner top layer of 12 mm multiplex board. 

 

 
Figure 7: Pictures of the heating system for the regeneration of the adsorber. Left: Full heating system with insulation. Right: Detail of 

the heating wires. 
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3. Experimental procedure 

3.1 Initial leak test 

The three components adsorber, condenser, evaporator are evacuated after installation into the laboratory setup and 

leak tests are performed for more than 60 h to check if no leaks raised during the transport of the components or the 

installation. This further ensures that the system is vacuum tight and minimizes the risks for issues due to inert gases 

in the low-pressure system during the operation.  

 

3.2 Cooling tests 

The first cooling tests are performed after commissioning of the system with the new adsorbent zeolite 13X. For this 

reason, the water uptake levels are lower as in the later operation. Nevertheless, these tests allow to test the system 

under ideal regeneration conditions.  

The cooling tests start with the connection of the adsorber and the evaporator, which immediately induces both 

adsorption of vapor and thus, evaporation in the evaporator. To investigate the full potential of the adsorption system, 

the temperature control of the evaporator is not applied. The temperatures of the vapor and water inside the evaporator 

as well as the temperature distribution in the test chamber are measured. 

4. Results and discussion 

4.1 Initial leak test 

The results of the initial leak test can be seen in Figure 8. For each component the data of two pressure sensors are 

evaluated. It is found that all components are free of any leaks as there are no significant pressure increases over 

time. The pressure levels inside the evaporator and condenser are almost constant since they are tested empty and 

the small differences between the two sensors are within the measurement inaccuracies. 

The leak test of the adsorber is done after it was filled with zeolite 13X and before the final complete evacuation. 

Thus, some gas molecules were still inside, which explains the slightly higher pressure levels compared to the 

condenser and evaporator as well as the higher fluctuations due to ad-/desorption processes. Nevertheless, it is clearly 

found that the adsorber is vacuum-tight and the differences between the two pressure sensors are within the 

measurement inaccuracies. 

 
Figure 8: Evolution of the pressures inside the three components adsorber (red), condenser (green) and evaporator (blue) over time 

during the initial leak tests. 

4.2 Cooling tests 

Three cooling tests are performed during the commissioning of the novel developed facade integrated adsorption 

system for solar cooling. The first two tests take only around 1.5 hours, while the third test was performed over 24 

hours. The results of the last test are shown in Figure , where the blue curve is the temperature at the central outer 

bottom of the evaporator and red as well as the green curves are the measurement data of the four sheath 

thermocouples that are fed into the evaporator. 

It is found that a minimal temperature of around 6 °C was reached inside the evaporator. The bottom of the 

evaporator, which is in contact with the room to be cooled, is cooled down to below 9 °C and this a temperature 
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below 10 °C can be maintained for more than 15 h. Furthermore, a stable stratification of the water temperature can 

be seen with the minimum temperature close to the bottom and the highest temperature at the top. This is favorable 

since the vapor pressure inside the evaporator is mainly influenced by the temperature at the top of the water phase. 

High pressure levels increase the adsorption rate and thus lead to a higher evaporation. 

 

The comparison of the temperature at the central outer bottom of the evaporator for the three tests shows similar 

cooling decreases, see Figure 10. The first test was stopped after approximately 1 hour, when the evaporator had 

reached 14 °C. 

 
Figure 10: Evolution of bottom temperatures of the evaporator during three commissioning tests. 

5. Conclusion and Outlook 

In this work, the experimental setup of a novel facade-integrated adsorption system for solar cooling of buildings as 

well as first measurement results are presented.  

The initial leakage tests confirmed that the system is vacuum tight as no pressure increases are found inside the main 

components adsorber, condenser and evaporator. Furthermore, it is found that minimum pressure levels below 1 mbar 

are reached by the evacuation process. 

The first cooling tests with highly desorbed adsorbent zeolite 13X prove the practical functionality of the proposed 

cooling system. Minimum evaporator temperatures of around 6 °C are found and the outer bottom of the evaporator 

could be maintained below 10 °C for over 15 hours. 

The future work will start with the regeneration process and will perform experiments with full daily cycles under 

various ambient conditions as well as different control strategies. Furthermore, the experimental results will be used 

to validate the simulation models. 

Figure 9: Evolution of temperatures at the central outer bottom (blue) and inside the evaporator over time during the 24h 

commissioning test. 
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Appendix 

 
Figure 11: Design scheme of the adsorber (cross-section side 

view). The scheme is not to scale as the height is approximately 

0.9 m, while the width in z-direction is only approximately 9 cm. 

The absorber sheet is equipped with metal fins inside the air gap 

channel (not depicted). (Boeckmann et al. 2024) 

 
Figure 12: Design scheme of the condenser (cross-section top 

view). The scheme is not to scale as the width in y-direction is 

approximately 1.1 m, while the depth in z-direction is only 

approximately 9 cm. (Boeckmann et al. 2024) 
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Abstract 

The present research proposes a framework to design and evaluate façade products integrating solar cooling 

technologies (SCTs), applied in an office building in a Southern Europe region. The building comprises various 

types of façade elements, such as opaque walls, glazed curtain walls, overhangs, and balconies. Key regulatory 

measures were implemented considering national energy saving regulations. The results represent annual 

energy consumption (kWh/m2/year) and the average daily cooling demand in Summer Design Week 

(kWh/day) of the simulated base model. This energy consumption lies within range of a previously simulated 

generic office and the average annual energy consumption of office blocks. Potential scenarios for integrating 

SCTs were outlined and evaluated using the solar fraction (SF) as an indication to measure the potential 

performance of the system based on nominal efficiencies, providing an initial reference of its ability to meet 

cooling demands, an essential step in early design stages. Scenarios per configuration related to double-effect 

chillers with evacuated tubes collectors and water-cooled vapor compression chiller and photovoltaic (PV) 

panels were the only one having an SF value of 1 or more, meaning that they can  be able to handle the required 

cooling demand. Future steps should consider a second level of technical evaluation of scenarios having SF 

values of 1 or more, which should involve aspects related to how to physically integrate the technology, 

considering compactness and space usability and also maintenance requirements, among other relevant criteria.    

Keywords: Semi-arid climate, thermal envelope, solar fraction, PV panels  

 

1. Introduction 

Cooling demands in the built environment have been estimated to have a dramatic increase in the coming 

decades as a result of climate change and the growth in the global population (Enteria and Sawachi, 2020; 

Sahin and Ayyildiz, 2020; Santamouris, 2016). Accordingly, this demand increase can lead to a rise in the use 

of cooling systems depending on energy generated in power plants in order to meet thermal comfort 

requirements (Santamouris, 2016). Consequently, supporting the use of cooling systems relying on renewable 

energy is becoming more important to reduce greenhouse gas (GHSs) emissions generated from energy 

consumed by conventional cooling systems. Therefore, the façade integration of solar active cooling 

technologies can have an important role in minimizing the use of conventional cooling systems since façades 

are usually highly exposed to solar radiation. Hence, solar energy can be harvested through the façade in order 

to drive cooling systems (Prieto et al., 2017).  

The integration of solar active technologies in facades can be defined as “building envelope systems that 

include elements using and/or controlling solar radiation to deliver self-sufficient solar renewable electric 

and/or thermal energy needed to generate cooling effect in a particular indoor environment” (Hamida et al., 

2023c). It should be noted that providing design approaches to professionals who lack the experience with 

such technologies can have a vital role in enabling the widespread application (Saini and Weiss, 2023). Hence, 
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this study presents initial findings of an ongoing research aiming to propose a framework supporting designers 

at early stages to design and evaluate façade products integrating solar cooling technologies to meet the cooling 

demand of a particular building. The framework proposition is based on a “research through design” 

methodology considering the development of design alternatives and their evaluation with respect to relevant 

design criteria.  

The framework focuses on designing and evaluating such façade products for office buildings located in 

Southern European climates. The Spanish context has been selected with a focus on Madrid as a case study, 

which had as a cold semi-arid climate according to Koppen Geiger classification (Del Ama Gonzalo et al., 

2023). Spain is ranked as the third country in the European Union (EU), after Malta and Cyprus, in terms of 

cooling demands. The increase in temperatures in the country has resulted in a greater demand for cooling 

systems. In addition, the Spanish cooling demand has raised by around 2.6 times during the last four decades 

(Inspain News, 2023). Furthermore, Spain tends to have large office market and investments. The country had 

total of €728 million invested on the offices in the first half of year 2023. Madrid accounted total of €471 

million (65% of total office investment) (Cushman & Wakefield, 2023). In addition, Madrid city had the 

greatest share (40%) of European business and professional services which can have a direct relation with 

office demand (Savills Commercial Research, 2023).  

2. Research Methods  

To propose a framework for designing and evaluating SCIFs, this study is based on a “research through design” 

strategy. Therefore, the adopted strategy for the proposed framework is based on gathering and organizing 

relevant information needed to design and evaluate solar cooling integrated facades considering the definition 

of (Hamida et al., 2023c). 

2.1. Key Design Stages      

The aim of the research is to support designers at early key design stages to design a suitable product able to 

meet the cooling demand. This is due to the fact that having proper design can avoid many issues as well as 

ensure proper assembly and operation (Hamida et al., 2023a, 2023b).  There are various ways and 

categorizations of design and construction stages that are available in the literature, including RIBA workplan 

for all disciplines on the construction industry (RIBA, 2020), integrated design and construction processes for 

new building construction and renovation projects identified by (Oliveira and Melhado, 2011), key phases 

associated with zero-energy residential building renovation (Prieto et al., 2023), and the façade design and 

construction processes associated with the curtain wall industry that were identified by (Klein, 2013). Hence, 

it is essential to have key identified design stages that can be used for proposing the framework through the 

case study. A total of four stages have been identified, namely (i) conception and strategic definition, (ii) 

preparation and briefing, (iii) façade technological selection, and (iv) architectural design. This paper presents 

results related to the conception and strategic definition as well as part of the preparation and briefing, as 

indicated throughout the paper.  

2.1.1. Conception and Strategic Definition    

The key outcomes of this stage include the establishment of possibilities related to integrating solar cooling 

technologies into the façade by taking into account different requirements and considerations, namely legal 

prerequisites as well as the building requirements. The legal prerequisites consider national guidelines related 

to energy savings. The building requirements consider that the definitions of solar active cooling integrated 

façades include having a self-sufficient solar renewable electric and/or thermal energy needed to generate 

cooling effect in a particular indoor environment (Hamida et al., 2023c).  To obtain possibilities of façade 

integration as a main outcome of the conception and strategic definition phase, a set of three steps should be 

followed:  

• Establishment of reference building model: The establishment of the reference building requires 

detailed descriptions of different aspects, such as geometry, location, occupancy profile, set-point 

temperatures. Such reference building can be considered as a benchmark for investigating different 

scenarios (Ochs et al., 2020). Accordingly, it was essential to identify constant and variable 

parameters to define the basis of the reference model (Ferrari and Zanotto, 2016). Therefore, key 
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inputs should include the project characteristics (building size and location). Hence, main tools 

considered were data collection and market survey, which involved identifying the two main aspects 

needed to establish the base model. The first one includes assumptions of constant parameters which 

are climate contexts, internal heat loads (occupancy schedule and density based on the number of 

people per square meter), heating, cooling, and air-conditioning (HVAC), and air infiltration. The 

second one includes construction characteristics of the thermal envelope elements according to 

national energy saving guidelines. 

• Assessment of energy performance of reference model: Considering the established base model, 

assessing its performance was carried through performing different sets of dynamic energy 

simulations using DesignBuilder 7.0.2.006, which is a graphical interface software of EnergyPlus. 

Such sets of simulations aim to assess the energy and cooling demands and compare the building 

energy performance with relevant data, and determine and select the suitable building base model. 

Energy simulations considered all thermal zones to assess the building energy performance at four 

different orientations, which included orienting the building main entrance to the North (N), South 

(S), East (E), and West (W) directions.     

• Identification of possibilities for façade integration: The identification of such possibilities took into 

account relevant technologies to be involved in the process of generating and evaluating scenarios 

with respect to different criteria. The possibilities for integrating technologies into the façade are 

identified based on determination of key configurations of selected technologies and establishment of 

matrix of possibilities for integrating technologies into the façade. 

2.1.2. Preparation and Briefing    

This phase aimed to assess the technical and economic feasibility of the generated possibilities, and to 

determine functional requirements. This study provides the initial findings related to the pre-feasibility 

technical evaluation of different scenarios, which is based on assessing the product performance and efficiency 

and the ability to meet user cooling requirements. Considering that the definitions of solar active cooling 

integrated façades indicated by (Hamida et al., 2023c), it is essential to have a particular indicator that takes 

into account different aspects. These aspects include the delivered solar renewable electric and/or thermal 

energy, the generated cooling effect in a particular indoor environment, and the cooling demand in such 

environment. One of the commonly used measurements considering such aspects while enable evaluating the 

technical feasibility of product applicability is based on calculating the Solar Fraction (SF) (Noaman et al., 

2022; Prieto et al., 2018a). Two main parameters are divided, namely cooling effect delivered by the selected 

technology and cooling demand of a particular indoor environment as shown in equation 1. Equation 2 and 

table 1 indicate the detailed calculations for all parameters needed to assess the SF. The SF value was assessed 

considering daily solar availability as key input and daily cooling demands during the summer design week, 

which involves the most crucial period in summer season according to the weather data file.  

𝑆𝐹 =  𝑆𝐶𝑂𝑂𝐿𝑜𝑢𝑡/𝐶𝑂𝑂𝐿𝑟𝑒𝑞      (eq. 1) 

𝑆𝐶𝑂𝑂𝐿𝑜𝑢𝑡 = 𝑆𝑂𝐿𝑖𝑛𝑝𝑢𝑡  × 𝑆𝑂𝐿𝑎𝑟𝑟𝑦 × 𝐶𝑂𝑃𝑠𝑜𝑙𝑎𝑟𝑠𝑦𝑠 × 𝐶𝑂𝑃𝑐𝑜𝑜𝑙𝑠𝑦𝑠  (eq. 2) 

2.2. Solar Cooling Technologies      

This study aimed to involve relevant options for both of solar electrically-driven and thermally- driven 

technologies, which are involved in the process of generating and evaluating scenarios with respect to design 

criteria. For electrically-driven systems, the use of Photovoltaic (PV) for cooling through coupling it with 

conventional heating, ventilation, and air conditioning (HVAC) systems provide advantages related 

construction simplicity and high efficacy. Furthermore, the maturity and advancement of PV technologies was 

considered as a key factor supporting the widespread integration of electrically-driven solar cooling 

technologies into façades (Hamida et al., 2023a). For thermally-driven technologies, solar absorption cooling 

was identified to be a relevant option as it is a mature technology and has a high growth rate compared to other 

thermally-driven systems (Alsagri et al., 2020). In addition, solar absorption chillers are globally popular in 

the market of solar cooling technologies. This is because of their high coefficient of performance (COP) values 

compared to other technologies (Alahmer and Ajib, 2020). Furthermore, solar absorption cooling technologies 

were found to have relevant technical feasibility at different climate contexts (Prieto et al., 2018a, 2018b).  
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Tab. 1: Assessment of pre-technical feasibility (Noaman et al., 2022; Prieto et al., 2018a)  
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Notes  

Having an SF value of 100% and more indicates that the system can be able to handle the 

required cooling demand 

2.3. Standards and Regulations  

It is crucial to include key aspects in the decision-making process for integrating technologies into building 

façades. According to (Prieto et al., 2017), the design and development of solar cooling integrated façades are 

only worth pursuing when all other passive measures are unable to meet indoor requirements. Accordingly, 

the study aims to reduce cooling demand using relevant guidelines as a first step. Hence, his study considers 

the Spanish energy saving regulations to optimize the building design by implementing necessary passive 

measures to lower energy demand (CTE, 2022a). Although some researchers used the Passive House Standard, 

(Borrallo-jiménez et al., 2022) indicated that applying the Passive House standard could not provide 

competitive benefits related to improving the building energy performance when it is compared to the local 

Spanish regulations. It should be noted that the efficiency improvement of the European building sector has 

been identified to be addressed by two main instruments, namely the Energy Performance of Building 

Directives (EPBD) and also the Energy Efficiency Directives (EED) (de Arriba Segurado, 2021). The Spanish 

Technical Building Code, El Código Técnico de la Edificación (CTE), contributes to transporting such 

directives into the legal system by modifying the Basic Document, Documento Básico (DB-HE) (CTE, 2022b). 

Such document provides rules and procedures allowing basic energy saving requirements to be met.  

2.4. Building Case   

The consideration of a typical building case in a particulier context contribute to demonstrating the framework 
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applicability from practical point of view. Taking into account that the building industry is fragmented with 

various construction materials and systems, (Ebbert, 2010) sorted various office façade typologies in Western 

Europe systematically in a matrix in order to have an insight into the functions of different façade types so that 

various façade refurbishment strategies can be developed and applied. However, many of existing office 

buildings tend to have a combination of various façade types and elements, such curtain walls, double façades, 

shading devices and overhangs. This makes the consideration of a particular façade typology can be a 

challenging task since every project is unique. Accordingly, proposing the framework by considering a generic 

typical office with various façade types and elements is an essential to demonstrate its applicability in practice 

through determining different possibilities for façade integration. Hence, the selected building case in a generic 

office 5-story building. Each floor has a hight of 4.2 m. The ground floor has its own layout in terms of sizes 

and numbers of thermal zones and spaces functions, such as office areas and storerooms, while first and second 

floors have similar layouts. The third, fourth, and fifth floors have similar layouts. The key characteristics of 

this building are that they take into account the common features of newly constructed office buildings in 

major European cities (Costanzo and Donn, 2017). Majority of the external walls consist of glazed units 

attached to a concrete structure, although the backside of the building are opaque walls. The building presents 

flat concrete roof surfaces that are bitumised. Table 2 and Figure 1 provide an overview of the selected building 

case for framework proposition.   

Tab. 2: Overview of the selected building case for framework proposition   

Item Description Values  

Altitude  Altitude with respect to sea level  655 m 

Ground floor area Ground has its own same layout  2695.68 m2 

First/second floor area 
First and second floors have same layout and 

sizes  
2851.2 m2 

Third/Fourth/fifth floor area 
Third, fourth and fifth floors have same layout 

and sizes  
1866.24 m2 

Gross floor area Sum of all floor areas  13996.8 m2 

Floor height All floors have an equal hight  4.2 m 

Window-to-Wall Ratio (WWR)   Proportion of exterior glazed walls   55% 

 

 

  

Fig. 1: Selected building case   

3. Results   

This section presents the findings of the conception and strategic definition phase (sections 3.1) as well as part 

of the preparation and briefing phase (sections 3.1). Hence, section 3.1 provides the results of the established 

reference model, and also identified possibilities for façade integration. On the other hand, section 3.2 shows 

findings of assessing the technical feasibility of generated possibilities based on the SF values.  
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3.1. Conception and Strategic Definition 

As indicated in section 2.1.1, the key outcomes of this stage include the establishment of possibilities to 

integrate solar technologies into the façade by taking into account different requirements, legal and building 

prerequisites and specifications. The legal requirements in this study were considered based on Spanish 

guidelines related to energy savings (CTE, 2022a).  Table 3 shows the building and façade characteristics, 

including Window-to-Wall ratio (WWR), of the reference model when considering different orientation of 

the building main entrance.   

Tab. 3: WWR and thermal zones of simulated base case scenarios  

Item 
Orientation of the Building Main Entrance 

N S E W 

WWR 

Total 0.55 0.55 0.55 0.55 

North 0.84 0.01 0.71 0.71 

South 0.01 0.84 0.71 0.71 

East 0.71 0.71 0.84 0.01 

West 0.71 0.71 0.01 0.84 

Number of 

thermal zones in 

the ground floor  

Ground has its 

own layout 

15 zones 

Number of 

thermal zones in 

the 1st /2nd floor 

area 

First and second 

floors have the 

same layout 

14 zones 

Number of 

thermal zones in 

the 3rd/4th /5th 

floor area  

Third, fourth and 

fifth floors have 

the same layout 

10 zones 

Total Number of 

thermal zones 
Sum of all zones 73 zones 

Spaces functions Generic office areas, storerooms, toilets, dining rooms, and light 

plant rooms   

Figure 2 shows simulation outcomes that include the annual building energy use intensity while Figure 3 

indicates the building average daily cooling demand in summer design week of (COOLreq) (kWh/day). The 

results of the simulated base model revealed considering all orientations ranged between 227.02 and 230.96 

[kWh/m2/year] for orienting the building main entrance to the North and South, respectively. These values 

were compared with other values in literature to have an initial validation of simulated reference base case. 

Considering the simulated office case by (Cortiços and Duarte, 2022) at different European climates 

considering Spanish energy savings requirements, the annual energy consumption in Madrid was estimated 

to be between 192.2 and 242.23 [kWh/m2]. Considering this range of energy consumption, the building 

energy consumption simulated base case lies within this range.  

According to simulation outcomes, it is shown that the orientation of the main entrance to the north, where 

opaque façade on the south side as well as shaded balconies are on the Ease and west sides, resulted in the 

lowest building energy use intensity and cooling demand intensity in both of yearly and summer design week 

time periods. On the other hand, orienting the building main entrance to the north had the highest energy and 

cooling demand. Hence, orienting the building main entrance has been selected as the building base case for 

generating and evaluating the scenarios.  
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Fig. 2: Building annual energy use intensity according to the orientation of the building main entrance  

 

 

Fig. 3: Building average daily cooling demand in Summer Design Week (COOLreq) according to the orientation of the 

building main entrance 

Based on the selected reference model, the identification of such possibilities took into account relevant 

technologies to be involved in the process of generating and evaluating scenarios with respect to different 

criteria, namely SF in the present paper. The generation of scenarios was based on the establishment of matrix 

of possibilities for integrating both technologies into the façade, which facilitated estimating SOLarry (Table 

5). It also considered different configurations of solar cooling technologies, which facilitate determining the 

COPsolarsys COPcoolsys of components related to both technologies (Table 5) (Alahmer and Ajib, 2020; Ayou and 

Coronas, 2020; Cortiços and Duarte, 2022; Mugnier et al., 2017; Prieto et al., 2018a). 

 

Tab. 4: Matrix of possibilities for integrating both technologies into the façade   

Envelope 

Possibilities 
Scenarios Per Configuration and Key Design Features 

Graphical 

Representation 

A. Rooftops 

only   

A.I. Installing solar collection devices on rooftops with a 

particular tilt angel (30°) and orientation (S), and different use 

factors (0.25, 0.40, 0.50, and 0.60) 
 

B. Façade 

only  

B.I. Only vertical attachment of solar collection devices along 

the external layer of the opaque façades (Backside of the 

building-opposite to the main entrance) 
 

B.II. Same as B.I with additional overhangs on the top of 

window of the first floor dining rooms for installing the 

collector at different tilt angles (60°, 30°, and 0°) 
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Tab. 4: Matrix of possibilities for integrating both technologies into the façade (cont.)   

Envelope 

Possibilities 
Scenarios Per Configuration and Key Design Features 

Graphical 

Representation 

B. Façade 

only 

B.III. Same as B.II with additional vertical attachment of solar 

collection devices along the external layer of balcony rails and 

roofs 
 

C. Rooftops & 

Façade 

C.I. Combination of A.I and B.I 

 

C.II. Combination of A.I and B.II 

 

C.III. Combination of A.I and B.III 

   

 

Tab. 5: Key information required to generate scenarios  

Item  

Thermally Driven Technology 
Electrically Driven 

Technology 

Single-effect 

(SE) absorption 

chillers and 

flat-plate 

collectors 

(FPCs) 

Single-effect (SE) 

absorption chillers 

and evacuated 

tubes collectors 

(ETCs) 

Double-effect (DE) 

absorption chillers 

and evacuated 

tubes collectors 

(ETCs) 

Water-cooled vapor 

compression chiller 

(VCC) and PV panel 

COPcoolsys 0.70 0.70 1.20 2.60 

COPsolarsys 0.60 0.65 0.65 0.22 

 

3.2. Preparation and Briefing 

This phase aimed to assess the technical feasibility of the generated possibilities in Table 4, to determine the 

technical feasible scenarios having an SF value 1 or more. To assess such feasibility, two key steps were 

considered, namely assessing of solar energy input to the system and then assessing the SF value of each 

scenario considering Table 2.         

3.2.1. Assessment of Solar Energy Input to the Façade System         

This step aimed at assessing solar energy input to the façade system through considering different physical 

positioning of the solar collection devices in the building envelope, such as rooftops, vertical facades or 

overhangs. The assessment was carried out by estimating the average daily solar radiation availability on a 

particular location/orientation (SOLinput) (kWh/m2/day) considering the month of summer design week of 

Madrid, July. Such assessment was performed using the simulation tool of System Advisor Model (SAM) 

2023.12.17 software and the EnergyPlus weather file of Madrid, which is the same file used on DesignBuilder 

7.0.2.006 software. Figure 4 provides the daily average solar irradiation of 90o, 60o, 30o, and 0o tilted plane, 

respectively, for the summer design month of Madrid. 
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Fig. 4: SOLinput at different orientations of the solar collection system considering the month of summer design week 

3.2.2. Assess the Product Technical Feasibility based on the SF           

Considering key parameters required to assess the SF (Table 1), assessed SOLarray of solar collection devices 

of different scenarios (Table 4), efficiencies considered for different components of technologies (COPsolarsys 

and COPcoolsys) (Table 5), and assessed solar energy input to the façade system (Figure 4), the SF values for 

all scenarios were assessed. The results of assessing the SF values of the three main envelope possibilities, 

namely rooftops only (A), facades only (B), and also rooftops & façade (C) are shown in Figures 5, 6 and 7, 

respectively. As mentioned in Table 2, having an SF value of 100% and more indicates that the system can be 

able to handle the required cooling demand. Hence, it is shown that some of the scenarios per configuration 

related to DE absorption chillers and ETCs (thermally driven) and water-cooled VCC and PV panel 

(electrically driven) were the only one having an SF value of 1 or more. Furthermore, only DE absorption 

chillers and ETCs were able to meet the cooling requirements by considering only rooftops installations. 

However, none of all configurations were able to meet the cooling requirements using façade installations only, 

such as opaque, overhang, and balconies installations.  

 

 

Fig. 5: Results of assessing the product technical feasibility for rooftops only (A) based on the SF    
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Fig. 6: Results of assessing the product technical feasibility for façades only (B) based on the SF 

 

 

Fig. 7: Results of assessing the product technical feasibility for rooftops and façades (C) based on the SF 

4. Conclusion  

The present research aims to propose a framework to guide the architectural integration of solar cooling 

technologies (SCTs) in an office building with various façade types, located in Southern Europe. Key 

regulatory measures were implemented considering national energy saving guidelines. The results represent 

annual energy consumption (kWh/m2/year) and the average daily cooling demand in Summer Design Week 

(kWh/day) of the simulated base model. This energy consumption lies within range of a previously simulated 

generic office and the average annual energy consumption of office blocks. Potential scenarios for integrating 

SCTs were outlined and evaluated using the SF as an indication to measure the product performance and 
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efficiency and its ability to meet cooling demand represent as essential step during early design stages. The SF 

value was assessed considering daily solar availability as key input and daily cooling demands during the 

summer design week, which involves the most crucial period in summer season according to the weather data 

file. Such step helps the decision regarding what type of technology and components could be selected for a 

second level of technical evaluation. Scenarios per configuration related to double-effect chillers with 

evacuated tubes collectors (thermally driven) and water-cooled vapor compression chiller and PV panel 

(electrically driven) were the only one having an SF value of 1 or more.  Future steps should consider a second 

level of technical evaluation of scenarios having SF values of 1 or more involving aspects related to how to 

integrate the technology, which may consider the compactness and space usability, assemble and connections, 

and maintenance requirements. Once this second level is carried out, economic feasibility aspects can be 

considered to evaluate and compare pre-defined potential scenarios at a higher level of detail. 
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Abstract 

Space cooling and air conditioning becomes more important as the energy demand for cooling increases rapidly and 

the increasing frequency and intensity of heat waves become threats, entailing that cooling is not only a matter of 

comfort, but of health. The demand for cooling appliances in Nepal is rising sharply, which is due to both the effects 

of global warming and the growing purchasing power of the population. This study investigates treatment of space 

cooling demand for an office building the humid subtropical climate of Nepal using TRNSYS18 simulation software. 

Different measures to lower the building cooling energy demand through building optimisation are considered in the 

first place and then the coverage of cooling demand by solar-based cooling systems. Results show, that the annual 

sensible cooling demand can be cut by 50% through building optimisation. A solar thermally driven absorption 

chiller is capable to keep the indoor air temperature below 30 °C at 96% of the time with a maximum temperature of 

34.6 °C with a SEERth of 0.79. Adding an electric driven vapour compression chiller increases this number to 100% 

with a maximum indoor temperature of 29.6 °C and a reduced SEERth for the absorption unit at 0.67. The electric 

efficiency of the hybrid system on the other hand is characterised by an SEERel of 14.51. 

Keywords: Building Optimisation, Building Energy Performance, Solar Cooling, Solar Thermal, Simulation 

 

1. Introduction 

The months from July 2023 to June 2024 have been the hottest 12 contiguous months in history and mark the first 

timeframe that the average surface temperature is 1.5°C above the pre-industrial period (copernicus programme 

2024). This ongoing global warming causes heat waves to become more extreme, to occur more often and to last 

longer (Chen et al. 2023). Moreover, cities and urban areas, where 55% of world population live (UNDP 2018), are 

even more exposed to the danger of heat waves due to the urban heat island effect (Ranasinghe et al. 2023). This 

climatic development combined with socioeconomic trends of growing world population and increasing economic 

power in countries of the global south cause cooling energy demand to increase (IEA 2018). These developments 

underline the relevance of space cooling for both indoor comfort in hot climate, but also for health reasons. “Air 

conditioning is slowly moving from a luxury product to a necessity.” says the head Hannah Ritchie, head of the 

research service Our World in Data (Ritchie 2024).  

Nepal is a country which is strongly affected by all of these influences. The population is growing and urbanizing, 

the economic power is rising and the country experiences intense heat waves. There are not reliable data on the 

previous development of the Nepalese cooling demand, but the cooling demand market index (CDMI) (Strobel et al. 

2023) for Nepal is expected to grow from 2020 until 2050 by additional 200% to 335%. As a result, the demand for 

cooling appliances, primarily electric driven single split air conditioners (AC), grows rapidly. The import of AC units 

into the country has increased by 44% until mid-2024 compared to the year before (Prasain 2024). Nepal was struck 

by a heat wave in summer 2023, causing schools to shut down and crop fields to wither (Lekhanath Pandey 2023). 

One important point to tackle these problems and challenges is to optimise buildings in the first place, to create safe 

spaces from heat and to decrease the energy demand for cooling appliances.  

The project Building Energy Efficiency in Nepal (BEEN) is dedicated to contribute to these challenges, to support 

the uptake of energy efficient planning at building design phase, support the increase of renewable energies and 

energy efficient HVAC technologies and create a groundwork of future standards in this field. This project is funded 

by the European Commission (EC) under the switchasia project. It includes training activities for experts and the 

assistance in decision making to optimise building in concrete cases, both residential and non-residential uses. This 
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work covers the investigation of the impact of building optimisation measures on the cooling demand and 

additionally provide an overview of a solar thermally driven cooling system using an absorption chiller. This system 

is then adapted to a hybrid system including a vapour compression chiller.  

 

2. Methodology 

There are different options of solar cooling system designs for space cooling purpose. Systems differ in driving 

energy type (thermal or electric), in ventilation integration and central or decentralised solutions or even concrete 

activation. The system selection must correspond to the user needs, building quality, cooling demand and economic 

aspects. The influence of both the building design and construction and the design of a solar cooling solution are 

modelled in this study for an exemplary building.  

The building investigated is an office building with operation only during the day from 10:00 until 17:00 for six days 

a week. The building has four floors, a square base with a length of 40.6 m and a square courtyard with a length of 

17.4 m in the middle, see Figure 1. The stairways and corridors go around the courtyard and have access to each 

outside façade of the building. The office spaces are located in each corner of the building. All floors are designed 

the same, except that the ground floor has an additional entry zone facing West. The building is modelled in SketchUp 

with in total 26 zones. The offices account for a total area of 3,060 m² and the traffic area for about 2,530 m². A high 

occupancy rate is taken into consideration with 10 m² for each employee and additionally heating loads of 6 W/m² 

from lighting and 7 W/m² from technical equipment.  

 

 

Figure 1: 3D model of the investigated building with showing the building geometry and the different zones.  

 

The climate used for the analysis represents the humid subtropical climate in Nepal of low elevation. The 

temperatures reach values exceeding 40 °C in April and humidity peaks from June to August due to the monsoon 

season with an absolute humidity of up to 26 g/kg. The essential building energy demand in this region is cooling, 

both sensible and latent. In addition to the hot and humid climate, the internal heat gains from persons, lighting and 

technical equipment increase the demand cooling in the office building. Night ventilation has limited opportunities 

in this climate and region, as the outdoor temperature doesn’t fall below 20°C from April to September.  

The first step of the investigation targets the optimisation of the building envelope to reduce the cooling load in the 

first place. The building has a window-to-wall ratio (WWR) of 45% on the outer facades and 54% on the inner 

surfaces facing the courtyard. Except for some exceptions, all windows start at 1.2 m above the ground. This is 

beneficial to reduce the solar heat gain without losing substantial solar radiation to light the room. The façades have 

a fixed 0.3 m long overhang right above the windows along the total length of the building. This overhang is useful 

to block solar radiation when the sun is at low zenith angle, but not useful to block solar radiation when the sun is a 

high zenith angle, especially on the Eastern and Western façade in the morning and in the evening. Each zone in the 

building has transmission heat fluxes to the neighbouring zones. The offices are accessed through the traffic zones, 

causing air coupling between an office zone and the neighbouring hallway. The air change between an office and the 

neighbouring hallway is set to be 200 m³/h, considering a door of about 2.2 m² to be open for 15 min per hour at an 

air speed of 0.1 m/s. The stairways in the building are open, giving the opportunity for air to flow between freely 

between the 4 floors of the building. Table 1 gives information on the building envelope quality and the changes 

through the optimisation measures. The measures do not include any changes in the building’s architecture, but 

instead focus on measures that can be applied to existing buildings in retrofit activities, primarily insulating the roof 

on the outer surface and change of windows with additionally external shading systems, e.g., automated raff store.  
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Table 1: Overview of building envelope quality and infiltration for the building of current state and for the optimised case. 

Element Current state Optimised 

External wall 
Brick wall with plaster layers 

U-value: 2.04 W/m²K 

Brick wall with plaster layers 

U-value: 2.04 W/m²K 

External roof 
15 cm RCC with tiles as a cover 

U-value: 3.50 W/m²K 

Same construction, but 5 cm 

polystyrene (λ=0.04 W/mK) added 

between RCC and tiles with plaster 

U-value: 0.64 W/m²K 

Infiltration 
1.2 (Offices) 

1.2 (Hallways) 

0.6 (Offices) 

0.6 (Hallways) 

Window 
Clear single glazing 

U-value: 5.69 W/m²K; g-value: 0.82 

Argon-filled double glazing 

U-value: 1.46 W/m²K; g-value: 0.52 

External shading Not applied 

External shading 

Shading factor: 0.8 if solar 

irradiance exceeds 140 W/m² 

 

The building and cooling system simulation are modelled in TRNSYS18 simulation software. This software was 

used as the building can be individually modelled, different zones and operations are used and the materials and 

layers of construction elements can be adapted. Furthermore, it offers a large library of technical components (types) 

to integrate in the set-up of a solar HVAC system. Table 2 shows a list of essential system elements used in the 

simulation and the TRNSYS types used for modelling.  

 

Table 2: Overview of simulation elements and used TRNSYS types in the simulation. 

Simulation element TRNSYS type Simulation element TRNSYS type 

Building Type56 Cooling coil Type124 

Solar thermal collector Type71 Sorption wheel Type716 

Hot water storage Type156 Water-to-air heat exchanger Type753d 

Absorption chiller Type107 Air-to-air exchanger Type760 

Pumps Type110 Solar PV module Type103a 

Water-to-water heat exchanger Type91 Air cooled vapour compression 

chiller 

Type655 

 

The target of the system design is to reach an energy efficient space cooling system using mainly solar thermal 

energy. Evacuated tube collectors are used to harness solar energy and provide heat to a hot water storage, capable 

of storing heat up to 120 °C pressurised hot water. The evacuated tube collector specifications are based on a product 

available in the Indian market (THERMOMAX HP400, (Kingspan 2019)) with α1 at 1.18 W/m²K and α2 at 

0.0095 W/m²K². The 300 collectors have each a collector area of 2 m² and are placed on the flat roof of the building. 

The heat from the collectors is provided to the hot water tank via an internal heat exchanger. The buffer tank provides 

heat at a temperature of 90 °C to an absorption chiller. The chiller operation stops when the temperature of heat 

supply falls below 75 °C. The chiller operation is derived from a hot water driven single effect absorption chiller 

(AbCh) using Lithium bromide (LiBr) as absorbent. The product which was used as guidance is also available on the 

Indian market (THERMAX 5G series, (Thermax)). The absorption chiller is modelled using TRNSYS type107, 

making use of a customised external data file indicating the performance map of the chiller with a rated COP of 0.8. 

The set-point temperature of the chiller is 10 °C.  

For the case of no or not sufficient solar heat available for the absorption chiller and also for the times of peak cooling 

demand, an additional electric vapour compression chiller (VCC) is integrated in an adapted version of system to 

serve as a back-up. The system was investigated and modelled with and without this back-up to assess its impact and 

necessity. The VCC turns on, if the AbCh does not reach to cool the refrigerant in the cooling coil cycle below 15 °C. 

The cold from the AbCh and the VCC is supplied via heat exchanger to a refrigerant circuit, which is connected to 

the cooling coil. The cold is provided to the office rooms via a centralised ventilation system which also provides 
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fresh air. The fresh air demand is based on the number of persons present during the operation and is set at 

8,400 m³/hr. This is the fixed air supply from outdoor to indoor during operation. The inlet air temperature during 

cooling operation is set at minimum 20 °C to avoid discomfort at the ventilation outlets in the offices. If the supply 

of cold fresh air is not sufficient to keep the office rooms below 26 °C, circulation of room air is considered to cool 

down more air and provide more cold to the room. The maximum amount of circulated air is set at 60,000 m³/hr, 

leading to a maximum air change per hour of 6.2 1/hr for the office spaces. The hallways are not ventilated. The 

schedule to run the cooling systems starts in the morning at 08:00, even though the occupation starts at 10:00. This 

way, the cooling system uses the available solar radiation to cool down the building mass in the morning. This 

morning cooling makes only use of air circulation.  

The humid climate at the location requires dehumidification of the fresh air to avoid condensate in the room and to 

increase comfort. A sorption wheel is installed at the inlet of the fresh air. The exhaust air in the flow is additionally 

heated with solar heat from the hot water tank. This increases the dehumidification of the fresh air. A schematic of 

the system is pictured in Figure 2 with water and refrigerant flows in thinner lines and air flows in bigger lines on 

the right side.  

 

Figure 2: Scheme of the solar cooling system with a VCC as a back-up.  

 

Figure 3 shows the representation of the system in the TRNSYS18 simulation software.  

 

 

Figure 3: TRNSYS deck of the solar thermal cooling system  
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3. Results 

This chapter provides the results on both the building optimisation and its impact on the cooling energy demand as 

well as on the design and results of the investigated solar cooling system with and without back-up. The cooling 

systems are sized for the optimised building case only.  

Four individual measures (see Table 1: external roof insulation, double glazed coated windows, reduced infiltration, 

and external movable shading) are applied to optimise the thermal performance of the building. The not-optimised 

building has 10,707 cooling degree hours at a base temperature of 26 °C for the average office temperature during 

2,191 hours of operation during the year. This number is reduced to 8,650 cooling degree hours for the optimised 

version, marking a reduction of 20%. A comparison between the number of hours during occupation of the average 

office temperature above different temperature levels is presented in Figure 4(a). It shows, that the highest total and 

relative impact for higher temperatures above 32 °C. Figure 4 (b) on the right shows the sensible cooling demand for 

both cases separated into the zones of offices and of hallways for different operation schedules of cooling. First of 

all, the optimisation leads to a massive reduction of about 50% in cooling demand. Secondly, the cooling demand is 

lowest when only the office zones are treated (circled). An active cooling of the offices at night time and on Sundays 

to a temperature of 28 °C limits the heating of the building mass and causes an increase in cooling energy demand 

of 31% for the non-optimised building and 11% in the optimised case. Treating the hallways at 28 °C during the time 

of building operation causes an increase in total cooling demand by 54% for the building of current state and 35% 

for the optimised building. In this case however, the cooling demand for the office spaces is slightly reduced 

compared to the office cooling only version, as the heat gains from the hallways through air coupling is reduced. 

These results show that the definition of cooling operation already has major affects in the cooling energy demand.  

 

  

(a) (b) 

Figure 4: Results of building optimisation through envelope retrofitting. Comparison of over temperature hours (a) and the sensible 

cooling energy demand for offices and hallways at different operation typologies (b).  

 

For the further studies, a cooling demand schedule is set focussing only on the office spaces during the time of 

operation, marked with the lowest sensible cooling demand, see Figure 4 (b). The maximum sensible cooling demand 

results in 312 kWth. Given a desired maximum relative humidity at 60%, the maximum latent cooling load results in 

328 kWth. The maximum simultaneous total cooling demand is 603 kWth. Based on this, the AbCh is has a cooling 

capacity of 400 kWth, whereas the additional VCC has a capacity of 200 kWth.  

 

Hot water storage 

A hot water storage is placed between the solar thermal collectors and the absorption chiller to increase flexibility 

for fluctuation of solar radiation throughout the day and to store heat for the operation during days of low radiation 

in general. The AbCh unit has a chilling capacity of 400 kWth at design point with a COP of 0.8. Based on this, the 

hot water demand is at about 500 kWth. A sensitivity analysis of the hot water storage is performed to estimate the 

impact of the thermal storage on the operation of the sorption chiller. The sensitivity analysis covers storage volumes 

in different sizes: 5 m³, 10 m³, 30 m³, 100 m³ and 300 m³. The different storages sizes are assessed based on their 

impact on the operation of the absorption chiller. The results of this sensitivity analysis are shown in Table 3 below.  

The size of the hot water storage tank is set at 30 m³ for the further investigation of the system. This size is capable 

to store about 1,500 kWh heat in a temperature range between 75 °C and 120 °C, enough to drive the chiller for three 

hours.  
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Table 3: Results of sensitivity analysis on hot water storage size and impact on absorption chiller 

Storage size 5 m³ 10 m³ 30 m³ 100 m³ 300 m³ 

Storage energy capacity [kWh] 260 520 1,559 5,196 15,587 

Hours of AbCh operation 1,492 1,586 (+6%) 1,672 (+12%) 1,814 (+22%) 1,848 (+24%) 

AbCh Heat consumed [kWh] 267,355 296,326 309,774 355,131 363,568 

AbCh Cold provided [kWh] 209,005 228,812 241,501 276,231 281,062 

 

Indoor air quality 

The indoor air quality is analysed for four cases, for the building current state and for the optimised building and 

each with two cooling systems: only solar thermal cooling via AbCh and the hybrid system with VCC as a back-up. 

Figure 5 shows both the average indoor air quality of the office spaces (blue) and the supply air quality from the 

ventilation system entering the room for all 2,191 hours of annual operation in the offices.  

Th upper diagrams (a) and (b) show the air qualities for the building of current state. It shows that the cooling system 

is not correctly sized to maintain comfortable air quality throughout the year with maximum temperatures of 36 °C 

for the solar cooling system only and 33.9 °C for the case with VCC back-up. Of course, this situation would change 

if the corresponding cooling system was larger and not designed for the optimised building already, but a comparison 

on different sized cooling systems is not targeted. 
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(c) Optimised building, solar thermal cooling only (d) Optimised building, solar thermal cooling 

 plus electric VCC 

Figure 5: Psychrometric diagrams showing comparison of dry bulb temperature and humidity for indoor air and fresh air supply for 

the four investigated cases.  

The lower two diagrams (c) and (d) in Figure 5 show the results of the two cooling systems for the optimised building. 

The diagram on the left shows that during many hours of operation, the fresh air supply is maintained at 20 °C and 

indoor temperature at 26 °C. However, there are several hours in the year where both the fresh air and the indoor air 

temperature exceed 30 °C, marked with a red circle. The reason for this is the lack of solar heat, hence no operation 

of the AbCh. This challenge is solved with the integration of a VCC as a back-up. The corresponding diagram (d) 

shows that there are no situations where the indoor air temperature exceeds 30 °C.  

For the last case (d) of Figure 5, there is an additional overview given in Figure 6 showing the listed average office 

air temperature and the temperature of the 16 offices zones in the building and the ambient temperature for the 2,191 
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hours of annual operation considered. The figure shows that there is difference of up to 5 K air temperature between 

the different zones. This is due to the different orientation and the impact of the floor level. The diagram shows the 

system is capable of keeping the average indoor air temperature at 26 °C even in cases when the outdoor temperature 

is at 40 °C.  

 

Figure 6: Listing of dry bulb temperature of average office temperature (blue) the individual zone and  

the outdoor temperature (orange). 

 

Energy analysis 

The energy analysis covers only the performance of the cooling system for the optimised building. Figure 7 shows 

the monthly cold provided from the AbCh (yellow bar), from the VCC (green bar), and the monthly average for the 

COP for the AbCh. Integrating the VCC into the system has three essential effects: (i) more cold is generated in total 

(+ 11.7%), (ii) the AbCh generates less cold, especially in the summer time from June to September and (iii) the 

monthly average COP of the AbCh drops in the named months. The reason for this behaviour is that the VCC supports 

to cool down the room air, causing the exhaust air to be cooler. Thus, the AbCh operates with lower chilled water 

temperatures, while the indoor comfort is increased.  

  

(a) Monthly cooling energy supply from absorption chiller only (b) Monthly cooling energy supply from hybrid system 

Figure 7: Comparison of monthly average COP and cold provided from AbCh only and hybrid system  

including a VCC for the optimised building  

The thermal seasonal energy efficiency ratio (SEERth) of the AbCh is at 0.79 for the solar only system and at 0.67 

for the AbCh in the hybrid system. This difference is due to the reason, that with the help of the VCC the temperature 

in the offices is kept at cooler and more comfortable level than in the solar only case. Hence, AbCh is not in the 

position to cool the refrigerant from e.g. 25 °C down to 21 °C, but from 19 °C down to 15 °C. This comes together 

with the hot outdoor weather conditions and thus high cooling water temperatures. Figure 7 (b) shows that the VCC 

is providing cold especially from June to September. This is the season of high humidity in the climate, showing the 

increased impact latent cooling demand. The VCC consumes around 18 MWhel electricity with a SEERel of 4.17. 

The electric SEERel of the total hybrid system however is at 14.5, which highlights the system efficiency of this 

hybrid system. 
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Following Figure 8 shows the course of the solar energy yield (q_collector), the thermal capacities of the AbCh hot 

water supply (AbCh_HW), the heat dissipation through the dry cooler (q_AbCh_CW), the cooling power of the 

chiller (q_AbCh_ChW), the cooling power of the VCC (q_VCC_ChW) as well as the energy stored in the hot water 

storage (Q_storage) for three exemplary days in September.  

At the start of the first day, 18th of September, the hot water storage is discharged and no heat is available to drive 

the AbCh. Additionally, this day is characterised by low solar radiation of maximum 110 W/m², not enough to run 

the evacuated tube collectors to reach the minimum of 90 °C. For this day, the VCC runs all day with a break at 

11:00 whereas the AbCh does not run at all. The VCC on this day is enough to cool the building and to keep an 

average temperature in the office spaces at around 26 °C. In the morning of the 19th the VCC start operating to 

provide the morning cooling before building occupation while the solar collector field generates heat at 400 kW, 

thanks to low tank temperatures and high solar radiation of up to 1,000 W/m². This solar heat is capable to drive the 

absorption chiller throughout the day and partly even charge the hot water storage. In the afternoon of the 19th, the 

solar yield decreases and the storage gets discharged. This day is characterised by hot ambient temperature of up to 

35 °C, causing the COP of the AbCh to go down to 0.6. The VCC is still not needed in this case, as the AbCh capable 

of providing cold below 15 °C. During the last day shown, the solar collector field can again charge the storage in 

the morning until 10:00 in the morning. In the afternon, the solar collector field does not provide enough solar heat, 

but the stored heat from the storage is enough to drive the AbCh until the end of day. During this day, the back-up 

VCC is not necessary for cooling. 

 

Figure 8: Comparison of thermal capacity and storage capacity for three days in September. The operation of the VCC depends on 

the solar radiation and the energy level of the hot water storage.  

 

4. Conclusion 

This study covers the reduction and of cooling demand of an office building via building optimisation and the 

sustainable and efficient supply of cold and fresh air via solar-assisted ventilation to the office rooms. The building 

optimisation shows great effect on the sensible cooling demand, leading to reduction between 47% and 53%, 

depending on the desired cooling operation. This shows that the optimisation of a building is crucial when cooling 

is required. The optimisation allows a size reduction of the cooling system of about 50%.  

The analysis of the temperature and air quality shows that the solar only system is operating well, but is not capable 

to cover all days of the year, leaving several hours of occupation to temperatures of 30 °C and higher. This is 

especially the case for the not-optimised building, for which the investigated cooling system is not correctly sized. 

For the optimised building the hybrid systems consisting of a 400 kW absorption chiller (AbCh) and a back-up 

200 kW vapour compression chiller (VCC) is a good combination to drastically reduce the number of hot hours 

during occupation and to avoid indoor temperatures above 30 °C at all. The solar thermally driven absorption chiller 

alone is capable to provide cold for up to 89 % of the time. This highlights that a back-up is necessary to ensure user 

comfort at all time. If no VCC is installed, the SEERth is higher and reaches 0.79. In the hybrid system, the user 

comfort increases. The cold provided by the AbCh decreases by 20%, whereas the heat consumption decreases only 

marginally, as the AbCh operates at lower chilled water temperatures and high ambient temperatures, resulting in a 

lower COP. The chilled water temperature is lower due to the work of the VCC. The AbCh has a SEERth of 0.67 for 
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the hybrid case whereas the VCC has a SEERel of 4.17. electric efficiency of the total hybrid system is characterised 

by a SEERel of 14.51.  

Further investigation for a full system assessment is necessary to comprehensively compare different solar cooling 

systems, especially thermal losses through pipes. Another important aspect to assess the future potential of solar 

thermal cooling systems in Nepal is the economic aspects. Along with this study, an economic comparison was 

targeted, but there is currently a lack of sources covering the Nepalese market.  
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Abstract 

Using ice slurry produced from supercooled water with an in-stream crystallizer opens a new path for solar-
ice systems, increasing efficiency and reducing investment cost compared to ice-on-coil systems. Power needs 
are decoupled from the stored energy since the heat exchangers are not evenly distributed in the ice storage 
vessel but directly placed as the heat pump evaporator, which depends on the heat pump capacity and not on 
the ice storage volume. The novel ice storage design can serve as a heat source for a heat pump, where its 
evaporator is used to supercool water below 0 °C, or for refrigeration. The supercooled water at a temperature 
around −2 °C, maintained in a meta-stable liquid state, is triggered to nucleate in an in-stream crystallizer. The 
current design of the ice crystallizer allows for continuous operation of the system and scalability. Experimental 
results obtained with a gasketed plate heat exchanger used to supercool water and an in-stream crystallizer 
operated at a power of up to 6.5 kW are presented. 

Keywords: supercooling, ice slurry, solar-ice, ice storage, in-stream, crystallizer 
 

1. Introduction 
In the near future the European energy system will include a lot of heat pumps to supply residential 

buildings with heating and cooling (Lyons, et al., 2023). However, which heat sources these heat pumps will 
use will depend on many factors such as regulations and social acceptance including the noise of fans for Air 
Source Heat Pumps (ASHP) as well as aesthetics, ground water regulations, wastewater availability, etc. Thus, 
to cover many local and regional needs, several heat sources for heat pumps need to be considered. Solar-ice 
systems, combining solar thermal collectors, a heat pump and an ice storage solution, are promising candidates 
for supplying heating demands to buildings in heating dominated climates with enough solar radiation in 
winter. The ice storage can serve as a heat source for the heat pump in periods of insufficient amount of direct 
heat from the solar thermal collectors, e.g. during night or days with low irradiation. During times of high 
irradiation, excess heat, not required for the heat pump, can be used to regenerate the ice storage and can also 
provide heat for domestic hot water or space heating (Carbonell, et al., 2016). In this context, a solar-ice 
systems is usually considered as an alternative to Ground Source Heat Pumps (GSHP) since it can achieve the 
same efficiency with the additional benefit of not needing to drill boreholes. When compared to GSHP, a solar-
ice system offers an often-missed benefit: it does not need further regeneration in the long term since it 
regenerates on a yearly basis. 

Most of the ice storages installed in Europe, used in solar-ice systems or for refrigeration, are based on coil 
heat exchangers and are known as ice-on-coil storages (Nelson, et al., 1996). An anti-freeze solution is 
circulating in tubes embedded into the storage-vessel, serving as heat exchanger. Ice is formed on the outer 
surface of the tubes, acting as a growing insulating layer due to the low thermal conductivity of ice, limiting 
the amount of ice per unit surface area of the heat exchanger (Carbonell, et al., 2022). Thus, the tubes need to 
be distributed along the storage volume coupling power and capacity needs. Consequently, the cost for the heat 
exchanger scales with capacity of the ice storage. 

In order to keep the heat transfer area free of ice, two concepts have been proposed earlier at our institute: 
the thermal de-icing approach (Philippen, et al., 2012; Carbonell, et al., 2015) and an ice slurry concept 
(Carbonell, et al., 2020). While the thermal de-icing concept still needs an indeed reduced number of heat 
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exchangers in the storage, the slurry concept decouples ice generation and storage volume avoiding continuous 
ice growth on the heat exchanger surface, while the produced slurry remains pumpable (Kauffeld, et al., 2005). 
Possibilities to avoid that ice grows at the heat exchanger surface completely, are based on slurry concepts 
using direct contact evaporation with a refrigerant (Wijeysundera, et al., 2004), water vacuum freezing (Honke, 
et al., 2015) or supercooling (Tanino & Kozawa, 2001). The second possibility to keep the surface free of ice 
is to continuously remove it from the surface, e.g. by fluidized beds (Pronk, et al., 2003), supercooled water 
jets (Mouneer, et al., 2010), blowing compressed air (Zhang, et al., 2008) or using scrapers (Stamatiou, et al., 
2005). The latter is the most common method in commercial ice slurry systems nowadays and uses 
mechanically scraped-surface heat exchangers, where ice is formed on a cold surface and is then removed 
continuously by a rotating mechanical arm that scrapes ice from a cylindrical barrel. The scraper design, having 
a mechanical component, requires high operation and maintenance cost, and has limited potential for scale up 
due to the mechanical constrains of the rotating-scraping arm. 

 

 
Figure 1: General scheme of a solar ice-slurry system using the supercooling approach. 

To reduce installation and maintenance cost as well as improving energy efficiency and reliability of the 
ice storage implemented in a solar-ice system, a passive concept for ice slurry production based on the 
supercooling method (see Fig. 1) was proposed earlier in Carbonell et al. (2020). In Gurruchaga et al. (2023a) 
the investment costs of solar-ice slurry systems were estimated to be between 8 % to 11 % lower than the 
reference ice-on-coil system in Bilbao and between 14 % to 17 % lower in Zurich. The heat generation costs 
in ct/kWh were between 7 % to 12 % lower for the slurry version. Moreover, the system is conceived such that 
the used heat exchanger is always free of ice and thus a higher efficiency compared to the ice-on-coil method 
for large ice fractions can be reached. Arenas-Larranaga et al. (2024) numerically demonstrated the system 
performance of such solar-ice slurry systems for several European climates and two multi-family buildings 
using natural refrigerant heat pumps with supercooling evaporators. 

Besides numerical simulations, a hardware-in-the-loop Concise Cycle Test (Haberl, et al., 2022) was used 
to validate in the laboratory the autonomous operation of a solar-ice slurry system and assessed its performance 
during a whole year using an accelerated system test methodology (Gurruchaga, et al., 2023b). Specifically, a 
10 kW CO2 heat pump with a coated supercooler-evaporator developed in Carbonell et al. (2022) was tested 
with a complete system including hydraulics, thermal storages, electrical battery, inverter and an autonomous 
control. To provide the appropriate dynamic boundary conditions for the system, the solar thermal collectors, 
PV and building demands were simulated and emulated. The system was working continuously efficiently and 
reliable for two consecutive weeks. However, key parts of the ice slurry system i.e., the in-stream ice 
crystallizer and storage vessel, were simulated and emulated due to lack of reliable devices at the appropriate 
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power needs. In the current work, a working and scalable crystallizer is demonstrated experimentally in the 
laboratory with a power of 6.5 kW as one of the missing pieces of the complete solar ice-slurry system. 

1.1. Ice slurry generation using supercooling approach 

 

Figure 2: a) Temperature as a function of enthalpy using supercooling for ice slurry production. b) Conceptual visualisation of the 
supercooling concept. a) and b) are linked via points 1 to 3: Pure liquid water at a temperature of 0 °C (1), is pumped into the supercooler, 
where it is supercooled and remains in a metastable liquid state (2). The supercooled water is crystallized in an in-stream crystallizer, 
releasing sensible heat into latent heat, and is pumped into the storage vessel as slurry (3). 

The supercooling concept with an in-stream crystallizer to produce ice slurry is visualised in Fig. 2 b), 
while Fig. 2 a) shows the temperature as a function of system enthalpy during the process. Both are linked via 
the indicated state points 1 to 3. Liquid water at a temperature of 0 °C is pumped from the storage vessel (state 
point 1) into a standard plate heat exchanger - the supercooler - where it undergoes supercooling, e.g. to a 
temperature of −2 °C and stays in a metastable liquid phase (state point 2). The supercooling degree is defined 
as the difference between the melting temperature Tm and the meta-stable liquid water temperature Twat in 
Kelvin: ∆Tsup=Tm−Twat > 0  K. After the supercooler, the stored sensible heat is transformed into latent heat 
triggered by the nucleation mechanism placed in-stream inside the crystallizer. The conversion from sensible 
to latent heat leads to a mass ice fraction on the fluid flow of approximately 2.5 % at a supercooling degree of 
2 K. Thus, the slurry will leave the crystallizer with a temperature of 0 °C (state point 3), which prevents the 
piping system of being clogged as the freezing potential has been exhausted, i.e. all sensible heat is converted 
into latent heat during the phase change from supercooled water to ice inside the crystallizer. After the in-
stream crystallizer, the slurry is pumped into the storage vessel. For the system to work, phase separation 
between solid and liquid must be guaranteed in the storage vessel, as no ice crystals should be pumped into the 
supercooler, where they would cause a freezing event immediately. For this, the relatively large density 
difference between ice and water is beneficial. On top of that, the storage vessel is equipped with some internal 
design to guarantee proper phase separation inside the vessel. 

Due to the instability of the supercooling method, attributed to the fact that ice nucleation in supercooled 
water has a stochastic nature (Kauffeld, et al., 2005), not a single system using the supercooling approach has 
been installed in Europe nowadays, contrary to Japan, where several companies made use of the method in air-
conditioning (Tanino & Kozawa, 2001; Kozawa, et al., 2005; Kurihara & Kawashima, 2001) more than 20 
years ago. For the concept to work, three main challenges need to be solved: i) reliable supercooling of the 
water needs to be achieved in the heat exchanger and maintained downstream of it before entering the 
crystallizer; ii) the supercooled water needs to be crystallized in a defined location, in our case in the in-stream 
crystallizer, without causing blockage in the hydraulics downstream and avoiding upstream ice propagation 
into the supercooler and iii) produced ice slurry needs to be stored in the vessel with a high mass ice fraction 
avoiding even small ice particles from being pumped into the supercooler where they would cause 
crystallization. 

While challenge i) has been a research topic in Europe since years (Saito & Okawa, 1994; Faucheux, et al., 
2006; Bédécarrats, et al., 2010; Ernst & Kauffeld, 2016) without finding a working scalable solution, Japanese 
companies seem to use the supercooling approach since the beginning of the 21st century (Nagato, 2001; 
Kozawa, et al., 2005). However, public literature lacks giving details about the used supercooler and their 
stability. Just recently, Carbonell et al. (2022) demonstrated the possibility to use very compact coated brazed 
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plate heat exchangers as supercoolers for residential heat pumps. The ones with icephobic coatings improved 
the supercooling degree with respect to the non-coated reference one and reached in average supercooling 
degrees in the range of 3 K to 4 K for water mass flow rates of 1000 kg/h. 

The efficient and reliable generation of ice slurry (challenge ii) was identified as one of the “last unravelled 
mysteries” by Kauffeld & Gund (2019). Successful release of supercooling potential ready for application in 
the kW to MW scale is - to our knowledge - only reported from researches in Japan: Tanino & Kozawa (2001) 
and Mito et al. (2001) proposed a free-falling stream of supercooled water into the ice storage, initiating 
nucleation through collision with a surface. The same researchers reported about a crystallizer where the 
supercooled fluid was continuously bombarded with ultrasonic waves to trigger nucleation and to prevent ice 
from adhering to walls (Tanino, et al., 2000). Upstream ice propagation can be avoided by using a warm laminar 
flow at the inside of the pipe wall according to them (Mito, et al., 2002). 

In the following, we propose a solution for reliable slurry generation from supercooled water with the 
design of a scalable “in-stream-crystallizer”, operated at a power of 6.5 kW for almost 3 h, using an average 
supercooling degree of 1.75 K at a mass flow rate of 3200 kg/h. The proper separation of ice and water in the 
slurry storage vessel, challenge iii), will be addressed in future research work and is currently solved by using 
two storage vessels connected in series, one is filled with the produced slurry, and the water for the supercooler 
is sucked from the second storage which is free of ice for longer time periods. 

2. Material and Methods 
The constructed experimental set-up is described in section 2.1, followed by a short description about the 

tools for experimental control and data acquisition in section 2.2. Next, the test procedure to evaluate the 
reachable supercooling degree of heat exchangers is identified in section 2.3 and last, the development of the 
crystallizer used for slurry generation is explained in section 2.4. 

2.1. Experimental Set-up 

 
Figure 3: Schematic diagram of the experimental set-up, orange loop: glycol, cyan: supercooled loop, dark blue: tap water. I) Shared 
components for both supercooler and crystallizer testing. II) components for supercooler testing plugged into I) on ports 1, 2 and 3 (loop III 
not used). III) Components for crystallizer testing, plugged into I) via 1 and 2, 3 not connected (loop II not used). 

The developed set-up (see Fig. 3) can be used for two types of experiments: the supercooler testing (loop 
part I and II) aiming at the evaluation of reachable supercooling temperatures for different mass flow rates 
without producing ice slurry and the crystallizer development testing (loop part I and III) for producing the ice 
slurry. Loop part I) shows the shared loop for supercooler and crystallizer testing: a heat pump operates between 
the hot storage (blue in Fig. 3), filled with tap water, and cold storage (green), filled with 33 % Glycol. The 
temperature in the cold storage (TI20 and TI21) is the control temperature for the heat pump to turn on and 
charge the glycol storage to the desired negative temperature. Cold glycol from the cold storage is pumped into 
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the supercooler, controlling TI11 (TGlyIn) with Pe4 and the mixing valve VGly. If ice in the supercooler needs to 
be melted, hot glycol, supplied from the chiller, and connected with Vmelt and VChill, pumped with Pe4, can be 
used. In both type of experiments, the water in the supercooled loop (cyan in Fig. 3) is pumped (Pe1) from the 
storage into the PreHeater, a brazed plate heat exchanger used to control the inlet temperature TI1 (TWatIn) of 
the supercooler. The hot side of the PreHeater is connected to the hot storage and the temperature can be 
controlled with Pe3 and VPre. The mass flow rate in the supercooled loop is measured with a Coriolis mass flow 
meter (Fl Wat). Pumped water is supercooled in the supercooler to a temperature TI2 (TWatOut) and, depending 
on the type of the experiment, entering into the ReHeater for supercooler tests (loop part II) or into the 
crystallizer (loop part III) for controlled release of supercooling potential. 

During supercooler tests, the supercooled water, in a metastable liquid state, leaving the supercooler is 
directly pumped into the ReHeater (see Fig. 3 part II) with only ≈ 300 mm of pipe in between the two heat 
exchangers. In the ReHeater the supercooled water is reheated to a temperature of 0°C, measured with 
temperature sensor TI3 (TReheat) and controlled by Pe2 and VRe, supplied with water from the hot storage. This 
guarantees that no blockage of the piping system occurs before entering the storage vessel and avoids 
supercooling of the storage vessel content. During supercooler tests, a small storage vessel with a maximum 
capacity of 110 l allows for fast heating and cooling of the water in the supercooled loop. 

For experimental analysis of the crystallizer, a device to release the supercooling potential in a controlled 
manner in a determined place, called in-stream crystallizer, is mounted after the supercooler instead of the 
ReHeater (see Fig. 3 part III). There, nucleation is triggered on the supercooled water forming ice slurry with 
a temperature of 0 °C, consisting of ice particles and liquid water with a solid mass content on the mass flow 
rate of less than 3 %. The produced slurry leaves the crystallizer and is fed into one of the two 1m3 storage 
vessels, which are connected in series, while the ice-free water being pumped (Pe1) into the supercooler is 
sucked from the “ice-free” storage. Level compensation between the two storage vessels is guaranteed by a 
direct connection and a pump (Pe7). 

2.2. Experimental control, measurements and calculation of power 
The experimental control, including data acquisition, is realized using a CompactDAQ from National 

Instruments (NI) that establishes the communication between the computer with the in-house programmed 
LabView GUI and the I/O hardware modules. Used I/O modules are digital or analog modules from Wago with 
two to four channels each, used to control valves, pumps, heat pump and chiller. Signals from the PT100 
temperature sensors, immersed into the flow, are received by 8-channel temperature input modules from NI 
with a precision of ± 0.03 K. During supercooler tests, the immersed temperature sensor TI2, measuring the 
outlet water temperature of the supercooler, is replaced by a calibrated PT100 surface sensor attached to the 
outlet stainless steel fitting of the supercooler to avoid obstacles in the supercooled flow. Calibration was done 
according to the procedure described earlier (see Carbonell et al. (2022)), but linear fit could be realized in a 
wider temperature range from 0.4 °C to −4 °C. The mass flow rate in the supercooled loop is measured with a 
Coriolis mass flow meter (precision of ± 0.15 %). Software detects freezing events, which block the hydraulic 
system, by a change in the mass flow rate and stops the test run, i.e. turns off pumps Pe1, Pe2, Pe3 and Pe4 as 
well as chiller and closes valves, in case of a blockage to avoid damage to components and allows for automated 
deicing of components. The supercooling power, i.e. the capacity stored in the supercooled water as sensible 
heat, which is converted into latent heat by inducing nucleation, can be calculated from the (indirect) measured 
quantities, supercooling degree, ΔTsup in K, the mass flow rate of the supercooled water m˙ in kg/h and using 
the specific heat of water cP in J/(kg K) as: 

 𝑃𝑃 = 𝑄𝑄
𝑡𝑡

= �̇�𝑚∙𝑐𝑐𝑝𝑝∙∆𝑇𝑇𝑠𝑠𝑠𝑠𝑝𝑝
𝑡𝑡

 (Eq. 1) 

2.3. Supercooler Test Procedure 
A commercial gasketed plate heat exchanger, called supercooler, with stainless steel plates is tested using 

part I and II of the set-up presented in Fig. 3. The water in the storage of the supercooled loop (filled with ≈ 80 l 
of water) is cooled down to a temperature between 0 °C and 0.1 °C. After, the test is started by keeping the 
glycol temperature TGlyIn in the inlet of the supercooler constant at −0.4 °C for 15 min, resulting in a water 

 
A. Thamm et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

837



 

outlet temperature TWatOut of approx. −0.1 °C. Next, the temperature of the glycol is decreased in steps of 0.2 K 
per 0.5 min. Consequently, the water outlet temperature is following the decrease in temperature. TGlyIn is 
decreased until a “freezing” event is detected by the control program. This is achieved by monitoring the pump 
power required to establish the desired mass flow rate in the hydraulic system (water side): a freezing event 
causes an increase in the required pump power to keep the mass flow rate stable due to the increase of resistance 
in the hydraulic system. When the program detects a freezing event, the test is stopped and the last measured 
supercooling degree is taken as the achieved one for this test run. Deicing of the heat exchanger is realized by 
heating up the glycol flow causing a melting of the ice on the water side after some time. The water in the 
supercooled loop (including the water in the storage) is heated to 8 °C and a new test run can be started. During 
the test run the supercooled water is heated up to TReHeat ≈ 0.1 °C after the supercooler to prevent a supercooling 
of the storage; the water temperature at the inlet of the supercooler TWatIn is kept constant at ≈ 0.4 °C with the 
PreHeater during the whole test run to provide stable conditions. The achievable supercooling degree is 
measured 15 times for each of the water mass flow rates of 2000 kg/h, 2500 kg/h and 3000 kg/h. 

To obtain comparable results the supercooled loop needs to be degassed before starting the test sequence 
as air bubbles present in the piping system are known to act as nucleating agents and thus to cause freezing 
events from previous experiments. The transparent piping system allows to detect air bubbles by eye with 
sufficient illumination. For every new test campaign, i.e. when a heat exchanger is replaced, fresh water at 
room temperature is filled into the system and the pump is started. At high pump speeds the flow is strong 
enough to carry away most of the air in the system. As the ability of water to absorb air is higher at lower 
temperatures, the water inside the supercooled loop is heated to 40 °C and constantly pumped through the loop 
for one night (12 hours). During this time air gets released from the water and accumulates into the open storage 
vessel. After roughly 12 h the water is cooled to room temperature. Repeated on/off sequences of the pump 
from 0 % to 100 % pump power are executed to carry away air accumulated inside dead zones of the loop. 
This process is supported by a valve mounted at the end of the inlet pipe (immersed into the water storage) that 
can be opened and closed while the pump is running, assisting the removal of air. The procedure is repeated 
until no air bubbles are visible in the pipes and at the inlet of the storage. Another visual check for air bubbles 
is done after cooling the water in the supercooled loop to 10 °C. If no air is visible, the system is ready for the 
supercooler tests under stable conditions. 

2.4. Crystallizer Development and Test Procedure 
Supercooled water, free of ice, is entering a vertically mounted in-stream crystallizer (Fig. 3 loop part III), 

made from transparent PVC-U, at the top of it, through a tangential inlet with reduced pipe diameter to 
accelerate the flow velocity (see Fig. 4 A and E). This serves as a barrier for growing ice crystals at the pipe 
wall upstream, into the direction of the supercooler as the force of the water on ice particles growing at the 
pipe wall is increased. Initially, crystallization is triggered via ultrasonic transducers attached to the external 
wall of the in-stream crystallizer but are turned off as soon as first ice nuclei exist inside the crystallizer. 
Afterwards, the nucleation process is self-sustaining due to the adhesion of very small ice crystals to upper part 
of the crystallizer pipe wall; ice crystals are flushed away from the wall as soon as the resistance to the water 
is larger as the adhesion to the wall. The dimensions of the crystallizer are such that the whole amount of stored 
sensible heat at a supercooling degree of 2 K and a mass flow rate of 3200 kg/h is transformed into latent heat 
inside the crystallizer. To ensure this was the case, pretests with an open crystallizer end, fed directly into the 
storage vessel, allowed to insert a temperature sensor (PT100) from the bottom to measure the slurry 
temperature at various positions with the aim to determine the necessary length of the device. Due to the 
tangential inlet, a swirl motion is introduced in the fluid flow (see Fig. 4 A), which is beneficial for mixing of 
ice and supercooled water and therefore the release of supercooling is further enhanced (compared to a pure 
axial flow). Furthermore, the possibility to use a reduction piece at the outlet of the in-stream crystallizer is 
strongly related to the structure of the produced ice crystals. If they agglomerate to big ice chunks inside the 
crystallizer, it will be more difficult for them to enter and go through the reduction. To avoid the agglomeration 
a higher rotational velocity component is preferable limiting the maximal diameter of the in-stream crystallizer. 
The outlet reduction piece is essential for being able to mount the crystallizer at any place after the supercooler 
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- potentially far away from the storage vessel, as the produced ice slurry can then easily be transported through 
a piping system consisting of various elbow pieces and pipe sections. 

 
Figure 4: A: CFD simulation of a single-phase fluid (water) inside the crystallizer, showing a velocity profile of the flow (velocities given 
according to color bar). B: Zoom to the outlet region. C: Velocity profile in the pipe after outlet reduction, showing a fast stabilizing of the 
flow velocities inside the pipe. D: Photograph of the crystallizer with mounted outlet reduction and pipe, slurry fed into the storage. The 
cyan marked area is the area of suction effect causing a trenching of the ice crystals into smaller particles. E: CAD drawing of the 
crystallizer showing inlet, main crystallizer pipe, outlet and pipe. 

A three-dimensional steady-state monophasic CFD model was developed to analyse the flow behaviour in 
the in-stream crystallizer and helped to understand the ice-slurry biphasic flow behaviour (despite the single-
phase simplification) inside the crystallizer due to reduced ice content (less than 3 %). The reduction piece 
mounted to the outlet of the in-stream crystallizer causes a region of suction effect just above the outlet 
reduction and an acceleration of the fluid in this region (see Fig. 4 B). Bigger ice chunks, produced inside the 
in-stream crystallizer, are trenched into smaller particles in the region just above the outlet reduction (see 
Fig. 4 D) because of the acceleration of the flow and the arising suction. In addition, CFD simulations gave 
insight into the flow stabilization after the reduction piece at the outlet (see Fig. 4 C): the simulation shows 
that the flow inside the pipe, mounted after the reduction, is stabilizing within the first centimetres of the thin 
pipe, i.e. the velocity profile does not change over length of the pipe. To be able to freely mount the crystallizer 
in the set-up, a 90° elbow was mounted below the outlet reduction guiding the flow from vertical into horizontal 
direction and feeding it into one of the two installed 1 m3 storage vessels. To fulfil all the above-described 
requirements the crystallizer was built step by step: first, it was tested with an open end mounted into the 
storage vessel. Second, the reduction piece was mounted and tested into the storage vessel. Third, the thin pipe 
was mounted into the reduction and cut to the appropriate length as described above and tested in the vessel. 
Forth, the elbow was mounted and tested into the vessel. Fifth, the crystallizer was removed from the storage 
vessel and mounted into the piping system. 

For testing the crystallizer, the water enters the supercooler with a temperature between 0.5 °C to 1 °C and 
is supercooled to a stable temperature between −1.6 °C to −2.0 °C at a constant water mass flow rate (kept 
constant by the control program by adjusting the power of the pump). The PreHeating of the water before 
entering the supercooler enables stability under a broad range of working conditions melting potentially 
contained ice particles in the water flow. After the supercooler, the water releases its latent potential in the 
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crystallizer forming a slurry. Initial nucleation is triggered by ultrasonic waves at 50 kHz emitted from two to 
four ultrasonic transducers operated at a power of 25 W each. They are mounted to the outside of the 
crystallizer and the ultrasonic signal is applied for some seconds until first crystals are visible inside the 
crystallizer. The generated slurry is pumped though some pipes and is introduced into the storage vessel 
through an inlet mounted to one of the sidewalls and directed onto the center of the bottom of the storage. The 
feeding towards the bottom causes a wide spreading of the ice crystals, as they hit the bottom with a high 
velocity (1.5 m/s), before the crystals are rising by buoyancy to the highest reachable free space inside the 
storage vessel, unoccupied with ice yet. A crystallizer test run is considered successful if no blockage occurred 
in the system and if the production of slurry needs to be stopped due to a full storage, which is visible in the 
measurement data of the pump power and the mass flow rate (see Figure 6 B). 

3. Results and Discussion 
First, experimental results quantifying the supercooling degrees achieved for different water mass flow 

rates between 2000 kg/h to 3000 kg/h in gasketed heat exchangers are presented in section 3.1. Second, 
temperature and mass flow rate measurements for a successful crystallizer test with a power of 6.5 kW are 
shown and discussed in section 3.2. 

3.1. Supercooler Test Results 

Fig. 5 A) shows temperature measurements of a single test run at a mass flow rate of 2500 kg/h where the 
temperature of the glycol TGlyIn in the supercooler (blue line) was decreased in steps of 0.2 K per 0.5 min. Water 
is entering into the supercooler at a temperature of 0.4 °C (TWatIn, pink line). The green line is the temperature 
of the supercooled water leaving the supercooler TWaOut, which is reheated in the ReHeater to 0 °C (TReheat, 
brown line). The lowest reached supercooling temperature in this test was −5.0 °C and is one of the points in 
Fig. 5 B) as indicated with the arrow. Fig. 5 B) summarizes results for supercooling tests performed with the 
supercooler and with water mass flow rates of 2000 kg/h (red), 2500 kg/h (green) and 3000 kg/h (blue). The 
data points correspond to the achieved supercooling temperature of single test runs, as shown in Fig. 5 A), with 
the average value for each mass flow rate given as the height of the corresponding bars. 

 
Figure 5: A) Single supercooler test-run at a water mass flow rate of 2500 kg/h with the decrease of the glycol temperature (blue line) in 
steps of 0.2 K per 0.5 min. The minimum supercooling temperature, which is measured at the outlet of the supercooler (TWaOut, green line) 
is one of the points in the bar plot (B) summarizing the reached supercooling temperatures for the three evaluated different mass flow 
rates: 2000 kg/h = red, 2500 kg/h = green, 3000 kg/h = blue. Each point corresponds to the achieved supercooling temperature of a single 
test run. The bar heights give the average supercooling temperature achieved per mass flow rate. C) Comparison of corresponding 
supercooling power for each measurement run for water mass flow rates of 2000 kg/h, 2500 kg/h and 3000 kg/h. Each point corresponds 
to the power for the achieved supercooling temperature of a single test run. The bar heights give the average power achieved per mass 
flow rate. 

The average supercooling temperature decreased from 4.6 °C ± 0.5 °C at a mass flow rate of 2000 kg/h to 
4 °C ± 0.4 °C at a mass flow rate of 3000 kg/h. The spread between the highest and the lowest supercooling 
temperature for the same mass flow rate is 1.6 K for the mass flow rates of 2000 kg/h and 3000 kg/h, while it 
is 2 K for the mass flow rate of 2500 kg/h and is attributed to the stochastic nature of the freezing of supercooled 
water. All freezing events were detected for supercooling temperatures smaller than −2.9 °C. Despite the 
accelerated testing methodology used here is not the same than in our previous work (Carbonell, et al., 2022) 
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and results cannot be compared one to one, current results show that with large enough heat exchanger surfaces 
we can operate reliable at a reasonable supercooling temperature of −2 °C (dashed horizontal line in Fig. 5 B) 
without using icephobic coatings, provided the water quality is high and remains constant. However, the 
influence of water quality has not been assessed properly and will be topic of future research. 

Fig. 5 C) shows the corresponding supercooling power delivered in the supercoolers from the tests of 
Fig. 5 B), calculated according to Eq. 1. For a mass flow rate of 3000 kg/h, an average supercooling power of 
14 kW was reached. 

3.2. Crystallizer Results 
Temperature measurements of a successful test-run of the crystallizer with a supercooling power of 6.5 kW, 

operated for 3 h, at a mass flow rate of 3200 kg/h are shown in Fig. 6 A). Water was entering into the 
supercooler at a temperature of 1.0°C (TWatIn, red line) and was supercooled to (in average) −1.75 °C (TWaOut, 
blue line) using glycol at an average temperature of −4.5 °C (TGlyIn, orange line). Slurry was continuously 
produced inside the crystallizer (see Figure 7 A) from the point marked with the black dashed line in Fig. 6 A) 
when nucleation was triggered by applying ultrasonic waves from the transducers for some seconds. The 
temperature of the storage filled with slurry was around 0 °C (TWStor, yellow line) during the whole test, while 
the storage temperature of the second storage connected in series and free of ice was around 0.25 °C (upper = 
green, TWatTank4; lower = purple, TWatTank5). Fluctuations of the glycol temperature around the set-point of 
−4.5 °C are clearly visible in the data and are a result of the experimental control, as the glycol temperature in 
the inlet of the supercooler is controlled by a mixing valve (VGly in Fig. 3) with a PID-controller, determining 
the ratio of the glycol extracted from the cold storage into the glycol loop. 

 
Figure 6: A) Measured temperature data for a successful 3 h test run at an average supercooling temperature of −1.75 °C (blue line, TWaOut). 
The black dashed line marks initial triggering of nucleation by ultrasonic waves. Water is pre-heated to 1.0 °C before entering the 
supercooler (red line, TWatIn). The temperature in the storage vessel filled with slurry is very close to zero during the whole test run (yellow 
line, TWStor). The temperature in the second storage vessel (ice-free) is around 0.25 °C during the test run (upper = green, TWatTank4; lower 
= purple, TWatTank5). B) Mass flow rate with an average of 3200 kg/h for the same test run. The arrow marks the initial nucleation by 
ultrasound, the black dashed line marks the beginning of strong fluctuations in the mass flow rate due to high ice content in the storage 
vessel. 

The PID controller is tuned as good as possible, while the temperature of the glycol in the storage is also 
dependent on the status of the heat pump (running or off). The fluctuations of the glycol temperature have an 
influence on the supercooling temperature in the water loop, which can be seen in the fluctuations of TWaOut 

signal (blue line). However, the amplitude of fluctuations in the supercooled water temperature is less distinct 
as in the glycol temperature. Nevertheless, the fluctuations in the supply temperature (glycol) and the so caused 
fluctuations in the supercooling temperature are not causing any issue in the slurry production inside the 
crystallizer indicating a sign for the robustness of the device. 

Fig. 6 B) shows the signal of the mass flow rate measurement, where the black arrow marks the triggering 
of initial nucleation by ultrasound. Starting at a time of ≈ 2.1 h, indicated with the black dashed line, the mass 
flow rate starts to fluctuate stronger which can be attributed to the filling of the 1m3 ice storage with ice 
particles. The produced ice particles introduced into the vessel towards a central spot at the bottom (see 
Fig. 7 B) are distributed almost randomly inside the storage vessel, with some asymmetry caused by the suction 
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of the pump. With time, the storage vessel is filled with ice from top to bottom, as introduced ice particles rise 
due to buoyant forces. When most of the vessel is filled with ice, new ice particles start to accumulate close to 
the slurry-inlet into the storage as no space is left for ice particles to move around. Thus, pressure increases 
and the pump power needs to be increased too, to keep the same mass flow rate, which is realised by the 
experimental control. The increase in pump power causes an increase in mass flow rate, likely above the set-
point value, and can brush aside the accumulated ice in front of the inlet resulting in a small free space around 
the inlet until it is covered by more ice particles. This process leads to a pulsing effect until complete blockage. 
The phases of “slightly blocked” vessel slurry inlet are therefore visible in the mass flow rate by fluctuations. 

A “freeze alarm” was detected after almost 3 h and could be attributed to an ice formation in the supercooler 
itself (no complete blockage), likely caused by an ice particle entering the supercooler, and visible in the rise 
of the TWaOut signal to 0 °C, mounted after the supercooler. By visual investigation it could be observed that ice 
particles moved into the former “ice-free” second storage due to the “full” ice slurry storage (see Fig. 7 C) 
from where they can be easily pumped to the supercooler. After finishing the test, a manual check of the ice 
consistency in the ice slurry storage revealed a lower packing density in top layers, which were filled in the 
beginning of the test-run, when ice crystals entering the storage were able to rise more freely. In comparison, 
the ice in lower layers, also around the inlet, was packed with a higher density and almost down to the bottom. 
However, the theoretically produced ice mass during this time with the used operational parameters is around 
200 kg, occupying a volume of 0.23 m3, which is 23 % of the complete slurry storage volume (one tank), 
making clear that the introduction of slurry into the vessel needs to be improved. 

 
Figure 7: Photographs of A) the slurry generation inside the crystallizer, B) the produced slurry entering the storage vessel and C) the full 
storage vessel at the end of test-run as presented in Fig. 6. 

4. Conclusion 
This paper presents experimental developments and results for the reliable and continuous generation of 

ice slurry from an in-stream crystallizer using the supercooling method at a power of up to 6.5 kW. 
The possibility to use gasketed plate heat exchangers reaching supercooling degrees suitable for ice slurry 

production between −1.5 °C and −2.5 °C without the need of icephobic coatings was shown. This possibility 
could decrease fabrication and installation cost of the technology as well as avoidance of coating degradation, 
decreasing thus maintenance needs. Gasketed plate heat exchangers are a suitable solution for large scale 
applications such as industrial processes. However, these type of heat exchangers are typically not suitable for 
residential heat pumps since they are too large. Moreover, the influence of the water quality is unclear at this 
stage as well as the question if icephobic coatings could provide a more stable system using tap water, likely 
with an increasing number of particles that could be expected after long term operation and that could trigger 
heterogeneous nucleation in the system. The effect of water quality on supercooling stability and the possible 
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increase of operation stability by using icephobic coatings, assuming a growing number of particles in the 
system with operation time, will be topic of further research in near future. 

The development of the in-stream ice crystallizer, demonstrated at a mass flow rate of 3200 kg/h and an 
average supercooling degree of 1.75 K can become a breakthrough technology for energy storage paving the 
way to provide energy flexibility at low cost. However, to implement this technology at large scale, the 
scalability needs to be proven and optimisation needs to be conducted. To obtain more accurate and detailed 
insights into the in-stream crystallizer, further development of CFD modelling using multi-scale biphasic 
simulation is planned for near future, helping to realise the up-scaling of the crystallizer in an optimised 
configuration. 

In this paper, two of the defined three challenges for the proposed ice slurry technology have been addressed 
and solutions for the supercooling and the continuous crystallisation have been presented. Nevertheless, the 
low maximum mass ice fraction achieved of approximately 23 % compared to the expected value of 
approximately 50 % (Kauffeld, et al., 2005) clearly shows that the third challenge remains to be investigated 
further. A better separation of solid particles and liquid water would allow to increase reliability as well as 
lowering the water inlet temperature into the supercooler to increase performance of the technology by 
reducing heat losses. Thus, the aforementioned third challenge of a proper separation of ice and water in the 
storage vessel needs to be content of future research work, before the proposed method is ready to be 
implemented into the field. 
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Abstract 

The present work introduces a research project funded by the European Commission under the Horizon 

Europe program, focusing on the development and demonstration of innovative cooling technologies for 

industrial applications, which can be driven by low-grade waste heat and solar thermal collectors. Aiming at 

increased compactness and reduced cost, an adsorption chiller based on a novel internal cycle 

configuration will be developed. For simultaneous heating and cooling with increased temperature lift and 

for supply of cooling at two separate temperature levels, advanced absorption chiller concepts will be 

applied, based on a hybrid absorption/compression cycle and a twin evaporator/absorber configuration, 

respectively.  

Keywords: absorption, adsorption, industrial cooling, solar thermal, waste heat 

1. Introduction 

In 2022, the industrial sector in the EU was responsible for 25.1% of the final energy consumption, which 

totalled 10,900 TWh. This energy demand was primarily met by electricity (33.3%) and fossil fuels (48.4%), 

leading to a significant dependence on these resources, most of which are imported from non-EU countries 

(Eurostat, 2022). Approximately 150 TWh/year of electricity is consumed for process cooling, particularly in 

industries such as food and beverage, tobacco, and light chemicals, where cooling can account for up to 50% 

of a company’s total electricity consumption (Rehfeldt, 2016). The market is largely dominated by electricity-

powered vapour compression chillers due to their commercial availability and reliability, which restricts the 

adoption of thermally driven technologies to a niche segment. However, there is about 300 TWh/year of 

technically available waste heat from industrial processes in the EU, with roughly 35% classified as low-grade 

waste heat (below 200°C). Additionally, direct solar heating (SHIP) is becoming more attractive for its 

sustainability, technical, and economic benefits, although it is not yet widely implemented (Kumar, 2019). 

Under the “Climate, Energy and Mobility” component of the Horizon Europe programme, a consortium of 27 

partners is collaborating on the RE-WITCH project (“Renewable and Waste Heat Valorisation in Industries 

via Technologies for Cooling Production and Energy Harvesting”) to develop and demonstrate innovative 

thermally-driven cooling and heating technologies for industrial processes. This includes introducing a next-

generation adsorption chiller based on a novel internal cycle and component design. Advanced absorption 

chiller concepts, which use a hybrid absorption/compression cycle and a twin evaporator/absorber 

configuration, will be applied for simultaneous heating and cooling with increased temperature lift and cooling 

supply at two separate temperature levels. These thermally activated cooling systems will be powered by low-
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grade (<100°C) waste heat from industrial processes or high-efficiency solar thermal collectors, providing both 

process cooling and useful heat for industrial operations. 

The project involves analyzing typical applications in key industrial sectors such as food and beverage or 

pharmaceuticals and conducting detailed modelling of industrial processes with integrated thermal cooling 

systems for optimized techno-economic integration. The performance of these thermally driven cooling 

systems will be evaluated and demonstrated in four real installations across Europe in the following settings: 

 

• A brewery located in Poland. In this case, the cooling demand is related to the need to cool down the 

wort from 98 °C to 8 °C, for the fermentation process. This is accomplished through two two-stage 

cooling process, using an ammonia vapour compression chiller, with a total capacity of 200 kW. The 

demonstration campaign will be based on the waste heat recovery from wastewater around 80°C, to 

drive the innovative adsorption chiller with an installed cooling capacity of 200 kW, to provide 

cooling down to 5°C. Moreover, a solar collector field with a heating capacity in the range of 50-70 

kW will be integrated, to provide up to 100°C to the process and to complement the driving heat for 

the cooling provision. The demonstrative system is expected to work in parallel with the existing 

cooling facilities in order to provide energy saving service: preliminary estimations foresee an 

electricity saving of up to 64 MWh with 800 production cycles per year. 

• A dairy industry located in Spain. The portion of the plant interested in the RE-WITCH system 

integration has on average a cooling demand ranging from 700 to 1500 kW, at temperatures between 

-6 and 0 °C, with a total electric consumption of 24 GWh/y. At the same time, there is a need for 

heating, for cleaning at 60°C, with a yearly energy demand of 6.8 GWh. The installation will aim to 

demonstrate the partial replacement of the existing technology with the innovative hybrid absorption 

cooling and heating device. A solar field of 80-100 m2 solar collectors will be integrated with 

renewable heat from the biomass plant to provide up to 110°C and 50-160 kW, to drive the hybrid 

absorption/compression heat pump with a peak cooling capacity of around 100 kW, providing cooling 

down to 3°C (in parallel to the existing ammonia chillers) and up to 250 kW of process heating at 

60°C. The proposed integration shall be able to save up to 90 MWh/y electric and 830 MWh/y natural 

gas, with associated 225 t/year of CO2 emissions saved. 

• A bio-refinery located in Greece. The cooling demand is at two different temperature levels, namely, 

10 °C for process cooling and 20 °C to maintain the digester temperature during hot days in summer. 

For this reason, the demonstration campaign will integrate an absorption chiller being able to provide 

both temperature levels at the same time. The system will exploit waste heat recovery from CHP 

around 99°C, to drive a dual evaporator/absorber chiller, 40 kWc at 10°C and up to 400 kWc at 

20/25°C in parallel. Around 30 kWth of solar collectors will be integrated to provide up to 99 °C to 

the process and to complement the driving heat for the cooling provision Moreover, when there is 

excess cooling production, this will be used in the post-digester to improve its performance. The 

system implementation aims to provide up to 3.5 GWh/y of cooling and increase plant productivity 

by 5-10% by maintaining the optimal digester's temperature. 

• The integration of an air compressor and adsorption chiller system in a pharmaceutical industry, in 

Germany, specialized in the development, analytics, and contract manufacturing of medicinal 

products. The new facility will feature a 225 kW water-cooled air-compression system, providing 

waste heat to an 80 kW adsorption chiller. This chiller will generate chilled water for production and 

laboratory use, feeding into the central cooling system designed for 500 kW nominal capacity at 

10/15°C. The system is expected to meet 1.5 GWh of annual cooling demand, with an electricity 

requirement of 375 MWh per year. The adsorption chiller will operate on base-load compressors, 

achieving 7,500 hours of operation annually and saving 110 MWh of electricity, equivalent to 29% 

of the cooling system's energy consumption. This translates to a reduction of 50 tons of CO₂ emissions 

annually. Pre-assembled in a container, the system includes a hybrid cooler with 230 kW nominal 

capacity, while BIM-based engineering and monitoring tools optimize its operation. The 

demonstration highlights significant energy and environmental savings, with high replication 

potential across industries requiring compressed air and heating/cooling solutions. 

In each case, solar thermal collector systems will supplement the driving heat input from the industrial 
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environment. 

2. RE-WITCH most relevant innovations 

The RE-WITCH project will develop and validate innovative cooling technologies to be driven by low-grade 

heating sources, such as onsite waste heat and renewable heat from solar thermal collectors. Specifically, three 

different cooling technologies will be designed, tested at laboratory scale, and demonstrated in real industrial 

plants: 

- A novel adsorption chiller technology, based on a patented solution by Sorption Technologies GmbH 

company (German patent, 2019), aims at overcoming most of the issues of previous adsorption chiller 

designs, by applying a novel internal cycle concept by switching the refrigerant flow (i.e. water) in 

liquid phase, thus making use of smaller valves (thanks to the higher density of the liquid compared 

to vapor) and applying direct evaporation and condensation inside the adsorber module instead of the 

conventional heat exchanger design. The target of the project will be the improvement of the core 

components design (i.e. refrigerant pumps, heat exchangers, module architecture), focusing on the 

increasing of the chiller compactness This will lead to higher thermal efficiency (thermal cooling 

COP 0.65) and electric efficiency (electric cooling COP >20). allowing to meet an expected 

compactness >17 kW/m3 and the easiness in stacking adsorption modules to meet the industrial 

cooling demand, being able to be driven by heat at temperature varying from 75 to 90 °C. 

- A hybrid absorption/compression cooling and heating technology. The hybridization concept will be 

based on the integration of a mechanical vapor compressor, between the evaporator and absorber of 

a single-stage absorption chiller. The development will start from previous design validated at lab-

scale, as reported in Error! Reference source not found. (Schweigler, 2019). The mechanical 

compression serves for an increase of the pressure level of the absorber, allowing for an increase of 

the temperature level of heat rejection, usually limited by the risk of crystallization of the LiBr/water 

solution. The developed concept will be able to provide cooling simultaneously, at around 3/5°C, and 

heating up to 60°C, thus covering two different requirements for industrial cooling and heating. Under 

these operating conditions, the thermal cooling COP, is expected being around 0.65-0.70, while the 

thermal heating COP, reaches up to 1.75. At the same time, the electric consumption will be very 

limited, being the cooling electric COP, up to 9 and the heating electric COP up to 23. 

- An absorption chiller able to provide, by means of the same working cycle, two different temperature 

levels of useful cooling to the consumer. The integration of a second evaporator-absorber pair will 

start from the existing design of LiBr/water absorption chillers by the company BS-NOVA and will 

be adapted to allow the chiller to serve two different chilling temperatures. Specifically, in the 

demonstration campaign of the project, the target cooling temperatures will be 10 °C and 20 °C, with 

different capacities, namely, 40 kW and 400 kW respectively. 
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Figure 1: Design of the lab-scale hybrid chiller (Schweigler, 2019). 

Regarding the onsite renewables, the project will rely on the integration of the innovative high vacuum flat 

plate solar thermal collectors, designed, and manufactured by the Swiss company TVP Solar (TVP Solar. 

2024). These collectors can provide heating power in a temperature range between 80 °C and 180  C, at the 

highest conversion efficiency on the market for non-concentrating collectors technology. This technology will 

be then employed both as the driving source of the sorption cooling devices as well as to provide direct heating 

to the industrial plant. The optimization of the system operation will be guaranteed by dedicated control and 

management algorithms developed and implemented in each demonstration site. 

 

3. The “RE-WITCH way”: the innovative aDsorption chiller 

In recent decades, adsorption chillers using water as a refrigerant and solid sorbents like Silica Gel or Zeolites 

have been developed and utilized in commercial applications to provide chilled water. The fundamental 

operation of these chillers relies on the cyclic loading and unloading of the solid sorbent in the adsorber and 

desorber, respectively. By alternating the operation of two reactors filled with sorbent material, continuous 

cooling power is maintained. This process requires an appropriate valve system to switch the refrigerant flow 

between the reactors and the evaporator/condenser. Previously, various configurations known as “1st and 2nd 

Generation” adsorption chillers have been developed. This publication introduces a novel 3rd Generation 

adsorption chiller: 

• 1st Generation Adsorption Chillers (Mayekawa, Bry-Air, SorTech): The refrigerant vapor flows from 

the desorber to the condenser and from the evaporator to the adsorber through valves integrated 

between the compartments, offering high flexibility but necessitating complex and expensive vacuum 

systems. 

• 2nd Generation Adsorption Chillers (SorTech/Fahrenheit): These feature a simpler vacuum system 

by combining each adsorber with a heat exchanger that serves as both evaporator and condenser. 

Vapor exchange between the adsorber and heat exchanger occurs without valves, simplifying the 

vacuum system but resulting in significant thermal losses during cycling. 

• 3rd Generation Adsorption Chillers (Sorption Technologies): This system, based on a patented 

solution (see the patent by Mittelbach, 2019), distributes the refrigerant in the liquid phase, alternately 

connecting each adsorber with the evaporator or condenser loop. The refrigerant 

evaporates/condenses directly inside the adsorber. Using liquid-phase water, with its higher density, 
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allows for smaller valves and components, and separating the heat exchangers mitigates the thermal 

losses encountered in the 2nd generation. 

As in the previous solutions, the 3rd Generation includes two equal modules which alternate in 

adsorption/desorption by properly controlling a system of valves in the refrigerant loops and in the external 

loops, as shown in Figure 2, thus providing a constant cooling effect. The project's objective is to enhance the 

design of core components, such as refrigerant pumps, heat exchangers, and module architecture, to achieve a 

more compact chiller. This will result in higher thermal efficiency (thermal cooling COP ≈ 0.65) and greater 

electric efficiency (electric cooling COP >20). 

 

Figure 2: During the first phase, Module 1 is connected to the condenser loop, allowing the solid sorbent to unload, while Module 

2 is connected to the evaporator loop, where the solid sorbent absorbs water; the cooling effect is harnessed through the evaporator 

loop heat exchanger (a). In the second phase, the roles of Module 1 and Module 2 are reversed, with Module 1 connecting to the 

evaporator loop and Module 2 to the condenser loop, thereby continuing to provide cooling power from the evaporator loop heat 

exchanger (b). 

4. The “RE-WITCH way”: the innovative aBsorption chiller 

Absorption chillers utilizing the LiBr-water working pair are well-developed and easily applicable in industrial 

settings. However, all sorption cooling devices face stringent temperature restrictions: in simple commercially 

available units, the waste heat temperature and chilling temperature limit the attainable reject heat temperature. 

This restriction reduces the capability to implement heat pumps that simultaneously provide cooling and useful 

heat output. For example, if the reject heat is required at around 60°C, standard designs driven by low-

temperature waste heat will not suffice. The RE-WITCH project addresses these limitations by implementing 

advanced absorption cycles that decouple the thermodynamic states of the components. This allows for the 

provision of cooling at a low temperature (T0), heat output at a medium temperature (T1), and consumption 

of driving heat at a high temperature (T2) (Figure 3, left). These limitations are due to the equilibrium data of 

the water/lithium bromide working fluid pair and the potential crystallization of the mixture at states with low 

water content (Figure 3, right). 
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Figure 3: Temperature levels and heat flows of a sorption heat pump (left). Process parameters (internal pressure and 

temperature) of the standard absorption heat pump cycle (right). Limitation of the operational envelope by the crystallization 

limit of the sorbent solution. 

4.1. Absorption Chiller with dual evaporator design 

An absorption chiller featuring two evaporator/absorber pairs will enable the chiller to provide cooling at two 

different temperatures simultaneously, each with specified capacities (Figure 4). This configuration is distinct 

from the conventional twin design, which involves two evaporators connected to a single chilled water loop 

and two absorbers connected to a single cooling water loop. Typically, the solution flows are arranged in series 

from one absorber to the next to achieve larger temperature glides and avoid crystallization.  

 

Figure 4: A schematic of the dual-evaporator layout 

In the proposed design, each evaporator operates independently to accommodate different temperatures and 

cooling capacities. The solution flow and cooling water can be arranged either in parallel or in series, based on 

specific needs and technical constraints, ensuring design flexibility. Beyond the apparatus design, the project 

will focus on optimizing and controlling the operation. 

The dual evaporator chiller will be designed for a demonstration case in Greece, providing cooling for two 

consumers at 10°C and 20°C, 40 and 400 kW respectively. An alternative to this concept would be installing 

two chillers operating almost in parallel. However, by directing the absorbing solution to either absorber in 

varying quantities, the proposed design makes more efficient use of the heat transfer surfaces. It will be 

demonstrated that cooling capacities and temperatures can be individually adjusted while maintaining cycle 

efficiency near the nominal COP value. 

4.2. Hybrid Absorption/Compression Chiller 

Integrating a mechanical vapour compressor between the evaporator and absorber of a single-stage absorption 
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chiller creates a hybrid chiller. This configuration, powered by mechanical energy supplied to the vapour 

compressor, achieves an increased temperature lift while maintaining the thermal efficiency of the hybrid 

cycle, as shown in Figure 5. 

 

 

Figure 5: Hybrid absorption/compression chiller/heat pump: Energy flow scheme and COP for thermal and mechanical efficiency 

 

The mechanical compression raises the pressure level of the absorber, which in turn elevates the temperature 

level of heat rejection within the crystallization limit of the sorbent solution (see Figure 6, left). This hybrid 

absorption/compression cycle with a high-temperature lift offers significant potential for heat recovery and 

simultaneous cooling and heating in industrial settings. Compared to a standard absorption chiller, the hybrid 

absorption/compression chiller provides a substantially higher temperature lift, as illustrated in Figure 6, right. 

The development will build on a proof of concept demonstrated by a lab-scale test plant (Schweigler, 2019). 

For the industrial environment of a dairy plant in Spain, the hybrid cycle will be designed to provide a chilled 

water outlet temperature at the evaporator of 5°C and heat sanitary hot water from 15°C to 60°C using heat 

output from the absorber and condenser. 

 

 

Figure 6: Hybrid absorption/compression chiller/heat pump with vapour compressor between evaporator and absorber (left). 

Increased temperature lift of the Hybrid chiller/heat pump compared to the standard absorption cycle (right). 

5. RE-WITCH’s expected impacts 

The expected impact of RE-WITCH, with respect to solar energy exploitation, is profound and wide-ranging. 

Indeed, the integration of solar heat into the proposed systems (see the demos description in Section 1) enables 
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a solar cooling configuration that will lead to significant energy and fuel savings, and improve energy 

efficiency in the selected industrial processes. By harnessing renewable solar energy to drive cooling systems, 

the project aims to drastically reduce electric consumption for industrial cooling, thereby cutting down on 

greenhouse gas emissions and other pollutants. This shift towards solar cooling will lessen the dependency on 

traditional energy sources, enhancing the integration of renewable energy both at the industrial level and within 

the EU energy system. 

Specific outcomes include the demonstration of solar cooling technologies across four industrial sectors in 

Europe, proving their viability and efficiency in real-world applications. This will not only validate the 

technology but also highlight its potential for substantial primary energy savings and CO2 emission reductions. 

By focusing on solar cooling, the project aligns with the EU's strategic plan for sustainable energy use, 

promoting clean energy solutions that are "100% Made in the EU." 

Further, the project supports the development of a circular and clean economy by leveraging renewable energy 

for cooling purposes. Long-term projections indicate significant energy savings and GHG emission reductions 

by 2050, with the potential to cover 25% of the EU's industrial cooling demand through solar cooling 

technologies. Additionally, this shift is expected to create approximately 1,500 new direct and 4,000 indirect 

jobs by 2035, accompanied by substantial industrial investments. 
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Abstract 

The IEA SHC Task 65 “Solar Cooling for the Sunbelt Regions” started in July 2020 and has been focusing on 

innovations for affordable, safe and reliable Solar Cooling systems for the Sunbelt regions. The Task 65 finished 

in June 2024. Its innovative approach was the adaptation of existing concepts/technologies to the Sunbelt regions 

using solar energy, either solar thermal or solar PV. This paper presents the comprehensive Task 65 results of the 

different activities carried out in the last four years as well as the research highlights. In Subtask A (Adaptation) 

climatic conditions, applications, components and systems have been investigated and adapted tools and systems 

for sun belt countries have been developed. A GIS-based tool is now available for the global identification of 

possible solar cooling locations, taking into account technical as well as socio-economic factors. Subtask B 

(Demonstration) put the focus on design guidelines, performance indicators and standardization. An analysis of 

multiple case studies has been undertaken and lessons learned have been compiled. In Subtask C (Assessment & 

Tools), design tools have been analysed as well as assessment mechanisms have been developed. A variety of 

tools for solar cooling design is available. Subtask D (Dissemination) focused mainly on distributing the Task 65 

results, but also developed new roadmaps for sunbelt countries with regard to the implementation of solar cooling 

systems. Financing models have been analyzed and recommendations for policy makers are given as a result. 

Keywords: Solar thermal cooling, PV cooling, Sunbelt regions, IEA SHC Task 65  

1. Introduction 
 
Air-conditioning accounts for nearly 20% of the total electricity demand in buildings worldwide and is growing 

faster than any other consumption in buildings (IEA, 2018). The undisputed rationales for the increase are global 

economic and population growth and thus rising standards of living. Growth in the demand of cooling is especially 

driven by countries with high temperatures. Three emerging countries (India, China, Indonesia) contribute to more 

than half of the annual growth rates. If no measures are taken to counteract this increase, space cooling demand 

could triple by 2050. In some countries, peak load caused by air conditioning does reach a share of >70% of the 

total electricity consumption on hot days (IEA, 2018). With an increase in cooling demand comes the increase in 

the cost of electricity and summer blackouts, which have been attributed to the large number of conventional air 

conditioning systems running on electricity. As the number of vapor compression chillers for AC purposes 

increase globally, so do AC-related greenhouse gas emissions, both from direct leakage of high GWP refrigerant, 

such as HFCs, and from indirect emissions related to fossil fuel derived electricity consumption. Solar air-

conditioning is intuitively a well-suited alternative, because the demand for air-conditioning correlates quite well 

with the availability of solar energy. Interest in solar air-conditioning has grown steadily over the last years. The 

latest numbers of worldwide installations in 2023 showed nearly 2,000 systems (IEA SHC, 2023). Solar air-

conditioning can be achieved by (i) operating a vapor compression air-conditioner with electricity generated by 

solar photovoltaic cells or by (ii) using solar thermal heat to run a thermally driven sorption chiller. Both these 

technologies can be used with or without a storage option, such as batteries or thermal storage units. 
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2. Methodology 
 
The know-how on solar cooling technologies (both thermal and PV) in OECD countries (Europe, US, Australia, 

etc.) is already quite comprehensive thanks to more than twenty years of research and commercial activities on 

the subject. However, very few efforts have been made to adapt and transfer this knowhow to sunbelt countries 

e.g. in Africa, in the MENA region or in Asia. The sunbelt countries are located between the 20th and 40th degree 

of latitude in the northern and southern hemisphere and typically contribute to the global increase in demand for 

air conditioning (AC) since they are mostly located in hot and/or humid climates. In such climates solar cooling 

can play an important role in energy savings for AC. Further, all sunbelt countries are in regions of the world with 

high annual solar irradiation. Therefore, the IEA Task 65 “Solar Cooling for the Sunbelt Regions” focused on 

innovations for affordable, safe and reliable cooling systems for the sunbelt regions worldwide. It covers the small 

to large size segment of cooling and air conditioning (between 2 kW and 5,000 kW). The 

implementation/adaptation of components and systems for the different boundary conditions is forced by 

cooperation with industry and with support of selected target countries like India and UAE through Mission 

Innovation (MI) Innovation Community on “Affordable Heating and Cooling of Buildings” (MI IC7, 2023). 

2.1 Task 65 structure 

The Task is organized into four main activities, aka subtasks, derived from the described focus areas above.  Figure 

1 shows the subtask titles and work packages of each subtask. 

 

 

 

 

Figure 1. Structure and work packages of Task 65 (IEA SHC, 2024) 

2.2. Key objectives 

The key objectives of IEA SHC Task 65 were to adapt, verify and promote solar cooling as an affordable and 

reliable solution in the rising cooling demand across sunbelt countries. Existing solar AC technologies have been 

analyzed, adapted to the specific boundaries and optimized in terms of investment and operating cost and their 

environmental impact (e.g. solar fraction). They have been compared and benchmarked against reference 

technologies with regard to a life cycle cost base. Task65 wanted to contribute to solar cooling becoming a reliable 

part of the future cooling supply in sunbelt regions. After the recent completion of IEA SHC Task 65 the following 

key objectives have been achieved: 

• Supporting the development of solar cooling technologies on component and system level adapted for the 

boundary conditions of Sunbelt (tropical, arid, etc.) with regard to affordability, safety and reliability in 

medium to large scale (2 kW-5,000 kW) capacities 

• Adapting existing tools for assessing technology and economics of solar AC systems 

• Comparing the economic and financial viability of different cooling options with a life-cycle cost-benefit 
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analyses (LCCBA) model. 

• Applying the LCCBA model to assess case studies and use cases from subtasks A and B to draw 

conclusions and recommendations for solar cooling technology and market development and policy design. 

• Pre-assessing the ‘bankability’ of solar cooling investments with financial KPIs. 

• Finding boundary conditions (technical/economic) under which solar cooling is competitive against fossil-

driven systems and different renewable solutions. 

• Establishing a technical and economic data base to provide a standardized assessment of demo (or 

simulated) use cases. 

• Accelerating the market creation and development through communication and dissemination activities. 

3. Results and analysis 

3.1 Final results of Subtask A – Adaptation 

Designing effective solar cooling systems in sunbelt regions requires a comprehensive understanding of the 

prevailing climatic conditions as well as a holistic approach considering a wide range of climatic factors. By 

tailoring systems to these conditions and promoting sustainable practices, a region can harness its abundant solar 

resources for efficient and eco-friendly cooling solutions. The following sections report the results that have been 

achieved in Subtask A. 

A1: Climatic Conditions & Applications 

Generally, the suitability of (solar) cooling systems and the specific applications thereof are highly contingent on 

the geographical location. To establish region-specific prerequisites for solar cooling systems, leveraging 

geographical data is a logical approach. This necessitates the utilization of a Geographic Information System 

(GIS), which possesses the capability to acquire, store, validate, and visualize data associated with Earth's surface 

coordinates. Most pertinent geographical data essential for this purpose can readily be sourced from various 

outlets, including solar radiation statistics, climate records, population demographics, and more. In the initial phase 

(Activity A1) of this project, GIS software was employed to amalgamate geographical data in a manner conducive 

to ascertaining localized reference conditions for solar cooling systems within Sunbelt regions. The data sources 

used in this study consist of multiple layers, with each layer containing data on specific topics or numerical values. 

These data layers are extensive, comprising 145 million grid cells and having a size of approximately 1.5 gigabytes 

each. The analysis took into account various conditions and sources, including geographic areas requiring cooling 

(spanning latitudes between 48°N and 44°S), different solar irradiances (DNI, GHI, DIF) and photovoltaic power 

potential (PVOUT), population density and settlement levels, climate zones based on the Köppen–Geiger climate 

classification system, water availability, assessment of market risk through Environmental Social Governance 

(ESG) factors, and considerations of Purchasing Power Parity (PPP) and Gross Domestic Product (GDP). These 

data sources and conditions played a crucial role in conducting the comprehensive analysis (Figure 2). 

Figure 2. The Mediterranean region was used to identify the potential for a specific Solar Cooling System 

in building cooling applications. The analysis was conducted on a 10km raster grid, taking into account 

the Gross Domestic Product (GDP) levels. (Gurtner et.al, 2023). 
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The prospects for further investigation and improvement of the methodology encompass refining the method to 

provide specific regional or country-level insights for better result quality, conducting a more precise analysis of 

industrial areas and population distribution to identify clusters of large buildings showcasing cooling network 

potential, incorporating additional data sources like cooling degree days and energy prices to increase the 

significance of results by considering economic factors, expanding the study to encompass various building types 

(residential, commercial, hospital, university, etc.) to enhance its overall value in assessing cooling network 

potential, applying the methodology's principles to other renewable energy technologies for heating and electricity 

supply, and exploring the development of interactive web-based maps for improved user exploration, providing 

flexibility in presenting information according to specific needs and details. These considerations outline potential 

directions for refining and extending the methodology in future research and applications. Further details can be 

found in the published Task 65 A1 final report (Gurtner et. al, 2023).  

A2-B1 & A3: Adapted Components and Systems 

The Sunbelt regions feature diverse climates with critical factors like temperature, humidity, and dust presence. 

These factors affect the design and performance of solar cooling systems. Reliable data on these conditions is 

essential for selecting or adapting components to specific markets. Documenting available components is crucial 

for promoting solar cooling. Activity A2-B1 focused on documenting components, including collectors 

(photovoltaic, thermal, etc.), storage units, chillers, and heat rejection systems. This documentation combines 

climatic conditions and typical applications for effective technical adaptation. It considers the Köppen climate 

classification (see Figure 3), categorizing climates into five main groups (A, B, C, D, E) to qualitatively assess 

systems and components in the involved countries. 

 
Figure 3. Köppen–Geiger climate map used for data classification (Beccali et.al, 2024) 

 
This study analyzes various components used in solar cooling technologies and their relationships with factors 

like solar collector type, climatic zone, application, and adapted components (Beccali et. al, 2024). Solar cooling 

has the potential to decarbonize countries in the Sunbelt region effectively. With rising cooling demands in these 

areas, selecting the right components and analyzing existing projects can enhance its impact. During Task 65, 32 

projects from 18 Sunbelt countries have been analysed, considering their demographic distribution, see Figure 4. 

The Köppen-Geiger climate classification was used to categorize these into climate zones, which is crucial for 

choosing cooling systems and solar collectors. The majority of projects analysed are in hot desert and hot semi-

arid climates. About 50% of projects are in the implementation phase, 18% are operational, and 25% are in the 

concept phase. Evacuated tube collectors are popular in simulations, while flat plate and Fresnel collectors are 

common in implemented projects. Solar cooling systems are often installed in public buildings (34%) and domestic 

buildings (25%), with potential applications in food preservation and process industries. 
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Figure 4. Representation of weather profile with solar collector and solar cooling technology used (Beccali 

et.al, 2024) 

The results show that thermal storage units, along with auxiliary heating systems, play a vital role in meeting 

cooling requirements during periods of minimal or zero solar radiation, particularly at night. The cooling demand 

in public buildings like offices and educational institutions is primarily concentrated during daytime hours, leading 

to a reduced need for these components. In contrast, cooling demand may extend throughout the entire day and 

night for domestic applications (such as villa houses and multi-family buildings) and the process industry. Cold 

backup components, including vapor compression systems, are employed to extend the cooling capacity even 

when the solar cooling system is not active. Furthermore, Figure 4 provides valuable insights into the relationship 

between climate classifications, the types of solar collectors used, and the choice of solar cooling systems. 

Noteworthy observations from this analysis include: 

1. In regions characterized by hot desert climates (BWh), Fresnel and evacuated tube collectors are 

often preferred for harnessing solar energy. 

2. For areas with Hot summer Mediterranean (Csa) and Tropical and subtropical steppe (BSk) climates, 

evacuated tube collectors are commonly chosen. 

3. Solar absorption cooling emerges as the most prevalent solar cooling technology, followed by PV-

assisted cooling and ejector cooling. 

A4: Building and Process Optimization Potential 

The primary objective of Activity A4 was to assess the potential of energy-efficient buildings and processes in 

Sunbelt regions, both for new and existing structures. This involved studying other related projects and examining 

the integration of solar cooling into retrofitted HVAC systems. Integrating solar cooling into existing HVAC 

systems can be complex, especially concerning refrigerants and cold distribution methods. The aim was to identify 

the best technical solutions from both technical and economic perspectives. However, not all the planned analyses 

yielded useful data, leading to adjustments in the workflow. Some research projects and IEA EBC projects were 

reviewed, but it was found that there are limited recent projects focusing on the application of solar cooling systems 

in buildings. Nevertheless, the information gathered can serve as a foundation for assessing the potential energy 

savings achievable through the implementation of solar cooling systems. The initial phase of Activity A4 involved 

collecting and analyzing data from various buildings to assess the potential for energy-efficient building processes 

in Sunbelt regions. This assessment pertained to both new constructions and existing structures. One particular 

challenge addressed in this study is the integration of solar cooling into pre-existing HVAC systems. This 

integration presents hurdles related to refrigerants and cold distribution. Additionally, the study explored the 

application of cold delivery systems to reduce drafts in air-based systems and improve thermal comfort within 
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buildings. The data used in this analysis are sourced from (i) a research programme belonging to EU Horizon 2020 

named “POI ENERGIA 2014e2020” (Beccali et. al, 2015) and (ii) selected completed projects from IEA’s Energy 

in Building and Communities Programme (https://iea-ebc.org/). In cases where no necessary data were obtained 

through the primary data collection efforts, a comprehensive analysis of relevant literature was conducted. This 

approach effectively filled in the missing data gaps. By reviewing existing research papers, reports, and studies 

relevant to the field, valuable insights and information that enriched the research findings were accessed. The 

literature review revealed that global space cooling significantly contributes to the energy consumption of the 

building sector, accounting for approximately 16% of the final energy consumption in 2021. Furthermore, 

projections indicate that global electricity usage for space cooling could triple from 2020 to 2050. This trend is 

particularly prominent in rapidly developing countries like India and Indonesia, which experience cooling-

intensive climates. To address these challenges, efforts have focused on providing efficient and environmentally 

friendly cooling solutions grounded in three fundamental principles: building energy efficiency, system energy 

efficiency, and renewable primary energy supply. Combining these principles results in cost-effective and 

sustainable cooling solutions that enhance user comfort and mitigate greenhouse gas emissions, benefiting the 

environment and climate. The outcomes of this study underscore the multifaceted nature of achieving energy 

efficiency in Sunbelt regions, especially concerning solar cooling and building processes (Bonomolo et. al, 2023). 

These findings emphasize the importance of robust data analysis, considering a range of factors that impact energy 

consumption and cooling demands in different building contexts. Further details can be found in the published A4 

final report (Bonomolo and Strobel, 2023). 

 A5: Standardisation Activities 

The Activity A5 covered two main aspects, which can be found in the published A5 final report (Vasta and 

Sapienza 2024): 

1. Standardization and Definition of Key Performance Indicators (KPIs): The aim was to establish standardized 

definitions to create a unified language for solar cooling. KPIs are pivotal in assessing and comparing different 

solutions and technologies within the field. Given the diverse nature of solar cooling systems and components 

and their current limited adoption in energy systems, it is crucial to develop a precise and comprehensive set 

of KPIs. A selection process has been devised to choose appropriate KPIs, with seven base KPIs identified 

initially, which will be expanded to encompass materials, components, and systems. 

2. Examination of Existing Standards and Regulations: Activity A5 investigated the present state of 

standardization and regulation concerning solar heating and cooling across Sunbelt countries. Various 

countries and international bodies have already formulated standards covering performance testing, system 

design, equipment specifications, safety requirements, and installation practices for solar heating and cooling 

systems. Prominent organizations in this realm include ISO, CEN, ASHRAE, among others. The Australian 

Standard AS5389 was deemed most suitable for solar cooling in the Sunbelt region, offering a comprehensive 

framework for the design, installation, operation, and maintenance of solar heating and cooling systems. 

However, AS5389 does not specifically address solar cooling systems in the Sunbelt region. To adapt it, 

several modifications were proposed, including additional design considerations, guidelines for cooling load 

calculation, recommendations for solar collector selection, guidance on thermal energy storage, and measures 

for evaluating system performance tailored to the Sunbelt region's needs. These adaptations aim to align the 

existing standard with the specific requirements and challenges of solar cooling systems in the Sunbelt region. 

 

3.2 Final results of Subtask B – Demonstration 

Solar thermal cooling has a long history (with first commercial examples having been built in the 1990’s), however 

a real commercial market did not establish itself anywhere in the world. Roughly 2,000 solar (thermal) cooling 

systems exist worldwide. Most of them can be declared as customized, early-stage systems. PV supported cooling 

developed in the recent years, mainly driven by the cost decrease for PV modules in the recent decade. PV cooling 

has become the dominant type of solar cooling system globally due to its simplicity in installation and low cost. 

No robust numbers exist for installed PV cooling systems globally, but, as an example, several millions of these 

systems are in operation in Australia alone. The technology for both solar thermal and solar PV cooling is 
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commercially available worldwide. However, mostly economic reasons are still preventing solar cooling from 

gaining a wider global market uptake, especially in Sunbelt regions with lower purchasing power. One important 

approach for introducing these technologies into Sunbelt countries is a wide range of demonstrations locally. It 

must be assured that solar cooling is seen as technically reliable, economically viable (reasonable), and smart.  

B1: Show Cases on System and Component Level 

A number of installed projects was examined in order to find the constituent elements employed in different solar 

cooling technologies and their relationships with various variables, including type of solar collector, climate zone, 

application, and the components integrated into the systems. Solar cooling stands as a promising and efficient 

means of contributing to decarbonization efforts in nations within the Sunbelt region. Considering the expected 

increase in cooling needs within these nations, there is a substantial opportunity in identifying the best components 

and conduct comprehensive evaluations of existing/ongoing projects. This approach is expected to help expanding 

the scope of solar cooling and amplify its overall influence significantly. The research undertaken in this work 

package encompasses 31 studies conducted in 18 countries located in the Sunbelt region. Figure 5 illustrates the 

demographic distribution of these projects. 

 

Figure 5. Case studies located in the Sunbelt region (Beccali et al., 2024)  

The studies conducted included a diverse range of project types. Among these, 50% of the projects are currently 

in the implementation phase, 25% of the projects are in conceptual phase, 19% are in operation and have attained 

established outcomes, 3% are validated concepts and the remaining 3% are projects that have been modelled using 

simulation tools like TRNSYS, Python, Matlab, or other mathematical modeling techniques. Additionally, the 

study also includes published works featuring laboratory experiments and simulations validated by real-time 

building energy usage. This mixed approach ensures a comprehensive and varied analysis. The analysis shows 

that evacuated tube collectors are utilized in 30% of the analyzed projects, while both flat plate collectors and 

Fresnel collectors are equally prominent at 17% each. The research also indicates that Fresnel collectors and flat 

plate collectors are the most commonly chosen options in executed projects, whereas evacuated tubes are 

predominant in simulation projects. Examining the distribution of different solar collectors across various 

temperature profiles provides valuable insights into their suitability for different scenarios. Evacuated tube 

collectors find extensive application across three distinct climate regions: BSk (Cold semi-arid), BWh (Hot desert 

climates), and Csa (Hot-summer Mediterranean climate). Similarly, flat plate collectors are suitable for a range of 

five different profiles, spanning from Hot Desert (BWh) to Warm-summer Mediterranean climates (Csb). With 

regard to buildings the analysis shows that in the majority of the examined cases, solar cooling systems are 

installed in public buildings (34%), including offices, schools, and university buildings, enabling direct utilization 

of solar energy during daytime hours. Domestic buildings (25%) appear to be the next most studied due to 

prevalent requirements for improved indoor comfort in the Sunbelt region. The third most studied application 

(19%) includes indoor test facilities and process industry. The remaining applications include district cooling, 

food processing and preservation and highrise buildings.  
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B2: Design Guidelines 

This work package included the collection of design and system integration guidelines for solar cooling projects. 

For this purpose, a comprehensive questionnaire was created that goes into detail about various solar cooling 

components, design, sizing and other sub-systems such as heat rejection unit and cold distribution system. Data 

from 10 case studies are collected and presented showing the performance of solar cooling systems with varying 

boundary conditions. Additionally, three different case studies, each with their own scope and unique 

characteristics, are discussed. The summary is as follows: 

 

• Industrial cooling offers significant opportunities for solar thermal cooling applications. Such systems 

can achieve a high solar fraction and thus significantly reduce CO2 emissions compared to 

conventional electricity-powered chillers. 

• The integration of solar PV with vapor compression chillers as an emerging solution for 

decarbonization of cooling systems. A comparative analysis considering different load and weather 

profiles suggests that solar PV cooling can result in lower levelized cost of cooling compared to solar 

thermal.  

• Hybrid chillers emphasizes the potential of combining electrical and thermal chillers. Both simulation 

and practical results indicate a significant reduction in electricity consumption when using the topping 

cycle of an adsorption chiller. 

In summary, these case studies highlight the transformative potential of cooling solutions. As technology advances 

and policies evolve, the adoption of such systems will play a critical role in shaping a greener and more energy 

efficient cooling future. 

 

B3-C3: This work packages had not been finished at the time of writing of this publication, please refer to Task65 

webpage (https://task65.iea-shc.org/) for a future publication of report B3-C3. 

 

B4: Standardized Solar Cooling Kits 

The activity B4 focused on the standardization of solar cooling kits presents experiences from 11 component 

and/or system suppliers of solar cooling kits, which adapted/investigated their products/concepts for Sunbelt 

region conditions. Moreover, several findings on system adaptations for Sunbelt regions are collected and analyzed 

from manufacturers, equipment providers, solar system providers and researchers. The essential findings/results 

of the published B4 report (Weiss et. al 2024) are: 

 

• Eight different products/concepts adapted to the constraints of the Sunbelt regions are presented, 

including information on Sunbelt specific adaptations or experiences. 

• Use of medium-temperature solar systems to operate two-stage absorption chillers to increase 

competitiveness. 

• Cleaning collector systems when dust contamination happens can reduce typical performance by 20% 

per month. Therefore, it is recommended to clean the system every 14 days, which will then result in an 

average performance loss of only 5%. 

• Lack of knowledge of design guidelines including the effects of part load conditions and techno-

economic boundary conditions. 

• Heat rejection systems in dry climates present significant challenges 

B5: Lessons Learned (Technical and Non-Technical) 

Activity B5 involved identifying and documenting lessons learned, both technical and non-technical, to create a 

summary for dissemination in Subtask D. The primary objective was to collect trustworthy data and gain valuable 

insights from various stakeholders. A survey was conducted to gather information on stakeholder’s requirements, 

expectations, and specific circumstances that may prompt the utilization of solar cooling. The survey's primary 

objective was to identify crucial factors influencing the adoption of solar cooling technologies across different 

applications and regions. The gathered information was then analyzed to better comprehend the challenges, needs, 

and desires of the stakeholders involved. The results obtained from the questionnaire showed that solar cooling 

technologies are highly valued and important, but their market transformation requires collaboration across various 
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sectors. Engaging with stakeholders, including government agencies, industry players, research institutions, and 

consumers, is crucial for creating a supportive ecosystem for solar cooling. GIS software aids in effective planning 

and deployment, while technical training programs build capacity and expertise in the industry. Demonstrating the 

technical and economic viability of solar cooling and reducing reliance on the electrical grid can promote adoption. 

A multi-faceted strategy involving awareness-raising, market acceptance, and accelerated penetration can make 

solar cooling a sustainable solution for cooling needs. This approach contributes to climate change mitigation, 

economic growth, and energy security. 

3.3 Final results of Subtask C – Assessment and Tools 

The concurrent technical, economic and financial assessment of solar cooling options is of high importance in 

each stage of the life cycle of a project, starting with comparison of different technology options and pre-design, 

detailed planning, optimizing of operation but also for policy design with proven concepts. In all life cycle phases, 

it is crucial to have corresponding tools that deliver the necessary information and key performance indicators for 

the different stakeholder. The KPIs need to take into consideration economic, financial, social and environmental 

issues as well as other ‘Multiple Benefits’. Tools and their specific outputs permit to provide guidance on 

optimized system design and implementation and show the level of quality of both the most critical components 

and systems.  

C1: Design Tools and Models 

The work involved reviewing and adapting tools and models for technical and financial assessment and design for 

solar cooling and the project phases from pre-feasibility to simulation to monitoring. The main focus is the 

documentation of the tools and their specific application to provide measured data for validating the tools and the 

adaptation of selected ones for Sunbelt countries. Three approaches were used to evaluate tools used worldwide 

and within this IEA SHC Task. Firstly, a generic literature research in Web of Science (WoS), secondly interviews 

and questionnaires among the IEA SHC Task Expert, and thirdly interactive questionnaires during Task expert 

meetings. A total of 1,216 documents were identified as a result of the search in WoS. The initial data gathered 

provided a general idea of which components are being used and which software is being implemented. Based on 

the information provided by the task participants, the following software are currently being implemented in their 

applications/research: MATLAB, Meteonorm + Excel tool, TRNSYS, EES, and Phyton. This is also reflected in 

the third evaluation of tools. All software tools are commercially available and are ready to be used. Further details 

can be found in the published C1 final report (Daborer-Prado et. al, 2023).  

C2: Database for Technical and Economic Assessment 

Activity C2 was aimed at creating a comprehensive database of technical and economic data for solar cooling 

components and Sunbelt countries, supporting extensive assessments and providing insights into future scenarios. 

This database should establish a solid framework for sensitivity analyses and future scenario planning for solar 

cooling concepts. The IEA SHC Task 53 databases (IEA SHC, 2018) form the basis for the economic analysis of 

solar cooling systems (entire system, ST or PV based, including all main components already installed). An 

internal Task 65 expert survey has been conducted to further refine cost and technical figures for the database. 

The data base is comprehensive and listing every item here is not possible. As an example, technical components 

listed include:  

• Solar sources: Flat plate collector, Evacuated tube collector, Photovoltaic  

• Heat sources: Natural gas, Combined heat and power, Heat pump and reversible heat pump, Absorption heat 

pump and reversible absorption heat pump, District heating, Natural gas boiler, Condensing natural gas boiler, 

Electrical heater, Oil boiler, pellet boiler  

• Cold sources: Air- or water-cooled vapor compression chiller, Single effect absorption chiller, Double effect 

absorption chiller, Adsorption chiller, District cooling 

• Heat rejection: Wet cooling tower, Dry cooling tower, Hybrid cooling tower 

• Storage: Hot water storage, Cold water storage, Battery storage  

These components can be used as reference system or as part of the solar heating and cooling system. Please refer 
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to Task65 webpage (https://task65.iea-shc.org/) for a future publication of report C2. 

C3-B3: Assessment mechanism / C4: Benchmarking/Sensitivity analysis 

These work packages had not been finished at the time of writing of this publication, please refer to Task65 

webpage (https://task65.iea-shc.org/) for a future publication of both reports C3-B3 and C4. 

3.4 Final results of Subtask D – Dissemination 

A wide penetration of solar cooling in Sunbelt countries is not only depending on the accomplishment of technical 

barriers. Non-technical barriers often have a critical role. Financing, policy advise, and 

dissemination/communication of success stories are among the important activities to overcome also non-technical 

barriers. The focus is on the implementation of target specific promotion activities based on the collected results, 

upgrade of material for dissemination for external communication, the implementation of knowledge transfer 

measures towards the technical stakeholders, the development of instruments and their provision for policy 

makers.  

D1: Task65 Website and Publications 

A website included into the IEA SHC portal has been created, see https://task65.iea-shc.org/. It firstly presents the 

Task purpose and activities and secondly the Task results. It also lists all Task participants and observers. Finally, 

in the near future the website will also host an online best practice collection webpage, presenting the system 

concepts, state of the art of cooling markets, the main lessons learned and the entire technical and economic KPIs. 

The website will further act as an archive of the Task’s collective work results. Several publications about Task 

65 and the experts work related to the different activities have been published: EuroSun 2020, FotoVolt 10/2021, 

SWC 2021, APSRC 2021, ISEC 2022, EuroSun 2022, APSRC 2022, s@ccess 2023, ICR 2023, SWC 2023, 

EusroSun 2024). For a comprehensive list please visit https://task65.iea-shc.org/news.  

D2: Policy Advice and Financing Models 

Solar cooling solutions typically require high upfront capital expenditures. They may also be perceived as risky 

by potential clients due to their complexity or unfamiliarity with solar cooling technologies. These and other non-

technical barriers underscore the importance of developing client- and service-oriented solar cooling solutions for 

greater market penetration – in particular in the sunbelt regions. However, a common language in this 

interdisciplinary developmental area is missing, which limits effective communication and collaboration among 

stakeholders. The aim of this work package was to establish a common understanding of technical terms and core 

concepts in economics and financing that are necessary for the development of successful business and financing 

models for solar cooling. The following topics are covered:  

1. Business Models vs. (Third Party) Financing. 

2. Basic Financing Options for Solar Cooling Investments. 

3. Business Models including Third Party Financing for solar cooling investments and services. 

4. Life-Cycle Cost-Benefit Analyses to support Business Model development and financing solutions. 

This work shall serve as a basis for better informed discussions among technical and non-technical stakeholders 

from various disciplines, which are crucial for advancing client-oriented financing and business models to achieve 

greater market penetration of solar cooling solutions. Further details can be found in the published D2 final report 

(Bleyl 2024). 

D3: Roadmaps for Solar Cooling in Sunbelt Countries 

Activity D3 was dedicated to provide guidelines and recommendations on the development of roadmaps and policy 

recommendations to accelerate and spread the development of solar cooling technologies. A literature review 

provided information and compared exemplary roadmaps and documents on cooling demand and solar 

technologies, respectively. The review results identify promising methods and possibilities in roadmap and 

implementation plan formulation. Furthermore, existing roadmap manuals and analyses and Task 65 results are 

introduced to provide background information and to collect input for new roadmap and policy recommendations. 
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The screening and review outcomes indicate that a linkage between the solar cooling technologies and their 

potential field of application on a national scale, directly targeting the most fruitful operation, is promising. As a 

final result of Activity D, an adapted and updated process recommendation on the roadmap development following 

a step-by-step approach has been developed. Additionally, a list of policy recommendations is delivered as 

potential guidance for policy makers to promote solar cooling technologies on a national level. Further details can 

be found in the published D3 final report (Strobel & Jakob, 2024). 

D4: Booklet 

A comprehensive summary in the form of a booklet will be published later in 2024. 

D5: Workshops  

The goal of work package D5 was to organise four half-day workshops dedicated to the industrial players 

(manufacturers and installers, consultants, policy makers) in sunbelt countries. This goal has been exceeded by far 

since 11 workshops have been organised and conducted altogether during the four-year period of Task 65. 567 

participants have been recorded. Detailed information on the individual workshops as well as workshop agendas 

can be found in the published final report on D5 (Kohlenbach and Jakob, 2024). 

D6: Stakeholder Engagement 

A multitude of intermediate and final results has been generated during Task 65 and part of its activity was to 

ensure efficient communication of these results to all interest groups. Stakeholders from sunbelt countries have 

been selected as a specific interest group. These include end-users, industry, researchers, operators, policy makers 

etc. Work package D6 was tailored to this specific audience with a focus on knowledge transfer towards the 

different stakeholder groups in sunbelt countries. The following three steps have been implemented in order to 

achieve this: 

1. Identifying key stakeholders around the sunbelt countries 

2. Involving stakeholders through one-to-one meetings, workshops and conferences in their countries.  

3. Inviting stakeholders to participate in demonstration projects 

The process of identification firstly included collecting 90 individuals and organisations from the total observer 

list of Task 65. Secondly, a first email has been sent to 44 individuals and organisations in sunbelt countries 

identified from this collection. Thirdly, a second email and a questionnaire were sent to 19 individuals and 

organisations which expressed interest to proceed further. The analysis of questionnaire feedback provided a 

comprehensive list of topics of interest for stakeholders in sunbelt countries, Finally, 5 individuals and 

organisations expressed interest to get further involved in Task 65 goals. Invitations to workshops, conferences 

and personal one-to-one meetings were sent to all stakeholders interested during the following 

involvement/invitation phase of the process. The uptake on workshops was excellent with 63% of stakeholders 

participating in one or more workshops. Conference participation could not be quantified due to lack of participant 

statistics from each conference. Meetings were not requested by stakeholders despite opportunities for such being 

offered by Task 65 leaders whenever possible. Invitations to participate in demonstration projects have been 

continuously offered to Task 65 participants from the stakeholder group and three project proposals have been 

submitted together with Task65 experts and stakeholders from sunbelt countries. Detailed information on the 

process and the results can be found in the published final report on D6 (Kohlenbach and Jakob, 2024a). 

4. Conclusions and outlook 
 

In Subtask A (Adaptation) climatic conditions, applications, components and systems have been investigated and 

adapted tools and systems for sun belt countries have been developed. A GIS-based tool is now available for the 

global identification of possible solar cooling locations, taking into account technical as well as socio-economic 

factors. Subtask B (Demonstration) put the focus on design guidelines, performance indicators and 

standardization. An analysis of multiple case studies has been undertaken and lessons learned have been compiled. 

In Subtask C (Assessment & Tools), design tools have been analysed as well as assessment mechanisms have been 
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developed. A variety of tools for solar cooling design is available. Subtask D (Dissemination) focused mainly on 

distributing the Task 65 results, but also developed new roadmaps for sunbelt countries with regard to the 

implementation of solar cooling systems. Financing models have been analyzed and recommendations for policy 

makers are given as a result. 
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Abstract 

A new project to generate electricity on a selected remote Greek island with a population of around 5,000 

inhabitants has been developed, using only renewable energy sources (RES) and energy storage systems. This 

new energy plan was made taking into account the framework of the clean energy transition for islands, for 

the island of Milos in the Aegean Sea and compared with the current energy coverage. The electricity demand 

coverage needs on this island are met by using conventional fuels with the operation of diesel engines. 

Appropriate software was selected and used for the optimisation and creation of energy systems. For the energy 

study of the island, integrated simulation models were created both for the current total energy supply and for 

different scenarios of the newly developed energy planning. 

Keywords: energy transition, clean energy, remote island, simulation model, renewable energy system (RES), 

storage system 

 

1. Introduction 

In Greece, there are a considerable number of remote islands, most of which are not interconnected with the 

mainland electricity grid of Greece. It is very common that such remote places with high potential for usage 

of renewable energy systems aren’t being fully taken advantage of. On the contrary, the Public Power 

Corporation (PPC) uses autonomous thermal power plants to meet the needs of the Aegean islands (PPC 2020). 

These plants require large quantities of either light (diesel) or heavy (fuel oil) oil to operate, with 

correspondingly high carbon dioxide emissions. 

A new project to generate electricity on the selected remote Greek island Milos with a population of around 

5,000 inhabitants has been developed, using only renewable energy sources (RES) and energy storage systems. 

This article describes this new concept for an energy system for Milos island in Greece and the simulations 

which ran with an software application. The simulations results are then compared with the current supply of 

energy in the island. 

2. Description of current situation 

According to IPTO 2020 the majority of the island's energy is provided by diesel generators and imported 

electricity via underwater cables from Independent Power Transmission Operator (IPTO). The Public Power 

Corporation (PPC 2020) uses according to Kaldellis and Zafirakis 2007 autonomous thermal power plants 

(CHPs) to meet the needs of the Aegean and Ionian islands. 

The majority of the island's energy is provided by PV panels, wind turbines, diesel generators and imported 

electricity via underwater cables from Independent Power Transmission Operator (IPTO 2020). However, out 

of these four sources, the main one being used are the diesel generators. The diesel generators on the island 

provide a consistent source of power, but they are costly to operate and maintain, and their emissions contribute 

to air pollution and climate change. Furthermore, the island's reliance on imported electricity exposes it to price 

fluctuation and supply problems (Mathew 2023).  

Table 1 shows a list of the available and running diesel generators on Milos Island.  
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Tab. 1: List of diesel generators on Milos Island as described in HEDNO 2022 

No. Generator Capacity [MW] 

1 G3 5.0 

2 G4 5.0 

3 G5 5.0 

4 G7 1.5 

5 G8 1.5 

 

It is important to note that the five generators with a total capacity of 18 MW can produce more than the 

required demand of the island. These generators are switched on and off according to the real-time electricity 

demand. 

Additionally there exist some small-scale PV systems and a wind turbine which are already installed on Milos 

Island, and are considered in order to prepare the current energy concept. The installed PV in the island 

according to HEDNO 2023 include PV arrays with a capacity of 0.5 MW, roof PV with an installed capacity 

of 74 kW and tracking PV systems of 120 kW. One wind turbine, with a rotor at a height of 50 m, is operating 

at the island with a total installed capacity of 2.6 MW. 

Fig. 1 shows the current energy system model in Milos island.  

 

Fig. 1: Current energy system model in the island of Milos 

This model was created by selecting the required components from the component library of the software tool 

and linking every input and output accordingly. Each of the components in the model can be configured with 
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the respective technical data. In Milos, most of the electricity comes from the diesel generators, a small 

percentage from the PVs and the wind turbine. 

Also, an electricity grid provider, even though it is not used yet, is added to the concept since very soon the 

island will be connected to the main grid. The project, which concerns the interconnection of Milos with the 

mainland Electricity Transmission System, is part of the fourth and final phase of the interconnection of the 

Cyclades. The implementation of the project, including the installation of the 150 kV high voltage submarine 

cables, is expected to be completed in 2026. 

Fig. 2 shows a typical summer electricity demand curve on Milos island. This is different to winter months as 

in these months the amount of tourists is decreasing. 

 

Fig. 2: Summer energy demand curve in Milos Island according to HEDNO 2022 

In the winter time the energy demand for a characteristic day does not exceed 5 MWh and takes values between 

2.5-5 MWh. 

3. New concept for energy production in Milos 

It is important to describe first the potential of renewable energy sources. This is followed by the new energy 

planning with the aim of 100% renewable energy use and modelling with appropriate software. 

3.1. Renewable energy potential 

It is a fact that the vast majority of the remote Aegean islands are characterised by a very high solar, but also 

a remarkable wind potential. The choice of renewable energy technologies is illustrated by a potential analysis 

which focuses on the location of the island and therefore the impact on the potential potential returns.  

Regarding the solar potential Milos receives enough of sunlight throughout the year, making it an ideal location 

for the installation of solar panels (Greeka 2023). According to measurements of the National Meteorological 

Service (EMY), the Centre for Renewable Energy Sources (KAPE) and other services, the relative solar 

potential for the remote Aegean islands ranges according between 1500 and 1850 kWh/m2 in the horizontal 

plane, while the average wind speed is between 7 and 9.5 m/s. 

Fig. 3 shows according to Kaldellis 2021 the solar and wind energy potential for Greece. As can be derived 

from this figure the solar potential for Milos is the highest in Greece with annual solar radiation values of 1650 

kWh/m² and annual mean wind speed at 30 m of more than 5.3 m/s. The average daily solar irradiance in Milos 

Island varies depending on the time of year, but it is generally around 5,5 kWh/m²/day during the winter months 

and 8 kWh/m²/day during the summer months (NASA 2018). 
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Fig. 3: Solar and wind energy potential for Greece, according to Kaldellis 2021 

The average wind speed on Milos Island is around 6-7 m/s, with maximum wind speeds reaching up to 22 m/s 

at 10 m (NASA 2018). Milos also features a harsh and hilly terrain with several elevated locations that are 

exposed to the wind. These topography features generate high wind speeds and turbulence, making wind 

energy generation ideal. 

3.2. New concept 

Taking into account the pressing need to meet the island's energy needs without further use of conventional 

and therefore polluting fuels, the prospects for the development of a new energy system on the island, based 

mainly on the exploitation of the available solar and wind potential and the use of energy storage systems, are 

proposed and explored. 

The main difficulty in drawing up an energy plan is that renewable energy production is always linked to 

storage, as it fluctuates throughout the day and the seasons. Generating electricity with photovoltaic and wind 

power systems is a way to make up for the use of conventional forms of energy in the long term. 

The new concept envisages a combination of these two types of energy production technologies, as they work 

well together. In winter, wind speeds are high, so more electricity is produced than wind power, and in summer, 

solar power is high while wind power is lower, so the two are balanced throughout the year. For energy 

security, storage is also added to ensure that energy is available during the dark phase or in case of problems 

with the systems. 

3.3 Simulation model development 

Appropriate software was selected and used for the optimisation and creation of energy systems. For the energy 

study of the island, integrated simulation models were created both for the current total energy supply and for 

different scenarios of the newly developed energy planning.  

The authors used the TOP Energy software, as it has a number of advanced features, which are mentioned in 

Schwarzkopf 2022: 

• the possibility of carrying out economic and ecological evaluation 

• the freedom to design and test new ideas 

• the integration of solvers that help to find the right economic, ecological and energy optimum 
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Fig.4 shows the concept with new PV arrays, wind turbines and a battery for Milos island. 

Fig. 4: Model of new energy concept for Milos Island  

The new energy concept includes new PV arrays with an installed capacity of 17.5 MW and a wind turbine 

from Vestas with an installed capacity of 8 MW. For reasons of security of energy supply, the G3 diesel 

generator set of 5 MW is considered additionally but is only activated when no other sources and the battery 

are available. The battery was chosen to have a capacity of 433 MWh, which was not yet optimized. The 

priority is also configured so that the renewable energy sources are set as the main source of electricity. 

The energy comparison is carried out using real data describing hourly step by hour the production of the 

renewable energy plants for a full year of operation. The climate impact is presented on the basis of a CO2 

balance and taking into account the reduction of fuel requirements.  

4. Simulation results  

Fig. 5 further shows the division of power production of the new energy concept. According to this pie chart 

most of the energy production comes from the new PV and wind turbine installation. 

 

Fig. 5: Milos electricity production from different RES 
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To get a better overview of the results, Fig. 6 depicts the power output and compares it to the demand. The 

yearly electricity production was 59.3 GWh. 

The stacked bars represent the energy being produced and the line represents the energy demand. It is 

noticeable here that the demand line is always lower than the sum of the bars, this means that enough energy 

is produced to cover the demand. The leftover energy will be stored in the battery and saved for usage in the 

next time period. 

 

Fig. 6: Monthly production Milos concept 

The main objective when implementing renewable energy sources is to lower the emissions of carbon dioxide. 

The currents sources of energy in Milos island still include diesel as a source, which has a high CO2-emission 

factor of 1.1. With the simulations, it was possible to completely eliminate the usage of diesel and replace it 

with sustainable sources. The simulation results provided that an amount of 1,520 t CO2/a can be saved, when 

the new concept is implemted. 

The self-sufficiency rate for the new concept that was simulated is 100%. This means that the electricity 

demand for each island could be fully covered by the planned renewable energy sources. 

5. Conclusion and future steps 

A new project for the production of electricity on a selected remote Greek island with a population of less than 

5,000 inhabitants has been developed for the island of Milos in the Cyclades, using only renewable energy 

sources (RES). 

The electricity demand coverage needs on this island are so far covered by the use of conventional fuels with 

the operation of diesel engines. Taking into account the pressing need to meet the energy needs of the island 

without further use of these conventional and therefore polluting fuels, the prospects of developing a new 

energy system on the island, based mainly on the exploitation of the available solar and wind potential and the 

use of energy storage systems, were explored. 

This article focused more on a small-scale location of an island, but it is generally also possible to implement 

the same techniques for larger scale locations or cities and ultimately lower CO2-emissions. The energy 

planning is on a purely theoretical level and was done in the context of an undergraduate thesis. Next steps of 

optimization will be carried out in order to define a new energy planning for the island of Milos, which will be 

100% based on RES. 

In less than 2 years, in the year 2026, the island will be connected to the 150 kV HV submarine cable grid. 

Therefore the whole calculations will change and this should be considered in future energy concept analysis 

for the island of Milos. 
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Abstract 

Heat is half of the total energy demand; far more than that required for fuel, transport and electricity. Despite this, 

only 10% of the heat worldwide is generated from renewable energy sources. The decarbonisation of heating and 

cooling is therefore of utmost importance for the energy transition. The REDI4Heat project supports the 

decarbonization of heating and cooling and provides assistance for the implementation of the EU Directives and 

national regulations. This work presents the main results, concerning the assessment of the EU heating and cooling 

policy framework and the national regulations in Croatia, Germany, Greece, Poland and Portugal. The study begins 

with the analysis of the heating and cooling demand, the existing regulations and the decarbonization targets and 

the progress. Then, the barriers for the further deployment of the renewable heating and cooling in each country 

are identified and recommendations and priority actions for faster decarbonization are proposed. This study reveals 

that establishing an effective legal framework, making clean heating and cooling accessible to all, addressing the 

local dimension of H&C, prioritizing energy efficiency measures, making more data available and overcoming 

technical obstacles could tackle the remaining barriers in the way of a transition to renewable heating and cooling. 

Keywords: National Energy and Climate Plans, Decarbonisation, Heating and Cooling, Energy Efficiency, 

Renewable Heating and Cooling  

 

Introduction 

Heating and Cooling (H&C) represents half of EU energy consumption. The decarbonisation of the sector is 

critical to achieve the EU legally binding targets of 55% reduction of greenhouse gas emissions by 2030 and 

climate neutrality by 2050, which are enshrined in the EU Climate Law (EC d). More importantly nowadays, the 

uptake of renewable and efficient H&C technologies reduces Europe’s dependence on energy imports, increasing 

energy security and contributing to the objectives of REPowerEU (EC i). 

Nonetheless, fossil fuels still remain by far the dominant energy sources for H&C, while the share of renewables 

was only 23% in 2021 and is not increasing fast enough, despite the effects of the energy crisis triggered by the 

Russian invasion in Ukraine.  

Therefore, it is of paramount importance that the EU and its Member States step up their efforts to decarbonize 

H&C. To this end, specific targets for 2030 and 2050 have been set up by the EU and the Member States, 

accompanied by policies and regulations, both at EU and national level. In this sense, the National Energy and 

Climate Plans (NECPs) (EC f) and their ongoing revision are key to translate EU policies and targets into national 

legislation and concrete actions. Member States were due to submit the draft revision by June 2023 and receive 
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feedback and recommendations by the European Commission by December 2023, with the updated version due 

by 2024.  

The REDI4Heat European project provides technical assistance to Member States and local authorities for the 

implementation of the relevant EU Directives, such as the Renewable Energy Directive (RED), the Energy 

Performance of Buildings Directive (EPBD) and the Energy Efficiency Directive (EED), and the National Climate 

and Energy Plans (NECP). The present work focuses on the H&C sector of the five target countries participating 

in the REDI4Heat project (Croatia, Germany, Greece, Poland, Portugal) and aims at assessing their current H&C 

plans and the uptake of RES and EE technologies, with the view to identify the challenges and to propose priority 

actions for the wide deployment of renewable H&C solutions. 

1. Analysis of EU Framework   

 
Fig. 1: Mapping of the new Renewable Heating and Cooling measures (REDI4Heat European project) 

This analysis refers to the comparison of articles relevant to heating and cooling in the Energy Efficiency Directive 

(EED), the Renewable Energy Directive (RED) and the Energy Performance of Buildings Directive (EPBD). A 

map has been produced (Fig. 1) that visualizes in one page all the new RHC measures and three high level policy 

briefings for RED, EED and EPBD, that are all available at the REDI4Heat project website. For the EED, relevant 

articles are 25 and 26 and for the RED the relevant articles are 3, 15, 15b, 15c, 22a, 23, 24 and 29.  

1.1. EED  

The analytical comparison between the old (2018) and new (2023) EED showed that there are four new important 

provisions: Alignment of the comprehensive heating and cooling assessment with the NECPs, the requirement for 

local heating and cooling planning for towns and cities with more than 45,000 inhabitants, the redefinition of the 

efficiency criteria for district heating networks and the stronger consideration for waste heat and recommendation 

for data centres to connect. Furthermore, the SWOT analysis highlighted better synergies between the EED articles 

and the RED articles, the obligatory nature of certain provisions with precise deadlines (especially for the 

definition of heat networks), local planning, as well as the definition of heat networks as efficient that will 

potentially unlock public and private investments.  

However, the analysis revealed important weaknesses and in particular:  

• The lack of specifications regarding exceptions, criteria and sometimes, timelines. And this in a context 

where Member States still have a large margin of maneuver to interpret the text during its transposition 

in the two years following publication.  

• An increased risk of disparity between Member States both on the share of renewables in heat networks, 
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in particular on the issues of considering waste heat, and on the way of making local heating and cooling 

plans.  

• The capacity and skills of Member States to achieve the outlined targets.  

• The indicative character of certain key targets which might not serve as a strong driver to the Member 

States to be achieved.  

• The timetables are too tight and the Member States risk not having time to carry out their study for this 

revision in 2024 and will therefore have to delay them.  

To sum up, the EED can make a major contribution for all Member States to achieve the 2030 targets and set their 

path towards carbon neutrality by 2050. However, two important parameters may jeopardize this contribution; the 

degree of freedom that MS have in interpreting the text when transposing it into national law and the technical 

and financial support mechanisms that will be adopted to enable these measures. 

1.2. RED  

The 2023 revision of the RED has significantly increased its overall ambition, as well as the sectoral efforts for 

heating and cooling. Certainly, the energy crisis triggered by the Russian invasion of Ukraine played a crucial 

role, with the EU facing the consequences of its reliance on imported fossil fuels in terms of energy security and 

affordability for its citizens and businesses. Nonetheless, especially regarding heating and cooling, the new 

measures introduced are far from sufficient to meet the urgency of the climate challenge, as demonstrated by the 

SWOT analysis, and should therefore be considered as an encouraging starting point. The new RED set some 

important targets for renewable sources, including:  

• The headline target for the share of renewables in the EU energy mix in 2030 (article 3), was raised to 

42.5%, more than ten percentage points higher than the previous one.  

• The sectoral target for the share of renewables in heating and cooling (article 23) was made binding; 

while the target per se is close to a business-as-usual scenario, its mandatory nature is a crucial step to 

ensure compliance by Member States.  

• The new indicative target for the share of renewables in buildings in 2030 (article 15a) was set at 49%. 

• The new indicative target for the share of renewables in industry (article 22a), requiring an average annual 

increase of 1.6% for the periods 2021-2025 and 2026-2030.  

• The target for the share of renewable energy in district heating, while maintained indicative (non-

binding), was raised from a 1% average annual increase to 2.2%.  

The new RED has also introduced several articles aimed at streamlining and accelerating permitting procedures 

for renewable energy installations, through the identification of renewable acceleration areas and dedicated 

measures for specific technologies. These new articles are included through a targeted amendment presented by 

the Commission in May 2022, as part of the REPowerEU package, to speed up the deployment of renewable 

technologies and reduce dependency on Russian fossil fuels.  

1.3. NECP  

The qualitative assessment implemented for the NECPs in the five REDI4Heat Member States (EL, DE, HR, PL 

and PT) showed that the NECP vary strongly concerning the content, the structure and the quality of drafting 

across MS and that the Member States are making real efforts to reach EU targets for 2030 and beyond. It also 

revealed though that the outlined specific strategies often lack clear measures to reach individual targets and 

timelines and often, there is a need for the targets and strategies to become stricter. One of the biggest challenges 

seems to be the phase-out of fossil fuels, since clear and strict measures are lacking. Furthermore, local heating 

and cooling planning is not properly addressed, along with the related support measures that would help local 

authorities towards this direction. Last but not least, more efforts are needed concerning the easing of 

administrative procedures and support to connect to DHC networks.  
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2. Assessment of Target Countries  

2.1. Croatia 

The total final energy consumption (TFEC) for H&C was 3,253 ktoe in 2018, with 8% increasing tendency for 

2030. The share of RES in the H&C sector was 36.5% in 2018, however the projected number for 2030 is almost 

the same, so basically no growth in RES H&C is expected.  

Croatia claims that it meets the requirements set out in Article 23 of the Renewable Energy Directive (RED) II, as 

more than 60% of the district heating (DH) networks are supplied by cogeneration of heat and power (CHP) 

systems. Though, their fuel source is not specified. 

The RES target in the H&C sector has been increased from 38.1% to 47.1% in the draft revision of the Croatian 

NECP (EC a). The most important measures for the H&C sector in the NECP are: the upgrade of the DH systems 

through insulation, RES integration (mainly geothermal, solar thermal and heat pumps) and boilers replacement 

with CHP systems; the wide renovation of public and private buildings with replacement of old heating systems; 

the CO2 emission tax for non-ETS stationary sources emitting more than 30tn CO2 annually; the provision of 

financial incentives for the development of RES projects for thermal needs (mainly geothermal and biomass) and 

the participation in the Covenant of Mayors program for reducing emissions by 40%. 

Solid biomass is the dominant source of RES, since it covers the 45% of the heating loads in households, followed 

by natural gas boilers (20%) and electric heaters. However, most of the biomass devices are traditional wood 

stoves, which are inefficient and uncontrolled and result in high particle emissions. For this reason, a reduction of 

biomass and an increase in heat pumps is expected in the upcoming years. Today, in Croatia the potential of heat 

pumps is largely untapped and the market is dominated by air-to-air heat pumps, used mainly for cooling in the 

coastal region. In continental Croatia, heat pumps are installed in refurbished and newly built buildings. District 

heating in Croatia has 10% share in the RES H&C sector and it is supplied by natural gas CHP systems. The 80% 

of the total DH systems are in the City of Zagreb. Decarbonisation of DH systems is a key measure for the NECP 

and the most promising technology is deep geothermal whose exploration has already secured finance.  

2.2. Germany 

The TFEC for the H&C sector was 109 Mtoe in 2018 (REDI4Heat). The share of RES in the H&C sector was 

13.6 % in 2018 and the projected number for 2030 is 24.2%, so a fair growth is expected.  

The targets for the H&C sector in the 2019 NECP are (EC f): reduction of GHG emissions at least 55% by 2030 

compared to 1990 levels; 30% RES in gross energy consumption by 2030 and 30% reduction of primary energy 

consumption by 2030 and 50% by 2050 compared to 2008. Other national goals include: achievement of climate 

neutrality by 2045 and 50% increase of RES heat by 2030. The recent Renewable Heating Act (EC h) mandates a 

65% RES heat share for all new heating system installations and an extensive subsidy program is released, 

supporting heat pumps and the decarbonisation of district heating networks. Specific measures tackling energy 

poverty should be highlighted, since the energy poverty risk has been increased from 14.5% in 2021 to 25.2% in 

2022 (iwkoeln). 

The uptake of RES and EE in Germany is still hindered by several obstacles, including regulations, initial costs 

and lack of skilled labor. According to projections, a mild increase in the use of biomass and waste heat is foreseen 

between 2020 and 2030 (from 13 to 14 Mtoe), while other RES are expected to experience a more robust growth, 

from 2 to 6 Mtoe (Climate Change Laws a).  

Biomass boilers are broadly available, with 14 million boilers being installed in Germany in 2023 

(umweltbundesamt). Heat pumps are already installed in every third new building today and this number is 

expected to increase in the coming years. However, more support programs and campaigns are needed to 

accelerate the uptake. The main obstacles are long delivery times and lack of skilled labor. Solar thermal is widely 

deployed in Germany, with 15.5 GWth of installed capacity in 2022 (Solar Heat Europe). The 2019 NECP (EC f) 

foresees that solar thermal production will grow from 900 ktoe in 2020 to more than 2000 ktoe by 2030. While 

the residential market remains the main segment, the use of solar thermal in district heating and industrial 

processes is growing rapidly. Geothermal energy only accounts for 4% of RES in Germany (zdf). Currently, there 

 
R. Christodoulaki et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

877



 

are only 42 deep geothermal plants in Germany with very limited capacities (geothermie).  

2.3. Greece  

The TFEC for the H&C sector in Greece was 5 Mtoe in 2018, with a 30.18% share of RES in the H&C sector. 

The latter is expected to reach 43% in 2030. With a share of 60%, biomass is the dominant RES technology in the 

H&C sector in 2018, followed by heat pumps (21%) and solar thermal (18%). A substantial growth in RES heat 

is expected, almost 114%, until 2030. This growth is not expected to be covered by biomass. Solar thermal 

technology will cover part of this growth, since the projection is a 39% increase by 2030. Notably, the RES share 

in the DHC sector is expected to be decreased; from 43 ktoe in 2020 to 39 ktoe in 2030. 

The targets for the H&C sector in the 2023 draft revision of the Greek NECP (EC e) include 54% reduction in 

GHG emissions compared to 1990; 45% share of RES in final gross energy consumption; 46% share of RES in 

heating & cooling and 44%-49% increase in energy efficiency. Available information indicates that these targets 

will be slightly higher in the updated NECP that will be submitted in 2024. Further specific measures for H&C 

are outlined, including:  

• wide energy upgrade of the building stock. The annual share of renovation in residential buildings will 

increase to 1.4% in 2030 (from 0.8% today) and will reach 1.7% in 2050, contributing to the renovation of 

43% of residential buildings. 

• wide deployment of heat pumps: 17% of residential buildings are expected to meet thermal needs by heat 

pumps by 2030 and 91% by 2050.  

• promotion of decarbonised H&C, such as solar thermal systems and heat pumps. 

• mixing of 12-15% biomethane in the natural gas transmission system. 

• deduction in income tax for H&C investments with solar thermal, biogas/biomass, geothermal and heat 

pumps. The deduction is 10% of qualifying project costs up to a maximum of 3,000€ (Greek Law 

4399/2016).  

• subsidies and tax breaks for investments in RES H&C by private enterprises or social co-operatives. 

Particular attention has to be paid in the energy poverty issue. Greece has particularly high levels of energy poverty 

due to low incomes and high energy needs stemming from old energy-inefficient housing (EC c); 65% of the 

country’s buildings were constructed prior to 1980 (EU Climate-ADAPT), with practically no thermal protection 

systems.  

From 2010 to 2021, renewable H&C increased from 50 PJ to 67.5 PJ and from 19% to 31.1% of total H&C 

demand. This growth was driven mainly by increased use of heat pumps (from 3 PJ to 18.3 PJ), of solar thermal 

(from 10 PJ to 12.7 PJ) and biogas (from 0.1 PJ to 1.4 PJ). The use of solid biomass for H&C declined from 45 

PJ in 2011 to 34.7 PJ in 2021. However, solid biomass still accounts for the largest share of renewables in H&C 

(51.4% in 2021), followed by heat pumps (27.1%), solar thermal (18.8%), and biogas (2.1%). It has to be 

mentioned that Greece has the highest use of solar thermal heating among the International Energy Agency country 

members, as it covers 5% of demand in buildings, compared to the IEA average of 0.6%. 

Biomass in the H&C sector corresponded to 868 ktoe, (54% of the total renewable H&C mix of the country) 

(Eurostat). Out of this, the largest share is attributed to households as direct consumption (646 ktoe) followed by 

industry (130 ktoe). Solid biomass is the predominant renewable energy source for residential heating and is 

currently used in the form of firewood (in older appliances), pellets or agrobiomass, mainly as residues connected 

to the olive industry. Unfortunately, in the latest version on the NECP there are no major provisions for biomass 

and this represents a missed opportunity.   

Regarding heat pumps, higher penetration of air conditioning units in residences and increase of cooling demand 

was shown in 2021, when the electricity covered 50% of total energy demand from buildings: 36% for residential 

buildings and 83% for service sector buildings. Wide electrification is expected to further increase the heat pumps 

share in the residential sector to 47% in 2030 and to 81% in 2050. Support measures for the electrification of 

heating demand are already taken (subsidies, loans, tax breaks).  

As for solar thermal, Greece is a global leader, being among the top 5 countries by installed capacity per 1,000 
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inhabitants in 2023 (IEA b). In 2021, the installed capacity in operation was 3,606 MWth, representing 

5,152,200m2 of solar thermal collectors’ area. The solar thermal market in Greece, which started 40 years ago, is 

still growing, by 18% in 2021 and 17% in 2022.  

Exploitation of geothermal energy for heating and cooling purposes is limited and no major provisions exist in the 

latest version on the NECP. DH in Greece is also limited with 5 installations relying on lignite and natural gas. 

The decommissioning of the lignite factories has raised public debate on the operation of DH networks. Due to 

climate conditions, this technology is not expected to gain significant growth in the forthcoming years.  

2.4. Poland 

The TFEC for H&C amounted to 37.7 Mtoe in 2018 and the projections show a decrease of almost 11% from 

2020 to 2030. The share of RES in the H&C sector was 14.5% in 2018 and is expected to grow to 28.4% in 2030. 

With a share of 97.4%, biomass was the main renewable technology in the sector in 2018; its use is expected to 

increase by 7.7% by 2030, compared to 2020. Heat pumps and solar energy are expected to increase largely by 

2030, compared to 2020, by 195% and 371% respectively. DH energy amounted to 2670 ktoe in 2015. The share 

of RES in the DH sector was only 2% in 2015 (coal was 90%) but it will increase to 29% by 2030. Poland has a 

wide set of regulations on H&C: 

• Increase energy efficiency standards for boilers and thermal insulation, 

• Promote the use of RES in all buildings.  

• Upgrade of heating plants, support for high-efficiency CHP plants, 

• Promote energy-efficient and low-carbon DH, upgrade and expand the DH network. 

• Especially for new buildings, the WT2021 Technical Guidelines have been released, which limit the 

annual primary energy consumption of designed buildings to 70 kWh/m2. This requirement cannot be 

met without covering, at least partially, the energy demand for heating with RES. 

In Poland, energy poverty rates are high. In 2022, the amendment of the Energy Law included the definition of 

energy poverty (CEE Bankwatch)."Poland's Energy Policy until 2040" aims to reduce energy poverty to 6% by 

2030. However, Poland lacks a comprehensive, unified strategy to tackle energy poverty, despite substantial 

funding allocated for vulnerable groups. 

Biomass and waste heat accounts for almost 90% of the share of RES in H&C and will continue to perform well 

in households. With 2.4 MWth of cumulative installed capacity in 2022, Poland is the 6th largest European market 

for solar thermal. In Poland, a solar collector produces 100% of the hot water in the summer (a storage tank is 

required) and can supplement the energy from the primary source to some extent during the rest of the year. Solar 

collectors are considered as a complementary source to the primary source. The heating energy production from 

solar thermal is expected to grow from 45ktoe in 2015 to 426ktoe in 2030 and 564ktoe in 2040 (Climate Change 

Laws database b). Heat pumps are becoming increasingly popular in households, though low winter temperatures 

can affect the efficiency of air-source heat pumps. Geothermal energy has not been exploited so far, but an upward 

trend is expected. 

2.5. Portugal 

The TFEC for the H&C sector was almost 6.2 Mtoe in 2018 and the projections show a decrease of 7.4% from 

2020 to 2030. The share of RES in the H&C sector was 41.2% in 2018 and it is expected to grow to 47% by 2030. 

Bioenergy is the dominant renewable in the sector and its consumption is expected to remain stable until 2030. 

Energy supplied from heat pumps and solar thermal remains constant over the next decade. Portugal does not 

expect to deploy DH networks. Specifically on H&C, the main policy instruments are: 

• Development of professional training programs for the technicians and installers,  

• Wide building renovation strategy, including integration of energy efficiency and RES “easy win” 

solutions, 

• Promotion of RES H&C systems, such as solar thermal systems, biomass boilers and hybrid systems, 

• Development of a National Action Plan to accelerate the uptake of heat pumps in buildings and industry, 
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with the framework of the EU Heat Pumps Action Plan, 

• Establishment of the requirements for the improvement of the buildings energy performance and 

regulation of the Energy Certification System for buildings. 

As regards the H&C sector, energy efficiency measures and electrification of consumption are stepped up (EC g). 

In this context, the share of RES in H&C may be increased, but it should be noted that Portugal is one of the 

countries of the European Union where it may not be possible to increase the share of renewable energy sources 

by 1.3% or 1.1% per year in the H&C sector, in accordance with Directive (EU) 2018/2001. However, given that 

renewable gases, such as biomethane and renewable hydrogen, are expected to play a greater role by 2030, this 

outlook could change in the short to medium term. 

Portugal is in the top 5 of EU countries for the inability to keep home adequately warm (EC c), therefore it 

experiences substantial energy poverty. The Long-Term Strategy to Combat Energy Poverty, approved in January 

2024, will monitor the evolution of the energy poverty at the national level, through the creation of the National 

Energy Poverty Observatory. Also, in the framework of the National Strategy, action plans to combat energy 

poverty will be developed and proposed to the government, with a periodicity of 10 years, that will be reviewed 

every 3 years. 

Heat pumps represent a small fraction of the market since they have high upfront costs and their integration to the 

existing poorly insulated buildings limit their effectiveness. Solar Thermal has a strong presence, especially in 

single family houses. The use of solar thermal is indirectly incentivised by the national obligation for new 

buildings. However, the installation procedures and licences acquisition for existing buildings is a challenging 

issue that hinders the new installations. Biomass and geothermal systems are present but not widespread and this 

is not expected to change in the future. DH systems will also not experience any growth or upgrade. 

3. Challenges and Priority Actions  

3.1. Unambitious RES targets  

The figure below shows the share of RES in the EU Member States in 2020 in comparison to the targets set for 

2030. Importantly, not all Member States set a sectoral target for renewable energy (the ones with no target are 

indicated with a 0%); following the latest revision of the Renewable Energy Directive, such sectoral target will 

become mandatory, as required by article 23.    

  

Fig. 2: Share of RES in EU Member States in 2020 (blue) in comparison to the targets for 2030 (orange) 

The graph shows that the 2030 targets are unambitious and often reflect a business-as-usual scenario. More 
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specifically, there are 4 countries without RES targets for H&C at all and there are 17 countries with RES targets 

lower than 40%. The draft revisions of the NECPs seem to confirm this tendency. While the energy crisis and the 

political efforts to reduce EU dependency on Russian fossil fuels triggered a significant increase in the RES targets 

in electricity and transport, this increase is significantly more modest for H&C. 

3.2. Ineffective legal framework for H&C 

The decarbonisation of H&C should be a top priority for EU, national, and local policymakers, considering it 

represents the lion’s share of Europe’s energy consumption. Furthermore, the recent energy crisis has highlighted 

the urgent need for transitioning into RES solutions that are reliable and secure. However, the sector is still 

dominated by fossil fuels.  

The European Commission addressed this issue with the proposal to revise the Renewable Energy Directive that 

was tabled in July 2021, with several new or revised provisions on H&C. Notably, a proposal for binding national 

targets for renewable energy in H&C by 2030 was presented and adopted with the final text published in October 

2023. While the binding nature of the target is important, the target itself (0.8 additional percentage points per 

year between 2021 and 2025, 1.1 between 2026 and 2030) remains disappointingly low. 

Special attention has to be paid in the NECPs, which tend to focus on matters that are directly in the hands of 

central governments. Most NECPs dedicate limited space and few specific measures to the H&C sector. In fact, 

the parts on H&C are often scattered and split between the chapters on the renewable energy and energy efficiency 

dimensions, as well as significantly shorter than the sections on electricity, renewable gases, or transport. 

A stronger link between the NECPs and the Comprehensive Assessments on efficient H&C required by the Energy 

Efficiency Directive should be also established, in line with the revised text of article 25 of the EED. This would 

help provide a more holistic approach of the national actions undertaken to decarbonise the H&C sector, which is 

overall missing in many draft revisions of the NECPs submitted so far. 

An appropriate regulatory framework and the selection of right policies are a prerequisite for a successful transition 

towards decarbonising H&C. An easy solution would be to make measures legally binding. But this is risky, since 

mandating RES and EE may hinder people's comprehension of their real value to the environment and public 

health. Smarter, indirect solutions are needed, such as public campaigns and publicity, financial incentives, new 

building standards, increasing market availability, redirecting carbon revenue to vulnerable groups. In all cases, 

deploying measures at various policy levels should be strongly coordinated to ensure coherence between all 

measures and to avoid contradictory measures, leading to confusion and limited implementation. 

3.3. Lack of Local H&C planning  

Every region has different climatic conditions, geology, infrastructure, building types and condition, occupancy 

profile patterns and available energy sources. What works in a Greek city will probably not work in a Polish town. 

Therefore, H&C planning should happen not only at national level, but also at regional and local level and policies 

should cater also for settlings below 45.000 inhabitants. In this aspect, more than half of European countries will 

require a new legislative framework and a new support system for both Regions and Cities. With Regions and 

Municipalities being often understaffed, this support should include training and upskilling of their personnel, 

providing guidance and resources to help Municipalities of all sizes draw up a sound and functional plan. More 

importantly, the effectiveness of these local plans should be monitored, regularly assessed, ensuring mitigation 

measures in case of misalignments.   

3.4. Just H&C transition   

Today 41.5 million Europeans, 9.3% of the EU’s population, cannot adequately warm their housing (The Cool 

Heating Coalition). Among the poor, 1 in 5 suffers cold at home, as they tend to live in the worst-performing 

homes with the highest heating costs. Therefore, making RES H&C accessible to all consumers should be the core 

intent of any policy action. However, in 2023, only 9 Member States provided a suitable level of energy efficiency 

subsidies in low-income households (The Cool Heating Coalition). Even though RES costs are falling as they 

become more widely available, there is still urgent need to support low-income consumers in accessing these 

technologies. Policies adopted should serve low-income households first and foremost, from a ring-fenced share 
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of EU and national funds, leaving no one behind.  

3.5. Energy efficiency first   

The cleanest energy is the one which is not used (EC b). In other terms, reduction of energy demand should be 

prioritized over the supplying the demand with low emission sources. Higher energy sufficiency can be achieved, 

among others, through insulation, tree planting, shading, upgrade of equipment, connecting to DH networks, de-

steaming in industries, smart energy management and last but not least, through awareness raising campaigns on 

the methods to improve thermal comfort.  

3.6. More data     

During the research work in REDI4Heat, the partners revealed a lack of energy-related and spatial data across the 

target countries. The granularity of available data also varies, with potential misalignments and discrepancies 

affecting the reliability of findings. Lack of data availability and poor data quality pose significant challenges in 

analysing and assessing the H&C sector. This obstructs the decision-making process, the identification of policy 

priorities and the development of new proposals that are meaningful. Good practices are found in Germany, where 

energy utilities are obliged to share their data in open access databases. The data is then used to evaluate the quality 

and impact of the plans. 

4. Conclusions 

The EU heating and cooling policy framework is undisputedly a major contributor for the speed of the energy 

transition and the path towards carbon neutrality. The new updated EED and RED Directives are moving in this 

direction, however, especially for the heating and cooling sector, there are still crucial parameters that may 

jeopardize this contribution; such as the degree of freedom that MS have in interpreting the EU texts when 

transposing it into national law and the selection of the support mechanisms to enable these measures.  

The analysis of the NECPs in the five MS has shown that the MS are making real efforts to reach EU targets for 

2030 and beyond. It also revealed though that the outlined specific strategies often lack clear measures to reach 

individual targets and timelines and often, there is a need for the targets and strategies to become stricter. One of 

the biggest challenges seems to be the phase-out of fossil fuels, since clear and strict measures are lacking. 

Furthermore, local heating and cooling planning is not properly addressed, along with the related support measures 

that would help local authorities towards this direction. Last but not least, more efforts are needed concerning the 

easing of administrative procedures and support to connect to DHC networks.  

On the other hand, RES H&C technologies, such as biomass, solar thermal, heat pumps and DH are ready to drive 

the decarbonisation efforts. Thanks to their different strengths, these solutions can address the different market 

needs in different countries; moreover, their combination can often maximise their efficiency and minimize their 

limitations for the individual installation and/or the energy system as a whole. Their main barriers are higher 

upfront costs and lack of awareness for the society and the public authorities. Energy transition requires 

overcoming these barriers and therefore, policymakers should play an active role in the uptake of renewable H&C 

solutions and the decarbonisation of the H&C sector, which accounts for half of the EU’s energy consumption. 
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Abstract 

Solar drying, utilizing solar energy to extract moisture from foodstuff, is a highly effective method for 

extending the shelf life of for instance fruits and vegetables. The utilization of solar dryers brings numerous 

benefits, e.g., it reduces reliance on fossil fuels and electricity and establishing an environmentally sustainable 

and relatively cheap option for food preservation. In this research we present key findings from measurements 

perform on a solar dryer with a built-in heat exchanger. Our solar dryer was constructed with the goal to keep 

it both as simple and as cheap as possible. The results show that the dryer outperforms open sun drying while 

simultaneously protecting the food stuff from the surrounding environment. Filling the dryers with more trays, 

and consequently more food, increases the difference in drying rate between the trays, which could be a 

concern for the end user as more attention needs to be paid to the drying process. This problem clearly indicates 

where future research must be carried out, i.e. in reducing this uneven drying. Future testing using multiple 

mixing fans or altering the airflow direction created by the internal fan could lead to a more even drying 

process. 

Keywords: solar drying, measurements, indirect solar dryer 

 

1. Introduction 

Solar drying, utilizing solar energy to extract moisture from foodstuff, is a highly effective method for 

extending the shelf life of fruits. The utilization of solar dryers brings numerous benefits. It reduces reliance 

on fossil fuels and electricity, establishing an environmentally sustainable option. Solar drying preserves the 

natural qualities of fruits, including flavour, colour, and nutrient content, enhancing their nutritional value. 

Implementing solar dryers has the potential to significantly reduces post-harvest losses and boosts farmers’ 

income. This paper presents measurements of a solar dryer with a built-in low-cost heat exchanger. 

Incorporating a heat exchanger along with the solar collector has potential to improve the dryer’s efficiency. 

The heat exchanger preheats the incoming air, using the heat from the outgoing moist air from the dryer. Using 

heat recovery for small scale solar dryers is not common in the literature. However, it has been mentioned in 

earlier work, for instance in (Ghasemkhani et al., 2016) or in (Atalay et al. 2017) where external heat 

exchangers were used. However, these heat exchangers are more complex and would increase the price of the 

solar dryer. Adding complex heat exchangers also increases the risk of high pressure drop which in turn leads 

to larger and more expensive fans for the dryer. It ‘s therefore of great importance to try to use simple, low 

cost heat exchangers with a relatively low pressure drop.  

Traditionally, open sun drying is used to dry for instance fruits and vegetables. However, this method has 

several disadvantages such as long drying time (Singh, 2011), dust contamination and losses related to animal 
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intrusion (Moses et al., 2013). Furthermore, the texture and colour of the product may also change (Chaatouf 

et al., 2021). Solar drying using various kinds of protecting structures where the food is placed can result in a 

safer drying process. These dryers are often divided in two different categories, direct dryers, and indirect 

dryers. The direct type dryers are built in such way that the food stuff is directly hit by the solar radiation while 

the indirect dryers use the principle of heating the air indirectly and then transferring the heated air to some 

type of drying chamber where the food is placed (Aacharya, 2024). 

One of the main limitations in this work is that the dryer has only been tested indoors using a solar simulator. 

Thus, effect from wind, varying solar irradiation, dust accumulation etc. is not included in this research. 

Furthermore, drying has only been carried out using apples as produce. Fruit or vegetables with lower moisture 

content, such as leafy greens, could show somewhat different results as the temperature in the dryer will be 

slightly higher.  

2. Method 

The constructed solar dryer is illustrated in Fig 1. The incoming fresh air, forced through the dryer using an 

external fan, comes in from below (1) and passes through the heat exchanger (2) placed at the bottom of the 

dryer. After the heat exchanger the air is passed through the absorber (3) and further into the drying chamber 

passing through water bottles (4) used for storing heat. Storing heat gives the possibility to prolong the drying 

time even after the sun has set. The heated air is then passed over the different trays (5) in the dryer before it 

is let out at via the chamber exhaust (6) and finally to the hot side of the heat exchanger with the exhaust at the 

back of the dryer (7). An internal fan (8) between the two sections of the dryer moves air in the same direction 

as the external fan. This fan is set for maximum airflow at all times. Figure 2 shows a photo of the solar dryer. 

The two chambers and the placement of the fruit are shown in the figure. The intention with the internal fan is 

to increase the airflow in the drying chamber without increasing the net flow through the entire dryer. This is 

done in order to increase the convective heat transfer from the air to the foodstuff at the same time as a high 

airflow will reduce temperature differences inside the dryer. Without the internal fan the risk is higher to have 

hot dry air from the absorber hitting the first tray, while as the air moves over the different trays it picks up 

moisture and consequently drops in temperature. This leads to the last tray, in the airflow direction, getting 

cold moist air and thus consequently low drying rate. This uneven drying rate can cause difficulties for the 

user as the food is not dried to desired levels all at once. 

Measurements were carried out using an indoor solar simulator at Lund University in Sweden. The irradiation, 

at approximately 900 W/m², from the simulator can be considered to be parallel light due to reflectors 

arrangement in the simulator. No diffuse radiation hit the dryer during the experiments. Airspeed was measured 

using a Testo 416 with a precision of 0,1 m/s. The airspeed, and thus also the airflow, was measured in a long 

duct connected to the inlet of the dryer. Temperatures were measured using thermocouples connected to a 

Campbell Scientific Cr 1000 logger and an AM 16/32 multiplexer. Three thermocouples were placed at the 

inlet to the dryer (inlet cold side of the heat exchanger), inlet to the absorber (outlet at the cold side of the heat 

exchanger), absorber outlet, heat storage, drying chamber outlet (inlet at hot side of the heat exchanger) and at 

the dryer outlet (outlet at the hot side of the heat exchanger). Five thermocouples were installed at the different 

trays in the drying chamber. Experiments were carried out using five or nine trays of food. All measurements 

were performed using apples as drying object. All sensors were tested in boiling water and at ice/water mixture 

to discard faulty sensors. Measurements were taken every 30 seconds and averaged to minute values stored in 

the logger and downloaded to a computer for data treatment. 
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Fig. 1: Illustration of the solar dryer. The heat exchanger is placed at the bottom of the dryer. Airflow is indicated by the 

arrows. Blue arrows indicate cold air while the red arrows indicate warmer air. The zoom-in to the right shows the absorber 

separated 1 cm both to the glass cover and to the wooden backside. 

 

Fig. 1 shows a zoom in on the absorber. The distance between the absorber and the glazing as well as the 

distance to the wooden structure of the drying chamber is 1 cm per side, see Fig 1. Allowing double passage, 

both front and back of the absorber results in a larger heat transfer surface and thus a higher heat transfer. The 

heat exchanger in the bottom of the dryer has the same measurements, 1 cm per side of the separating plastic 

sheet. The trays are made from simple mosquito net on a wooded frame. The heat storage bottles are old, 

recycled soda bottles. The entire dryer is made using as cheap material as possible in order to achieve a low 

production cost. All edges that could result in air leakage was sealed using duct tape. 

Fig. 2, left, shows a photo of the solar dryer. The two chambers are indicated. The right side in Fig 2 shows a  

photo of apple slices to be dried in the drier.  

 

  

Fig. 2: Left: Photo of the solar dryer. The two chambers are indicated in the photo. Right: Photo showing the placement of 

apples on the trays.  
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Measurements were taken with the external fan producing different airflows into the dryer in the range of 10 

l/s to 20 l/s. The built in heat exchanger was evaluated by measuring the temperatures in and out at the cold 

and the hot side. The average of cold and hot side temperature heat recovery efficiency, 𝜂𝑐𝑜𝑙𝑑 and 𝜂ℎ𝑜𝑡 was 

investigated. Eq. 1 and Eq 2. was used for the calculations regarding temperature heat recovery efficiency. 

 

           

𝜂𝑐𝑜𝑙𝑑 =
𝑇𝑜𝑢𝑡,𝑐𝑜𝑙𝑑−𝑇𝑖𝑛,𝑐𝑜𝑙𝑑

𝑇𝑖𝑛.ℎ𝑜𝑡−𝑇𝑖𝑛,𝑐𝑜𝑙𝑑
   (eq. 1) 

 

and 

 

𝜂ℎ𝑜𝑡 =
𝑇𝑖𝑛,ℎ𝑜𝑡−𝑇𝑜𝑢𝑡,ℎ𝑜𝑡

𝑇𝑖𝑛.ℎ𝑜𝑡−𝑇𝑖𝑛,𝑐𝑜𝑙𝑑
   (eq. 2) 

 

 

where 𝑇 is the temperature. The subscript in and out is used for inlet and outlet temperature while the subscript 

cold and hot is used to indicate the cold side and the hot side of the heat exchanger. 

The efficiency of the absorber was calculated using Eq. 3. 

 

𝜂𝑎𝑏𝑠 =
𝑓𝑚∙𝐶𝑝∙∆𝑇

𝐼∙𝐴
    (eq. 3) 

 

where 𝑓𝑚 is the mass flow, 𝐶𝑝 is the specific heat for air, ∆𝑇 is the temperature increase for the air in the 

absorber section, 𝐼 is the radiation and 𝐴 is the glazed area for the absorber. The absorber efficiency was 

measured as an average over the first three hours of operation. This means that the initial time when the 

absorber, the glazing and the solar drying construction is heating up, parts of the solar heat is used for this. 

Thus, the maximum efficiency is higher than the average efficiency stated in the result section. 

For comparative reason, simultaneous measurements were carried out where trays with apples were placed 

outside the dryer, one in the radiation from the lamp and one tray in the shade. All experiments were carried 

out inside a laboratory. Thus, no wind was present during the experiments. One investigation was carried out 

where the average weight of a drying tray with fruit was measured every hour for eight hours straight. Another 

investigation looked at the ratio of drying rates between the highest and lowest drying rates among the different 

trays. For this, two different internal fans were used, a smaller and a larger fan. The exact flow from the two 

fans is now known. It should be noted that it is difficult to determine the airflow inside the drying chamber as 

the flow profile is far from well established. Experiments were carried out using the standard five trays and 

one set with an increased number of trays. In this case nine trays were used. 

3. Results and discussion 

 
Fig. 3 shows the efficiency of the heat exchanger for different flows. As can be seen the efficiency higher for 

the low airflows. The efficiency for the low flow is around 70 % and reduces to approximately 50 % for the 

higher flow around 20 l/s.  
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Fig. 3: Heat exchanger efficiency as a function of airflow to the dryer. 

 

Fig. 4 shows the absorber efficiency for two different airflow settings, 10 l/s and 20 l/s. After approximately 

one hour the absorber efficiency is stable around 60 % for the 20 l/s airflow and somewhat below 40 % for the 

10 l/s airflow. The increase in efficiency over the first hour is explained by solar drier heating up from a cold 

initial condition. As parts of the heat is used to heat the drier less heat is available for heating the air and thus 

the efficiency of the absorber appears low in the beginning of the day. 

 

Fig. 4: Absorber efficiency as a function of time. The orange line is for 10 l/s airflow through the dryer and the blue line is for 

20 l/s.  
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The absorber efficiency is shown in Fig. 5. The y-axis shows the efficiency as a function of airflow. As can be 

seen the efficiency is higher for the higher flows. The experiments performed with the larger internal fan are 

indicated with red circles. The lower efficiencies might depend on a change in airflow due to higher pressure 

in the drying chamber. This was however not investigated. The results from the different heat transfer 

processes, i.e. the heat transfer in the heat exchanger and from the absorber, are contradicting in how the flow 

to the dryer should be controlled. High flow leads to an effective heat transfer from the absorber to the air but 

a lower heat recovery rate in the heat exchanger. 

 

 

Fig. 5: Absorber efficiency as a function of airflow to the dryer. 

 

Results from apple drying are shown in Fig 6. The y-axis shows the total weight of the fruit. For the solar dryer 

cases using different airflow from the external fan the average weight of the trays is used to represent the 

weight. The red, grey, and yellow lines show the weight measured every hour for different external flows, 10 

l/s, 15 l/s and for 20 l/s. The difference in drying rate between the different airflows are small. The weight of 

the fruits using open solar drying with the fruits under the solar simulator lamp is shown in green colour while 

open drying where the fruit was placed in shade is shown in blue colour. The largest difference in drying rate 

is for the open drying placed in shade. However, also the open drying placed in the radiation shows 

significantly lower drying performance compared to the solar dryers. It should be noted that the open solar 

drying placed in the radiation from the lamp, appears to flatten out at a significantly higher moisture content. 

This phenomenon was not further evaluated. It should be noted that one possible measurement mistake was 

removed from the analysis for the “Open sun drying”. The point is indicated in Fig 6 with a green star. 
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Fig. 6: Drying rates for different types of solar drying and different airflows. The green line is for open sun drying, the blue 

line is for open shaded drying while the red, grey and yellow lines are for different airflows, 10 l/s, 15 l/s, and 20 l/s.  

 

Fig. 7 shows the variation of drying rate among the different trays inside the dryers. The blue bar shows the 

highest drying rate during a specific set-up while the red bar shows the lowest drying rate for the same set-up. 

Using a larger internal fan reduces the difference between the trays. When more trays are introduced into the 

dryer the difference between the highest and lowest drying rate increases significantly. 

 

 

Fig. 7: Total drying during 3 h. In blue is the total weight loss for the fastest drying tray and in orange is the total weight loss 

for the slowest drying tray.  

 

Table 1 shows the ratio between the fastest drying tray and the slowest drying tray. Having a larger internal 

fan both increases the drying rate at the same time as it reduces the difference in drying rate between the trays. 

Increasing the number of trays makes the difference in drying rate worse. Furthermore, using the larger fan 

does not offset the drying rate difference when loading the dryer with nine trays rather than only five. 
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Table 1. Ratios between fastest and slowest drying trays in the drying chamber.  

Flow / (l/s) 
Internal 

fan size 

Number 

of trays 

Ratio of drying rate 

(Fastest / Slowest) 

10 Small fan 5 1,65 

10 Large fan 5 1,44 

20 Small fan 5 1,54 

20 Large fan 5 1,35 

20 Small fan 9 2,24 

20 Large fan 9 2,28 

 

Fig. 8 shows a typical temperature distribution in the dryer during drying. The specific temperatures captured 

in the figure is from a drying case using 20 l/s. The measurement was taken at 12:00 midday. The incoming 

air is at 22 °C. After passing the heat exchanger the temperature has increased to 28 °C. After passing the 

absorber the temperature reaches 52 °C. Inside the dryer temperature drops as moisture is removed from the 

food stuff. The average temperature in the dryer is between 32 °C to 37 °C. The temperature at the outlet from 

the drying chamber, i.e. the inlet to the hot side of the heat exchanger is at 36 °C. After passing the heat 

exchanger the temperature is at 28 °C. The higher temperature drop on the cold side of the heat exchanger 

could be due to leakage in the dryer, resulting in lower outlet flow from the dryer compared to inlet flow. This 

would then lead to a higher temperature drop on the hot side of the heat exchanger. Using Eq. 1 and Eq. 2 gives 

an average temperature efficiency of 50 % for the heat exchanger. This is almost as high as the efficiency for 

the absorber as presented in Fig. 4. However, the actual temperature gain, and thus energy gain, is much higher 

for the absorber than for the heat exchanger. This is partly an effect of the rather efficient drying inside the 

drying chamber. The higher the drying rate is the colder outlet temperature from the drying chamber and thus 

less heat to recover in the heat exchanger. The results could differ depending on what type of food is being 

dried. Fruit and vegetables that dries slower, for instance due to skin or shell on the fruit, could then result in 

a higher outlet temperature. This could in turn be interpreted as the heat exchanger being more effective. 

 

 

Fig. 8: Temperature distribution in the dryer. 
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4. Conclusions 

Increasing the airflow through the dryer has mixed consequences for the different parts in the dryer. The heat 

exchanger works less optimal for higher flows. However, the absorber parts work better for higher flows as 

the higher airflow through the absorber moves the heat from that section into the drying chamber. Furthermore, 

the measurements show that varying the external fan between 10 l/s to 20 l/s only has a smaller effect on the 

actual drying rate. However, the drying rate is higher when using a solar dryer compared to open sun drying. 

Running the dryer with the external fan at 20 l/s slightly reduces the difference in drying rate between the trays 

compared to using only 10 l/s from the external fan. Using a larger internal fan also reduces the difference. 

However, filling the dryers with more trays, and consequently more food, increases the difference in drying 

rate between the trays. This could be a large concern for the end user as more attention needs to be paid to the 

drying process. This problem clearly indicates where future research must be carried out, i.e. in reducing this 

uneven drying. Furthermore, the dimensions for the heat exchanger and the solar absorber have potential for 

future improvements. Other techniques for enhancing the heat transfer rate such as introducing a non smooth 

surfaces on the absorber could also lead to higher efficiency for the absorber. 

The low heat transfer from the heat exchanger is mainly due to temperature loss inside the drying chamber. As 

the energy in the dryer is used for drying the food the temperature is reduced. This effects the heat transfer in 

a negative way for the heat exchanger, even if the efficiency in relative terms is high. However, a deeper test 

of the dryer should be carried out using leafy vegetables and fruits and vegetables with skin or shell. The slower 

drying in terms of moisture supply to the drying air could lead to a higher temperature in the drier. In such 

cases the heat exchanger might be more suitable as part of a solution. 
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Abstract 

A techno-economic analysis is conducted on integrating PEM electrolyzers and solar power plants, including a 

Concentrated Solar Power (CSP) and Photovoltaic (PV) plant in northern Chile. The methodological approach is 

based on production analysis through four alternatives: PV and PEM (Case 1), CSP and PEM (Case 2), a hybrid case 

of CSP, PV, and PEM (Case 3), and the same hybrid case but with a higher capacity PEM plant (Case 4). SAM 

software is used to create solar plant models, while Python is used to model the PEM electrolysis plant and perform 

system integration. The economic evaluation aims to calculate the levelized cost of electricity (LCOE) and the 

levelized cost of hydrogen (LCOH). Results yield a minimum LCOH of 5,76 USD/kg H2 and a maximum of 6,63 

USD/kg H2 for the current scenario (2024), while for the future scenario (2030), values range between 2,86 and 4,26 

USD/kg H2. The configuration that achieved the lowest LCOE and LCOH was Case 1. In all evaluated cases, green 

hydrogen production costs exceed 2 USD/kg H2, both in the current and future scenarios. Therefore, green hydrogen 

is not economically competitive with gray hydrogen under these conditions. However, as electricity prices and 

electrolyzer investment costs decrease, and efficiency improves, green hydrogen could become competitive. These 

results provide valuable insights for decision-making regarding solar hydrogen production policies. 

Keywords: PEM electrolyzer, CSP, PV, LCOE, LCOH, hydrogen. 

1. Introduction 

Green hydrogen emerges as a prominent energy vector to contribute to the decarbonization of the planet [1]–[3], and 

Chile positions itself with the potential to lead its production thanks to its abundant solar resources [4], [5]. However, 

the cost of hydrogen produced using solar energy remains high due to high investment costs, limited operating hours, 

and the price of solar energy itself [6].  

To harness solar energy, there are two main types of solar technologies: photovoltaic (PV) solar plants and 

concentrated solar power (CSP) plants. The former has a low investment cost, but its production is intermittent and 

limited by fluctuations in solar resources. One solution is electrical energy storage, though this comes with high 

investment costs. On the other hand, a CSP plant can incorporate a thermal energy storage (TES) system at a lower 

cost, allowing for controlled energy dispatch and a higher capacity factor. A hybrid CSP and PV plant has the 

advantage of achieving a high capacity factor, where the PV plant operates during sunlight hours, while the CSP 

plant stores the generated thermal energy for use when solar radiation is not available, thus mitigating the effects of 

variability in solar production under intermittent conditions. 

Currently, global hydrogen production has reached 95 Mton H2/year, with 83% of this being produced from fossil 

fuels, followed by production via oil and gasoline reforming at 16%. This type of hydrogen is referred to as grey 

hydrogen and emits approximately 1,2 Mton CO2/year [2]. Carbon-free hydrogen production accounts for only 0,7% 

of total production [3]. This carbon-free hydrogen can be obtained through electrolysis. PEM (Polymer Electrolyte 

Membrane) electrolyzers use an electrolyte composed of a thin polymer membrane, which facilitates the conduction 

of hydrogen protons (H+) due to its composition of sulfonic acid functional groups (−SO3OH). This membrane is 

notable for its high efficiency, high oxidative stability, and good durability [7]. PEM electrolyzers are capable of 

operating at much higher current densities compared to alkaline electrolyzers; however, these high current densities 
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require very specific materials such as platinum, iridium, and ruthenium, which increase production costs [8]. On the 

other hand, when coupled with a renewable energy source, PEM electrolyzers exhibit a good dynamic response to 

fluctuations in electrical supply [9], which is not observed with other types of electrolyzers 

In recent years, several studies have been published on hydrogen production using solar energy. These research 

works evaluate three main electrolysis technologies: alkaline, proton exchange membrane (PEM), and solid oxide. 

Regarding the associated solar technology, photovoltaic (PV) technology is the most commonly used, closely 

followed by concentrated solar power (CSP). In this context, Rosenstiel et al. [10] evaluated hydrogen production 

via a hybrid (CSP-PV) plant with an alkaline electrolyzer, obtaining an LCOH of 4,04 USD/kg H2 for Morocco, a 

location with an annual direct normal irradiation of 2518 kWh/m2. Moraga et al. [11] evaluated three configurations: 

CSP, PV, and CSP-PV in northern Chile, with an annual direct normal irradiation of 3000 kWh/m2. The results 

showed that the LCOH reaches its minimum value for the PV-ALK configuration, with a value of 2,38 USD/kg H2. 

Grube et al. [12] studied hydrogen production using four technologies: CSP/PEM, CSP/SOE, PV/PEM, and PV/SOE. 

The results indicated that the minimum LCOH is obtained with the CSP/SOEC configuration, with a value of 

5,02 USD/kg H2. Gallardo et al. [4] evaluated CSP and PV technologies separately with PEM and ALK electrolyzers, 

with these plants located in the Atacama Desert. The minimum LCOH obtained was 2,2 USD/kg H2 with the PV-

ALK technology. On the other hand, Yang et al. [13] proposed a model for the PV-PEM electrolysis system, detailing 

the voltage-current characteristics of both the PV cell and the PEM electrolyzer. Tebibel et al. [14] compared 

hydrogen production using PV technology through three electrolysis processes: PEM, methanol, and hybrid sulfur. 

Gallardo et al. [15] proposed a methodology for the optimal sizing of grid-connected PV-PEM systems, with results 

ranging between 5,9 and 11,3 USD/kg H2. Xiang et al. [16] evaluated the LCOH for PV and nuclear technology in 

China, showing that by 2050, the PV-PEM technology could achieve an LCOH of 0,1154 USD/kg H2. Nasser et al. 

[17] studied hydrogen production using different pathways: PV, wind, and a Rankine cycle with waste heat, obtaining 

an LCOH of 6,45 USD/kg H2 for the PV case. Bhandari et al. [18] obtained an LCOH of 6,79 USD/kg H2 and 

8,57 USD/kg H2 for the PV-ALK and PV-PEM cases, respectively, for a global radiation of 3,23 kWh/m2/day. Rezaei 

et al. [19] examined the sensitivity of LCOH produced by a PV plant, demonstrating the importance of careful site 

selection to achieve a high PV capacity factor. Finally, Jaradat et al. [20] discussed the potential for green hydrogen 

production in Jordan through a PV solar system using ALK and PEM 

In summary, some articles have focused on the design of integrated systems using optimization functions to achieve 

the minimum Levelized Cost of Hydrogen (LCOH) [10], [15], while others have considered the design of CSP and 

PV plants using fixed design capacities [11], [12], [16], [21]. This study evaluates the integration of solar power 

generation technologies, CSP and/or PV, coupled with a PEM electrolyzer, operating in off-grid mode, to produce 

green hydrogen in a region with high solar radiation 

2. Methodology 

Green hydrogen production through solar energy is evaluated in northern Chile, one of the regions with the highest 

solar irradiance in the world. CSP and PV power plants are configured, along with PEM electrolyzers, which are 

modeled using specialized software to obtain the hourly annual production of each output. Subsequently, the 

levelized costs of electricity and hydrogen are calculated, and the main variables are analyzed for sensitivity to 

determine the optimal configuration. Two scenarios are evaluated: one for the present (2024) and one for the 

future (2030). 

Three configurations (Figure 1) were modeled and evaluated considering four analysis alternatives. The first 

configuration, Case 1, includes PV and PEM; the second configuration, Case 2, involves CSP and PEM; the third 

configuration, Case 3, is a hybrid system comprising CSP, PV, and PEM; and finally, Case 4 is the same hybrid 

configuration (CSP, PV, and PEM) but with a higher capacity PEM plant.  
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(b) 

 
(c) 

Fig. 1: Configurations evaluated a) PV and PEM, b) CSP and PEM. c) hybrid plant (CSP, PV and PEM) 

SAM software [22] is used for modeling solar plants (CSP and PV), while Python programming language [23] is 

utilized for modeling PEM electrolysis plants and model integration, to determine the annual hourly production of 

electricity and hydrogen. The economic evaluation aims to calculate the levelized cost of energy (LCOE) and the 

levelized cost of hydrogen (LCOH). Two temporal scenarios are considered, a current scenario and a future one.  

The location of the plants under evaluation is in the Antofagasta region of northern Chile (22,81 °S, 69,51 °W), at 

1525 meters above sea level, 3 kilometers from “Atacama I / Cerro Dominador” [24]. This site has high irradiation 

levels: 3724 kWh/(m² year) of direct normal irradiation and 2580 kWh/(m² year) of global horizontal irradiation [5]. 

This site is chosen due to its high radiation values, making it an attractive location for evaluating a new CSP and PV 

project in the area 

Design and Modeling of the CSP and PV System. The modeled CSP plant has a nominal capacity of 19,9 MW, with 

15 hours of TES, a solar multiple of 2,5, 2625 heliostats of 118,8 m², a 140 m tower, an 8,89 m receiver, operating 

with HTF at 565 °C, and an evaporative-type condenser. The PV plant, on the other hand, has a nominal capacity of 

20 MW, with 81840 Yingli Solar YL245-29b modules, 20 inverters with 98,5% efficiency, and a capacity of 

500 kWac. 

The PEM electrolyzer was modeled using the methodology outlined in [25], where the hydrogen flow at the outlet is 

determined using Equation 1 

�̇�𝐻2𝑜𝑢𝑡 =
𝐽

2 ∙ 𝐹
 

(eq. 1) 

where 𝐽 is the density current density and 𝐹 is the Faraday constant.  
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The power consumed by the electrolyzer is determined by Equation 2 

𝑊 = 𝐼 ∙ 𝑛𝑐𝑒𝑙𝑙 ∙ 𝑉𝑐𝑒𝑙𝑙 (eq. 2) 

where I is the current consumed by the electrolyzer, 𝑛𝑐𝑒𝑙𝑙 is the number of cells, and 𝑉𝑐𝑒𝑙𝑙 is the cell voltage. 

The cell voltage is calculated by Equation 3 

𝑉𝑐𝑒𝑙𝑙 = 𝑉0 + 𝑉𝑎𝑐𝑡 + 𝑉𝑜ℎ𝑚 (eq. 3) 

where 𝑉0 is the reversible voltage, 𝑉𝑎𝑐𝑡 is the activation voltage y 𝑉𝑜ℎ𝑚 is the ohmic overpotential. 

Finally, the efficiency of the electrolyzer is calculated with Equation 4. 

𝜂𝑃𝐸𝑀 =
�̇�𝐻2𝑜𝑢𝑡 ∙ 𝐻𝐻𝑉𝐻2

𝑊
 

(eq. 4) 

where 𝐻𝐻𝑉𝐻2 is the higher heating value of hydrogen. 

In Cases 1, 2, and 3, an 18 MW electrolyzer was considered, whereas in Case 4, a 35 MW electrolyzer was 

used.  

The parameters employed in the PEM cell model are presented in Table 1.  

Tab. 1: Main parameters used in the PEM cell model [25]. 

Parameter Value Unit 

Operating pressure 1,0 Atm 

Operating temperatura 353 K 

Reference Temperature 298,15 K 

Anode activation energy 76 kJ/mol 

Cathode activation energy 18 kJ/mol 

Water content at the anode membrane interface 14 - 

Water content at the cathode membrane interface 10 - 

Membrane thickness 100 µm 

Specific electrical consumption 54  kWh/kg H2 

 

For hydrogen compression, the energy required to store the produced hydrogen was determined using 

Equation 5. 

𝐿𝑒,𝑠𝑝𝑒𝑐 =
𝐶𝑝𝐻2 ∙ ∆𝑇12

𝜂𝑚 ∙ 𝜂𝑒
=

𝑇1 ∙ (𝛽
𝑘−1

𝑘 − 1)

𝜂𝑚 ∙ 𝜂𝑒
 

(eq. 5) 

where Le,spec is the specific electrical consumption for the compression, 𝐶𝑝𝐻2 is the specific heat of hydrogen, 

T1 and T2 are the input and output temperatures respectively, ηm y ηe are the mechanical and electrical 

efficiency correspondingly,  β is the compression ratio, and k is the isentropic coefficient. Mechanical and 

electrical efficiency are considered to be 70% and 90% respectively [4], and hydrogen is compressed from 20 

bar to 350 bar. 

The Levelized Cost of Energy (LCOE) represents the total cost of constructing and operating a power plant, 

divided by the total energy production over the plant's evaluation period. It is determined using Equation 6. 

𝐿𝐶𝑂𝐸 =
𝐶𝐴𝑃𝐸𝑋 + ∑

𝑂𝑃𝐸𝑋𝑖

(1 + 𝑡)𝑖
𝑛
𝑖=1

∑
𝐸𝑖 ∙ (1 − 𝑑)𝑖

(1 + 𝑡)𝑖
𝑛
𝑖=1

 (eq. 6) 

where 𝐶𝐴𝑃𝐸𝑋 is the investment cost, 𝑂𝑃𝐸𝑋 is the operational cost, 𝑛 is the evaluation period, 𝑡 is the disount 

rate, 𝐸𝑖 is the annual energy production, and 𝑑 is the annual degradation factor.  

The LCOE of a hybrid CSP and PV plant is obtained by Equation 7 [26]  
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𝐿𝐶𝑂𝐸𝐻𝑌𝐵 =
𝐿𝐶𝑂𝐸𝑃𝑉 ∙ 𝐸𝑃𝑉 + 𝐿𝐶𝑂𝐸𝐶𝑆𝑃 ∙ 𝐸𝐶𝑆𝑃

𝐸𝑃𝑉 + 𝐸𝐶𝑆𝑃
 (eq. 7) 

The Levelized Cost of Hydrogen (LCOH) represents the average cost of hydrogen production, accounting for 

both capital and operational expenses. It is calculated by Equation 8 

𝐿𝐶𝑂𝐻 =
𝐶𝐴𝑃𝐸𝑋 + ∑

𝑂𝑃𝐸𝑋𝑖

(1 + 𝑡)𝑖
𝑛
𝑖=1

∑
𝐻𝑖 ∙ (1 − 𝑑)𝑖

(1 + 𝑡)𝑖
𝑛
𝑖=1

= (eq. 8) 

where 𝐻𝑖 is the annual production of hydrogen. 

Tables 2, 3, and 4 present the cost structures of the evaluated plants (CSP, PV, and PEM), respectively. These 

data were used to conduct the economic evaluations. 

Tab. 2: Cost structure of the CSP plant [6], [22], [27]  

Costs Parameter Value (2024) Value (2030) Unit 

Direct Site improvements 16 10 USD/m2 

Heliostat field 122 50 USD/m2 

Solar tower 95.000 75.000 USD/m 

receiver 39.335.054 28.711.717 USD 

TES (Thermal Energy Storage) 22 10 USD/kWh 

Power block 1.100 700 USD/kW 

Balance of plant 340 340 USD/kW 

Contingency 5 2 % 

Indirect EPC (Engineering, procurement, 

and construction) 

10 10 % 

O&M Fixed costs 66 66 USD/kW 

Variable costs 3,5 3,5 USD/MWh 

 

Tab. 3: Cost structure of the PV plant [22], [28]–[30] 

Costs Parameter Value (2024) Value (2030) Unit 

Direct Modules  0,3 0,17 USD/Wdc 

Investors 0,05 0,05 USD/Wac 

Balance of plant  0,27 0,15 USD/Wdc 

Installation 0,11 0,11 USD/Wdc 

Contingency 3 1 % 

Indirect EPC 0,08 0,08 USD/Wdc 

O&M Fixed costs 15 8,1 USD/kW/year 

 

Tab. 4: Cost structure of PEM plant [4], [31], [32]  

Element Parameter Value (2024) Value (2030) Unit 

PEM CAPEX 1.100 650 USD/kW 

Stack replacement 65.000 90.000 h 

Compressor CAPEXComp 3.900 3.900 USD/kW 

OPEXComp 4  4 % CAPEXComp 

Storage CAPEXStorage 500 500 USD/kg H2 

OPEXStorage 2  2 % CAPEXStorage 

EPC & O&M CAPEXEPC 3 3 % CAPEX 
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The economic parameters used for calculating the LCOE and LCOH include a 20-year time horizon, a discount rate 

of 7%, and a degradation rate of 0,2% per year for the CSP plant and 0.6% per year for the PV plant 

3. Results and discussion 

The CSP plant was validated using data from the Gema Solar plant [33] located in Seville, Spain, while the PV plant 

was validated with data from the Adrar Solar plant [34] located in Adrar, Algeria. Finally, the electrolyzer was 

validated with data from Ioroi et al. [35]. 

Table 5 presents the results of the annual electricity production (E), the capacity factor (cf) of the power plants, the 

annual hydrogen production (H), the annual water consumption of the electrolyzer (H2O), and the levelized costs of 

electricity and hydrogen for 2024 and 2030. Case 4 produces the largest amount of hydrogen due to its higher 

electricity production and larger electrolyzer capacity; however, it does not result in the lowest levelized costs. 

Results yield a minimum LCOH of 5,76 USD/kg H2 and a maximum of 6,60 USD/kg H2 for the current scenario, 

while for the future scenario, values range between 2,86 and 4,26 USD/kg H2. The minimum LCOE and LCOH in 

both scenarios are achieved in Case 1. Therefore, Case 1 is the most recommended, despite having a lower capacity 

factor and lower hydrogen production 

Tab. 5: Results of electricity, hydrogen, LCOE and LCOH 

Case E  

kWh/year 

cf 

% 

H  

kg H2/year 

H2O 

kg H2O/year 

LCOE  

USD/MWh  

LCOH  

USD/kg H2 

2024 2030 2024 2030 

Case 1 54.825.847 31,3 974.886  8,773,974.1  37,30 15,74 5,76 2,86 

Case 2 150.207.389 86,2 2.610.582  23,495,240.1  85,15 57,04 6,60 4,26 

Case 3 186.616.790 53,4 2.665.916  23,993,244.9  79,14 50,18 6,37 3,94 

Case 4 205.033.237 58,7 3.640.271  32,762,440.8  72.36 45.99 6,37 3,88 

 

The LCOH values for both 2024 and 2030 are not competitive compared to the costs of hydrogen produced from 

fossil fuels (grey hydrogen), which range from 1,2 to 2,3 USD/kg H2 [2], [36]. According to the IEA, the current 

LCOH for green hydrogen ranges between 3 and 7,5 USD/kg H2 [1], while IRENA estimates it to be between 4 and 

5 USD/kg H2 for a PV system in Chile [37]. By 2030, there will be a significant reduction in costs; however, they do 

not fall below 2 USD/kg H2 

Figure 2 presents the breakdown of the LCOH for all cases. In Case 1, which has the lowest LCOH, the distribution 

in the 2024 scenario is 51,1%, 36,4%, 12,0%, and 0,5% for CAPEX, energy consumption, O&M, and water 

consumption, respectively. For the 2030 scenario, the distribution is 52,6%, 30,9%, 15,4%, and 1,1%, respectively 

 

Fig. 2: Breakdown of the levelized cost of hydrogen. 
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A sensitivity analysis is conducted to quantify the impact of varying key parameters on the LCOH. The selected 

parameters are the LCOE and CAPEX of the PEM electrolyzer, both of which were varied within a range of ±10% 

of their base values, to proceed with the new calculation of the LCOH. The results are shown in Figure 3. From an 

economic standpoint, it has been identified that none of the solar hydrogen production pathways achieve costs below 

2 USD/kgH2 in the current scenario (2024). Therefore, it can be concluded that it is currently challenging for green 

hydrogen to compete economically with fossil fuel-based hydrogen production. While this situation would persist 

into 2030, the sensitivity analysis reveals that simply reducing the cost of energy and/or the cost of investment would 

allow achieving grey hydrogen levels. 

 

(a) 

 

(b) 

Fig. 3: Sensitivity analysis a) Current scenario (2024), b) Future scenario (2030) 

4. Conclusions 

The technical and economic feasibility of hydrogen production from solar energy was assessed, integrating a CSP 

plant, PV, and PEM electrolyzer operating in off-grid mode. Four cases were evaluated considering three 

configurations: Case 1 involves PV-PEM, Case 2 CSP-PEM, Case 3 is a hybrid CSP-PV-PEM, and the final case is 

similar to Case 3 but with a larger PEM plant. 

The production of green hydrogen in all evaluated cases exceeds 2 USD/kg H2, both for the current (2024) and future 

(2030) scenarios. Therefore, under these conditions, green hydrogen is not economically competitive with grey 

hydrogen. However, as electricity prices and electrolyzer investment costs decrease and efficiency improves, green 

hydrogen could become competitive. 
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The configuration that achieves the minimum LCOH is Case 1, which integrates a PV plant with an electrolyzer. 

Increasing the capacity factor of the PV plant, without increasing investment costs, could further reduce the LCOH; 

the same would apply to the CSP plant. 

A hybrid solar plant offers complementary or additional benefits, such as greater stability and reliability in hydrogen 

production, as it is more flexible and less dependent on daily and seasonal variations in solar resources. However, 

the high investment costs of this technology result in a higher LCOH compared to a PV-PEM plant but lower than a 

CSP-PEM plant. 

The residual heat from the CSP and PV plants could be utilized for cogeneration, using this heat to preheat the water 

for the PEM plant, thereby increasing system efficiency and potentially reducing the LCOH. 

Future work will evaluate the performance of the plants in cogeneration mode and analyze the transient operation of 

the electrolyzer in more detail 
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Abstract 

High-temperature electrolysis systems produce hydrogen with high electrical efficiency, but require additional 

thermal energy for steam generation. Thus, this study explores the thermal and electrical integration of a 

concentrated solar power (CSP) plant with a high-temperature electrolysis system. Medium-temperature heat 

(above 150 °C) from the solar plant can be used for water evaporation during steam electrolysis, reducing the 

electrical energy demand compared to low-temperature alternatives. The techno-economic performance of this 

integration is evaluated through quasi-dynamic numerical simulations for a 50 MW plant in Morocco. The 

model includes a parametric analysis to optimize the levelized cost of hydrogen (LCOH) by varying the solar 

multiple and storage capacity. Additionally, the solar-to-fuel efficiency and capacity factor are evaluated, with 

comparisons to other CSP- and photovoltaic-powered electrochemical hydrogen production pathways. Under 

current cost assumptions, the optimal configuration (solar multiple of 2.29 and storage capacity of 10.7 hours) 

results in an LCOH of 7.88 EUR kg-1. In a 2030 cost scenario, a similar configuration yields an LCOH of 

4.83 EUR kg-1, a capacity factor of 48 %, and a solar-to-fuel efficiency over 12 %. Finally, the sensitivity 

analysis identifies the most critical economic parameters influencing the LCOH, and highlights further 

research needs to bring this integration concept closer to competing technologies. 

Keywords: Parabolic trough collectors, Solid oxide electrolysis cell, Thermal energy storage, Solar hydrogen 

production, Thermal and electrical integration 

1. Introduction 

Global hydrogen use reached 95 Mt in 2022, predominantly for refining and industrial processes. Virtually all 

of this was produced through processes such as steam methane reforming, which generates significant 

greenhouse gas (GHG) emissions. Nonetheless, hydrogen is also recognized as a promising sustainable energy 

carrier with the potential to bridge gaps in the temporal and spatial availability of renewable energy. Beyond 

the energy sector, hydrogen and its derivatives hold great promise for replacing fossil fuels and decarbonizing 

sectors such as aviation, shipping, and hard-to-abate industries like steel, cement, and fertilizer production 

(IEA, 2022). To realize this potential, hydrogen production must be driven by low-carbon energy sources, 

notably solar and wind, requiring further technological advancements to become cost-competitive with 

conventional processes. 

Moreover, renewable hydrogen plays a pivotal role in the European Union's (EU) policy for energy transition, 

achieving net-zero emissions, and fostering sustainable development in the frame of the EU Green Deal. The 

EU's REPowerEU Strategy sets an ambitious target of producing 10 Mt of hydrogen domestically and 

importing an additional 10 Mt by 2030. By 2050, the aim is for renewable hydrogen to meet approximately 

10 % of the EU's energy needs, enabling significant decarbonization of energy-intensive industrial processes 

and the transport sector (European Commission, 2020). Furthermore, Braun et al. (2023) estimate that nearly 

half of the EU's projected hydrogen demand of 25.9 Mt in 2050 could be met through imports from the Middle 

East and North Africa (MENA) region. Countries such as Morocco, Algeria, Tunisia, Libya, Egypt, and Saudi 

Arabia are identified as key partners, given their renewable energy potential, low production costs, geographic 

proximity to Europe, and established cross-regional infrastructure. 
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In terms of solar energy, the three main methods for producing hydrogen are electrochemical, photochemical, 

and thermochemical (Haussener, 2022). The electrochemical pathway – mainly using alkaline (AEC) or proton 

exchange membrane electrolysis cells (PEMEC), compatible with electricity from concentrated solar power 

(CSP), photovoltaics (PV), or hybrid CSP/PV systems – is the most mature, boasting the highest maturity, as 

highlighted by the IEA (2022). Rosenstiel et al. (2021) compared these three solar-driven systems for providing 

electricity to an AEC, finding that PV and hybrid systems achieve comparable levelized costs of hydrogen 

(LCOH), as low as 3.42 and 2.61 EUR kg-1 in present and outlook scenarios for Morocco, respectively, while 

the CSP/PV system using solar power towers (SPT) demonstrates a significantly higher capacity factor 

Moreover, CSP and hybrid systems offer a key advantage over PV systems by delivering lower lifetime GHG 

emissions (Edenhofer et al., 2011). 

Within the electrochemical pathway, using solar heat and electricity for high-temperature electrolysis (HTE) 

with solid oxide electrolysis cells (SOECs) shows promise for improving efficiency and reducing hydrogen 

production costs (Seitz et al., 2017). SOECs can split water with lower total energy demands and operate at 

temperatures between 700–1000 °C by combining heat and electricity (Laurencin and Mougin, 2015). Figure 1 

illustrates the thermodynamic energy demand of the water-splitting reaction for typical operating temperature 

ranges of low-temperature electrolysis (LTE) and HTE. Conducting the reaction at temperatures exceeding the 

evaporation point of water, by providing thermal energy to the process, decreases the total enthalpy change 

∆𝐻 inside the electrolyzer by the heat of evaporation ∆𝐻𝑒𝑣𝑎𝑝, thereby reducing the associated electrical energy 

consumption and potentially lowering hydrogen costs. Additionally, higher temperatures reduce cell 

resistance, enabling electrical efficiencies above 90 %. Since CSP facilities can cost-effectively supply 

renewable electricity and medium- to high-temperature heat for extended periods, due to their compatibility 

with thermal energy storage (TES) systems, their energy streams can complement SOEC operating conditions. 

Despite these benefits, research on integrating CSP with the-SOEC systems is still limited in both literature 

and industrial applications. 

 
Fig. 1: Total energy demand of water splitting reaction at elevated temperature. 𝑼𝒕𝒏 = thermoneutral cell voltage; 

𝑼𝒓𝒆𝒗 = reversible cell voltage. While LTEs usually operate under 100 °C, HTEs operate between 700–900 °C. 

To address this, Immonen and Powell (2023) proposed three concepts for integrating solar energy with HTE-

SOEC systems: (i) using PV and electrical heaters to meet both the electrical and thermal demands of the 

process; (ii) combining grid electricity with concentrated solar thermal (CST); and (iii) using CST and PV to 

meet the process’s power and heat demands, respectively. Their study found similar LCOHs for all approaches, 

around 2.96 EUR kg-1 in the USA, and concluded that achieving higher capacity factors, potentially through 

TES integration, is essential for meeting more ambitious cost targets, such as the Hydrogen Shot from the 

United States Department of Energy – of 1 USD kg-1 (~ 0.93 EUR kg-1) until the 2030s (DOE, 2023). Seitz et 

al. (2017) also explored a concept combining CST with SOECs modeled in Spain, achieving LCOHs of 

3.67 EUR kg-1 with TES and 5.33 EUR kg-1 without TES. Another relevant study by Muhammad et al. (2024) 

carried simulations in EBSILON Professional to assess a CSP-SPT model to supply, under nominal conditions, 

1–8 MW of electricity to an SOEC system, reporting  LCOHs in the range of 5.64–8.23 EUR kg-1 in Western 
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Australia. However, comprehensive studies evaluating the simultaneous provision of electricity and heat to an 

HTE-SOEC system exclusively by a CSP plant are still in the early stages, highlighting the need for further 

investigation, which this paper aims to address. 

In this context, our study presents a techno-economic assessment (TEA) of electrically and thermally 

integrating a CSP plant using parabolic trough collectors (PTCs) with an HTE-SOEC system. We estimate the 

associated capacity factor, solar-to-fuel (STF) efficiency, and LCOH, comparing it to hydrogen production via 

electrochemical routes powered by CSP and/or PV listed above. To achieve this, we modeled and simulated 

the proposed hydrogen production plant over a typical meteorological year in Morocco, given the expected 

importance of MENA region in the European hydrogen supply chain. 

2. Hydrogen plant description 

The design, modeling and annual simulation of this solar-driven hydrogen production concept was performed 

by integrating two main process blocks – solar and electrochemical. The coupling was carried by combining 

built-in and user-defined macro components in EBSILON® Professional (STEAG, 2022) and Aspen Plus 

(AspenTech, 2021), enabling the evaluation of the hydrogen production plant under design and off-design 

conditions, as well as parametric analysis to be carried out to obtain the optimal LCOH, given various 

combinations of solar multiple and TES capacity. Figure 2 presents a simplified block diagram showing this 

integration and the main mass and energy flows. 

 
Fig. 2: Simplified scheme of the electrical and thermal integration of solar and electrochemical plants for hydrogen 

production. Full and dotted lines represent mass and energy streams, respectively. HX = heat exchanger. 

The integrated model requires the characteristics of the solar and electrochemical sections as input, as well as 

the geographical and meteorological conditions of the selected site, here Ouarzazate in Morocco – where the 

world's largest CSP facility, the Noor Complex, is located (Thonig et al., 2023). Table 1 summarizes the 

important site parameters. 

Tab. 1: Main geographical and meteorological parameters of the selected site (Meteotest, 2007). GHI = global horizontal 

irradiance; DNI = direct normal irradiance. 

Parameter Ouarzazate, MAR Unit 

Geographical coordinates 30.93; -6.90 ° [latitude; longitude] 

Elevation above sea level 1 140 m 

Annual cumulative irradiation 2 123; 2 518 kWh m-2 [GHI; DNI] 

Annual average ambient temperature 18.88 °C 

Annual average wind speed 3.29 m s-1 

The outputs of the numerical model are the profile of the heat and electricity dispatch from the CSP-PTC plant, 

as well as the water demand and hydrogen production of the HTE-SOEC system. For simplicity, the following 

technical assumptions were considered: 

• Quasi-dynamic simulations with hourly timestep considered; 

• Pressure drop and thermal losses in the piping are neglected; 

• Thermal losses in the TES are neglected; 

• An ideal linear HTE-SOEC partial load behavior is assumed; and 

• Energy demand for hydrogen separation and further compression is neglected. 
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2.1. Solar plant 

The solar plant layout is based on Andasol-1, the first commercial CSP-PTC facility to operate in Europe, and 

detailed by Feldhoff et al. (2012) and NREL (2013). It mainly consists of three hydraulic circuits: a synthetic 

oil circuit heated by the parabolic trough solar field; a molten salt circuit consisting of two indirectly integrated 

tanks for sensible heat storage, and a water/steam circuit for a conventional Rankine cycle. The main 

parameters of the solar plant are presented in Table 2. 

Tab. 2: Nominal parameters of the solar plant for a SM=1 and storage capacity of one full-load hour. 

Parameter Value Unit 

Solar field   

SCA model Eurotrough ET150 - 

Number of SCAs 294 - 

SCA dimensions  5.76; 150.00 m [width; length] 

SCA aperture area 864.00; 817.43 m² [gross; net] 

Optical efficiency at design 74.73 % 

Thermal efficiency at design 93.37 % 

Solar field efficiency at design 69.77 % 

HTF Therminol VP-1 - 

HTF temperature  290; 395 °C [inlet; outlet] 

HTF pressure  5; 3.5 MPa [inlet; outlet] 

Peak optical efficiency 75 % 

Thermal energy storage   

HSM Solar Salt - 

HSM temperature 385; 282 °C [hot tank; cold tank] 

HSM mass capacity in each tank 3 600 000 kg 

HSM mass flow rate at discharging 1 000 kg s-1 

State of charge at beginning of simulation 50 % 

Power block   

Steam temperature at turbine 373; 41 °C [inlet; outlet] 

Water temperature at condenser 20; 36.5 °C [inlet; outlet] 

Steam pressure at turbine 10; 0.008 MPa [inlet; outlet] 

Steam pressures at extractions 4; 1.7; 0.6; 0.25; 0.12; 0.06 MPa [extraction 1 to 6] 

Thermal energy demand 147 MW 

Electric output 54.1; 50 MW [gross; net] 

Thermal efficiency 38.1 % 

Generator efficiency 96.00 % 

The model for the solar field comprises a series of solar collector assemblies (SCA) of PTCs. They are used to 

increase the temperature of the Therminol VP-1 up to 395 °C, since this heat transfer fluid (HTF) suffers 

thermal degradation at higher temperatures. The sizing of the solar plant followed the design point method, 

described by Wang (2019). For a solar multiple 𝑆𝑀 = 1 – i.e., when solar field aperture area equals the area 

required to absorb the heat to run the power block in nominal conditions – a thermal capacity of 147 MW is 

required to achieve the electricity production of 54.1 MW gross and 50 MW net. This capacity was chosen to 

align with the scale of numerous existing installations, particularly in Spain (Thonig et al., 2023), ensuring 

practical implementation. This approach facilitates seamless integration with current CSP infrastructure, as 

only the SOEC system, including the heat exchanger, would need to be installed. CSP-PTC plants, with their 

modular design, offer simpler scalability than SPT plants and can potentially benefit from even larger 

capacities. However, while scaling up these plants could lead to cost reductions through economies of scale, 

this aspect is beyond the scope of the current study and will be addressed in the future. 

The heat absorbed in the solar field can be stored in the TES using a heat storage medium (HSM) hydraulic 

circuit, composed of two tanks where Solar Salt – a mixture of 60 wt% of sodium nitrate (NaNO3) and 40 wt% 

of potassium nitrate (KNO3) – is kept at 385 °C and 282 °C in the hot and cold tanks, respectively. The resultant 

process flow diagram is shown ahead in Figure 4. 
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Finally, the power block is composed of a conventional Rankine cycle with steam input at 373 °C and 10 MPa, 

with net electrical capacity of 50 MW. The generator coupled to the steam turbine produces the electricity 

dispatched to the HTE system in addition to the electricity demanded by the balance of the plant (BOP) 

equipment, i.e., the pumps, compressors and electric heaters. 

 
2.2. Electrochemical system 

The electrolyzer design is based on a commercial model, the Sunfire-HyLink SOEC (Sunfire, 2021), modeled 

under thermoneutral operation, so lowest degradation rates are achievable (Lang et al., 2020) and heat can be 

efficiently recuperated, limiting the amount of external heat input for the superheating the HTE input streams 

(Petipas et al., 2014). The modeling of the electrolysis system was done in ASPEN Plus to integrate heat from 

the CSP plant efficiently, and was designed to reduce electrical requirements and enhance heat recovery from 

the electrolysis outlet streams. The HTE system is composed mainly of the SOEC, and a series of components 

such as heat exchangers, air compressors, electric heaters and gas coolers, responsible for providing air and 

steam at 820 °C and 0.6 MPa, as well as separating the hydrogen from the steam/hydrogen mixture at its outlet, 

while recuperating part of the heat from the outlet gases. 

The results of the ASPEN Plus are used in the EBSILON Professional for the time series analysis. For the 

calculation of the electrical energy an electrical heater efficiency of 95 % (Kanthal, 2023) and a pumping and 

compressing efficiency of 98 % for the reagent gases of the electrolysis is assumed. Furthermore, the 

electrolysis efficiency is assumed to be 95.7 % for an isothermal operation at a steam conversion rate of 70 % 

(Tomberg et al., 2023). Then, the electrolysis system and thermal energy demands were calculated to match 

the net electric load for a conventional 50 MW CSP-PTC plant. 

Once electricity and steam are produced, they are directed to the HTE system, which requires electricity, steam, 

air, and hydrogen inputs, as shown in Figure 2. The design point conditions for the HTE system are showed in 

Table 3. For off-design operation, when electricity and steam are provided in partial load, it was considered 

linear behavior, assuming that even in part load operation, a share of the electrolyzer stacks is operated in 

nominal conditions. For the inactive stacks, a hot standby mode is considered, in which an electrical demand 

equivalent to 8.2 % of their nominal requirement is used to avoid temperature drop during inactivity. Since 

during these periods of inactivity, the CSP plant is unable to provide the input for the hot standby mode, it is 

provided by the connection with the electrical grid. 

Tab. 3: Nominal parameters of the electrochemical plant. 

Parameter Value Unit 

Total electrical input  50  MW 

SOEC electrical demand  47.27 MW 

Electric heater demand 2.34 MW 

BOP electrical demand 0.40 MW 

SOEC temperature  850; 820  °C [inlet; outlet] 

Steam/water mass flow rate  2.486; 0.746  kg s-1 [inlet; outlet] 

Air mass flow rate  8.303; 2.099  kg s-1 [inlet; outlet] 

Air mass flow rate 0.058; 0.424 kg s-1 [inlet; outlet] 

Net hydrogen production rate  0.366 kg s-1 

Steam conversion rate  70 % 

SOEC nominal efficiency 95.7 % 

SOEC electricity demand on hot standby mode  8.2 % nominal demand 

SOEC electricity demand at end of life 105 % nominal demand 

H2 content at SOEC inlet steam-H2 stream 10 mol% 

O2 content at SOEC outlet O2-rich air stream 40 mol% 

 
2.3. Operation strategy 

To represent the operation of the hydrogen production plant in multiple conditions throughout a typical year, 

the plant control model developed in EBSILON at the EbsScript interface accounted for five operation modes. 

The decision tree of the operation strategy is summarized in Figure 3. 
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Those steps are carried for each timestep of the simulation and decide the operation of the solar field, TES, 

power block, and the electrical and thermal dispatch from the CSP plant to the HTE-SOEC system. Moreover, 

the dispatch strategy was modeled to run the hydrogen plant in full-load as long as possible. 

• Mode 1: the solar field charges the TES and supplies heat and electricity to the HTE. Hydrogen is 

produced in full- or part-load and the TES’s state of charge (SoC) increases; 

• Mode 2: the available heat is not enough to simultaneously charge the TES and power the HTE, thus 

the HTE is prioritized. Hydrogen is produced in full- or part-load and the TES’s SoC is unaltered; 

• Mode 3: due to low solar irradiance, the solar field is supported by the TES in supplying heat and 

electricity to the HTE. Hydrogen is produced in full- or part-load and the TES’s SoC decreases; 

• Mode 4: the solar irradiance in the solar field is insufficient to drive the process and the TES is not 

completely discharged. Thus, heat and electricity are supplied to the electrolysis exclusively by the 

TES. Hydrogen is produced in full- or part-load and the TES’s SoC decreases; 

• Mode 5: the solar irradiance in the solar field is insufficient to drive the process and the TES is 

completely discharged. Hydrogen is not produced and the TES’s SoC stays at its minimum. 

 

 

Fig. 3: Visual scheme of the operation strategy decision. SF = solar field; PB = power block. 

 
2.4. Parametric analysis 

To complement the modeling of the plant, a parametric analysis evaluates how changing input variables affects 

the output of a model. In this study, the focus was on how varying the solar field size – given by the solar 

multiple – and TES capacity influences the process KPIs. The analysis involved simulating various 

combinations of SMs (ranging from 1 to 4) and TES capacities (ranging from no storage to 18 hours of 

equivalent full load operation). After that, those discrete results undergo through an interpolation algorithm to 

obtain continues values for all KPIs, which are used to identify the plant configurations with the highest 

capacity factor, STF efficiency and, above all, the lowest LCOH – which indicates the most cost-effective 

configuration for the hydrogen production plant. 

3. Techno-economic modeling 

The methodology used for the techno-economic analysis largely follows the approach outlined by Albrecht et 

al. (2017). Key performance indicators (KPI) are established to assess the efficiency, energy conversion, and 

economic viability of the hydrogen production process, alongside the economic boundary conditions that 

define our analysis. 

 
3.1. Key performance indicators 

The primary KPIs evaluated include the capacity factor (𝐶𝐹), solar-to-fuel efficiency (𝜂𝑆𝑇𝐹) and the LCOH. 

The capacity factor reflects how effectively the process operates relative to its maximum potential output. It is 

calculated as the ratio between the actual hydrogen output ∑ 𝐻2,𝑡
𝑛
𝑡=1  and the theoretical maximum output over 

a given period if the process were running at full capacity 𝐻2,𝑑𝑒𝑠𝑖𝑔𝑛. Given the assumption of process 
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degradation, this calculation extends across the entire plant lifetime 𝑛 of 25 years. The contribution of each 

year is denoted by the subscript 𝑡. 

𝐶𝐹 =
Actual H2 output [kg]

Theoretical maximum H2 output [kg]
=

∑ 𝐻2,𝑡
𝑛
𝑡=1

8760 ∙𝑛∙ 𝐻2,𝑑𝑒𝑠𝑖𝑔𝑛 
 [−]    (eq. 1) 

The STF efficiency 𝜂𝑆𝑇𝐹 is defined as the ratio of the energy content of the produced fuel, based on the lower 

heating value of hydrogen 𝐿𝐻𝑉𝐻2
, to the incident solar energy in the solar field 𝑄𝑠𝑜𝑙𝑎𝑟 plus the auxiliary 

electricity from the grid 𝐸𝑎𝑢𝑥. Similar to the capacity factor, it was calculated throughout the plant lifetime. 

𝜂𝑆𝑇𝐹 =
Total energy stored at the produced H2 [J]

Total energy provided to the process [J]
=

∑ 𝐻2,𝑡
𝑛
𝑡=1  ∙ 𝐿𝐻𝑉𝐻2

∑ (𝑄𝑠𝑜𝑙𝑎𝑟,𝑡 + 2.5 ∙𝐸𝑎𝑢𝑥,𝑡)𝑛
𝑡=1

 [−]   (eq. 2) 

Finally, the LCOH is the cost the per-unit of producing hydrogen, considering all capital, operational, and 

maintenance expenses over the facility’s lifetime. Here it was calculated using the cash flow method. The 

detailed procedure for this calculation and definitions of engineering, procurement, and construction (EPC) 

costs, capital expenditure (CAPEX), operating expenditure (OPEX), and interest rate 𝑖 are further described 

by Dersch et al. (2020), containing detailed cost parameters for 2018 and 2030 for different locations. 

𝐿𝐶𝑂𝐻 =
Total life cycle costs [EUR]

Total life cycle H2 production [kg]
=

∑ (𝐶𝐴𝑃𝐸𝑋𝑡 + 𝑂𝑃𝐸𝑋𝑡)(1 + 𝑖)−𝑡𝑛
𝑡=0

∑ (𝐻2,𝑡)(1 + 𝑖)−𝑡𝑛
𝑡=1

 [EUR kg−1]  (eq. 3) 

The process STF efficiency, capacity factor, heat, electricity and hydrogen production results from the time 

series calculations from EBSILON are used for performing the TEA, in which the CAPEX and fixed annual 

OPEX are used for the LCOH calculation. This LCOH is then used as the main performance indicator for the 

comparison with other hydrogen production technologies. 

 
3.2. Cost assumptions 

The main cost parameters used for the TEA calculations are summarized in Table 4. It is noteworthy that the 

costs and energy demand for hydrogen compression are neglected, while an annual interest rate of 7.5 % and 

a plant lifetime of 25 years are assumed. 

Tab. 4: Cost parameters considered for the TEA in 2023 and 2030 scenarios. 

Parameter 2023 2030 Unit 

Direct EPC costs    

Solar field  247 150 EUR m-2 aperture 

Thermal energy storage  49 24 EUR kWh-1 

Power block 935 638 EUR kW-1 

High-temperature electrolyzer 3 270 1 566 EUR kW-1 

Indirect EPC costs    

Engineering, management, EPC services 5 2 % total EPC 

Profit margin and contingencies 10 6 % direct EPC 

Owner’s costs    

Infrastructure (grid connection, roads, etc.) 5 550 000 5 550 000 EUR 

Project development 4 2 % total EPC 

Additional owner's cost 3 2 % total EPC 

Specific land cost 0.93 0.93 EUR m-2 land 

Running costs    

Annual CSP O&M cost 1.5 1.5 % CSP direct EPC 

Annual HTE O&M cost 32.5 12.5 EUR kW-1 

SOEC stack replacement cost f (CF) f (CF) EUR kW-1 

SOEC stack durability f (CF) f (CF) a 

Annual insurance cost 0.7 0.7 % direct EPC 

Electricity cost 93 93 EUR MWh-1 

Water costs 2 2 EUR m-3 
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The cost assumptions for the CSP plant were obtained from the study by Dersch et al. (2020), which presents 

the costs for the components of a CSP-PTC plant and its site-specific costs when implemented in several 

countries. The costs were adjusted to Morocco using a price index of 42, as well as local and global cost shares. 

Moreover, all costs are converted to EUR2023 using the Chemical Engineering Plant Cost Index (CEPCI). 

Finally, the average exchange rate of the reference year for converting costs between USD and EUR. 

The total SOEC system investment cost is calculated with a methodology from a previous study (Roeder et al., 

2024). Its cost calculation method considers cost development predictions from Böhm et al. (2020) and stack 

lifetime development expectations from various studies and reports. Thus, the year of the stack replacement 

and the individual costs as a function of process capacity factor (or full load hours) and project lifetime is 

calculated. Additionally, annual operation and maintenance (O&M) costs for the electrolysis system are 

considered as in Smolinka et al. (2018). The O&M costs are considered to be constant throughout the project 

lifetime because, they are considered for the whole HTE system. 

4. Simulation results and discussion 

The key findings from the simulation of the integrated hydrogen production process are presented below. The 

plant integration is first examined, with a focus on how the solar and electrochemical systems were combined. 

Next, the capacity factor and solar-to-fuel efficiency are discussed, highlighting how operational conditions 

affect system performance. Finally, the levelized cost of hydrogen (LCOH) is analyzed, followed by a 

sensitivity analysis to identify the factors most influencing this critical indicator. 

 
4.1. Plant integration 

The outcome of the design of the integrated process is presented in Figure 4, which shows the schematic 

process diagram. In the presented concept, the solar and electrochemical systems are integrated through a heat 

exchanger that extracts heat from the synthetic oil at the outlet of the power block at a temperature around 

290 °C, in line with the simplified diagram shown in Figure 2. In addition, the main parameters from the 

simulation of the heat exchanger used for steam generator are contained in Table 5. 

 
Fig. 4: Scheme of the thermal and electrical integration between PTC-CSP plant and HTE-SOEC system for solar hydrogen 

production, highlighting main equipment, mass and energy streams. Grid connection is used only for SOEC hot standby. 

LP = low pressure; HP = high pressure. 

After the steam generation, electricity is used to reach the water-splitting temperature around 850 °C under 

SOEC thermoneutral operation, which is favorable for long stack lifetimes (Lang et al., 2020). This choice 

simplifies the combined operation of the power block with the HTE, which requires proportional amounts of 
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steam and electricity for hydrogen production. In addition, this integration position does not interfere with the 

water/steam cycle, which can significantly change the operating point and performance of the steam turbine. 

Furthermore, this solution has the potential to be retrofitted into existing CSP-PTC plant, requiring only minor 

changes in the system design. 

Tab. 5: Parameters of the integrated steam generator. 

Parameter Value Unit 

Thermal oil temperature 292; 286 °C [inlet; outlet] 

Water/steam temperature 95; 200 °C [inlet; outlet] 

Thermal oil pressure 1.5; 1.45 MPa [inlet; outlet] 

Water/steam pressure 0.65; 0.6 MPa [inlet; outlet] 

Water/steam mass flow rate at design 4.67 kg s-1 

Thermal energy demand 9.463 MW 

 
4.2. Capacity factor 

The capacity factors resulting from the process simulation are shown in Figure 5 (a) and (b), reflecting the 

CSP-HTE performance for 2023 and 2030, respectively. With expected improvements in SOEC durability 

over time, the average SOEC lifetime is expected to increase for the future scenario, which leads to lower 

electrical demand and/or reduced hydrogen output, causing a slight increase in the process capacity factor from 

61.75 % in 2023 to 62.20 % in 2030. The maximum capacity factor is achieved with a combination of 18 hours 

of storage capacity and a solar multiple of approximately 3.4. 

These results align with the known relationship between storage capacity and solar multiple, indicating that 

both must be increased proportionally to achieve higher capacity factors. Otherwise, the solar field cannot 

provide sufficient heat for disproportionate large storage systems, or the excess heat from an oversized solar 

field cannot be efficiently stored. 

 
4.3. Solar-to-fuel efficiency 

Similar to the results for the capacity factor, the values for the STF efficiency are summarized in Figure 5 (c) 

for 2023 and (d) for 2030. It is observed that the peak efficiency values do not align with the highest capacity 

factors, and are generally achieved for combinations of intermediate solar multiples and storage capacities. 

While higher solar multiples and larger storage can enhance the plant’s ability to produce hydrogen 

consistently, they can also lead to inefficiencies, such as excess heat that cannot be effectively converted or 

stored. This discrepancy occurs because optimizing for continuous operation and maximizing output does not 

always match the conditions that yield the highest conversion efficiency. For example, the process may be less 

efficient when powered by heat from the TES due to lower temperatures when compared to the heat provided 

directly by the solar field, and during part-load conditions, where power block efficiency decreases at lower 

steam mass flow rates, temperatures, or pressures. 

In our simulations it was obtained similar maximum efficiencies for 2023 and 2030, about 12 % for a 

combination of solar multiple of 2.41 and 5.51 hours of storage. The value is slightly increased in 2030 mainly 

due to reduced degradation expected for the SOEC stacks, resulting in a lower average specific electrical 

consumption by the stacks over their lifetime. This improvement for the future scenario could be further 

improved if enhancements of the CSP performance (e.g., higher HTF temperature, more efficient power blocks 

and/or SCAs) are considered. 

 
4.4. Levelized cost of hydrogen 

Finally, the results of the LCOH for various combinations of solar multiple and storage capacity are presented 

in Figure 5 (a) for 2023 and (b) for 2030. We considered it as the most important indicator, since it allows 

comparison with other hydrogen production processes and cost targets. For the 2023 scenario, which includes 

higher specific costs for purchasing and maintaining the solar and electrochemical components of the plant 

and decreased durability of the stacks in the HTE-SOEC system, the minimum LCOH is significantly higher 

compared to the 2030 scenario. The 2030 scenario benefits from more favorable technical and economic 

conditions. Specifically, for 2023, the lowest achieved LCOH is 7.88 EUR kg-1 with a solar multiple of 2.29 

and 10.65 hours of storage. In contrast, for 2030, the LCOH decreases to 4.83 EUR kg-1 with a solar multiple 

of 2.35 and the same storage capacity. 
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The analysis also suggests that storage capacities exceeding 18 hours could potentially lead to even lower 

LCOHs. However, due to their extensive size, storage capacities beyond that were not evaluated in this study, 

and could be the subject of future studies. Additionally, improvements in CSP plant performance and economy 

of scale factor for component costs could further reduce the LCOH. These factors were not included in our 

study but could further lower the optimal LCOH, especially if larger storage and more extensive solar fields 

were used. 

 

  

Fig. 5: Isolines for the key performance indicators of the process according to different combinations of solar multiple and 

storage capacity considering current (2023) and future (2030) assumptions. Capacity factor for 2023 (a) and 2030 (b); Solar-to-

fuel efficiency using hydrogen’s LHV for 2023 (c) and 2030 (d); and levelized cost of hydrogen for 2023 (e) and 2030 (f). 

Compared to the literature reviewed in the introduction section, which reports LCOHs ranging from 2.61 to 

8.23 EUR kg-1, our model yields comparable results for both current and future scenarios, but costs remain 

higher than the lowest LCOH identified. Nevertheless, this direct comparison is not simple, as relevant 

disparities are present in LCOH calculation methods, site-specific meteorological conditions, and differing 
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economic assumptions, including the use of different base years for economic analyses. Since our study adjusts 

cost assumptions for inflation, it is expected to produce less competitive but realistic results. Further 

improvements in the process, TEA methodology, and comparisons under consistent boundary conditions could 

provide clearer insights into the advantages and disadvantages of each process. 

 
4.5. Sensitivity analysis 

After the parametric analysis, a sensitivity analysis was conducted to further explore how varying key input 

variables affect the LCOH. Figure 6 presents a detailed sensitivity analysis, showing the impact of nine 

variables on LCOH for both 2023 and 2030 scenarios. These variables include interest rates, cost of 

components, O&M, and utilities. 

 

Fig. 6: Sensitivity of the LCOH on the variation of selected input variables in ±10 % considering the 2023 and 2030 scenarios. 

It was found that while sensitivity patterns remain consistent between the 2023 and 2030 scenarios, the impact 

range for some variables varies more significantly. The most significant influence on LCOH is the interest 

rate; reducing it by 10 % results in a 4.6 % decrease in LCOH for 2023 and a 5 % decrease for 2030. 

Fluctuations in the interest rate beyond this are common, underscoring its importance in evaluating the cost-

effectiveness of this capital-intensive technology. For example, if the interest rate changes from 7.5 % (the 

value considered in our study) to 5 %, the LCOH decreases to 6.61 EUR kg-1 for 2023 and 4.13 EUR kg-1 for 

2030. Following interest rates, the next most relevant parameters identified were the specific costs of the solar 

field and the HTE system, reinforcing the significant influence of the uncertainties in cost projections of both 

systems to the quality of such TEA studies. 

After interest rates, the specific costs of the solar field and the HTE system emerge as the most critical 

parameters, highlighting how uncertainties in the cost projections of both systems can significantly impact the 

quality of TEA studies and make direct comparisons with literature challenging. 

Conversely, variables such as the water, grid electricity and the O&M costs for the HTE and CSP systems 

exhibit less significative impact on LCOH in both scenarios. The bars representing these variables are 

comparatively short, indicating that changes in these factors have a relatively small effect on the overall LCOH. 

5. Conclusions and outlook 

This study provides a comprehensive techno-economic analysis of integrating a concentrated solar power 

(CSP) plant using parabolic trough collectors and high-temperature electrolysis using solid oxide electrolysis 

cells for hydrogen production, focusing on Ouarzazate, Morocco. Through numerical simulations in EBSILON 

Professional and ASPEN Plus, we assessed the performance, efficiency, and costs of this system, uncovering 

several key findings and possibilities for further research. 

Effective thermal and electrical integration between the CSP plant and the electrolysis system was evident 

from the schematic process flow diagram and performance parameters, demonstrating promising efficiency 
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and cost-effectiveness. The system achieved a peak capacity factor of approximately 61.75 % in 2023, 

projected to slightly rise to 62.20 % by 2030, reflecting anticipated improvements in electrolysis cell durability. 

Although the peak solar-to-fuel efficiency peak, around 12 %, did not correspond with the highest capacity 

factors, it highlighted the need for a trade-off between continuous operation and efficiency. Simultaneously, 

the levelized cost of hydrogen (LCOH) decreased significantly from 7.88 EUR kg-1 in 2023 to 4.83 EUR kg-1 

by 2030, demonstrating the economic benefits of technological advancements and enhanced system 

performance and economics. Finally, the sensitivity analysis revealed that factors like interest rates and solar 

field and electrolysis cells specific costs play a big role in the LCOH due to the process capital intensity. 

Future research ought to explore several areas aiming to further optimize the synergies of solar and high-

temperature electrolysis systems. Integrating photovoltaic systems to the CSP plant could enhance energy 

output and efficiency by providing additional low-cost electricity and increasing thermal energy storage 

temperatures. Additionally, using solar power towers in CSP plants could offer both electricity and higher-

temperature heat, potentially improving operational efficiency and reducing even more the electrolysis 

electrical consumption. Moreover, comparing this production pathway with alternative hydrogen production 

methods, evaluating the impact of scale, location, and technological advancements of CSP on future scenarios 

will be crucial for refining cost predictions and enhancing economic feasibility assessment, potentially make 

it even more attractive and able to outperform competitor technologies, and therefore will follow in next 

studies. Finally, a life-cycle assessment of such system could potentially shed light not only its economic 

benefits but also its environmental advantages, leveraging one of the key strengths of CSP and CST 

technologies. Addressing these aspects will advance efficient and cost-effective hydrogen production, 

leveraging solar energy sustainably. 
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 Abstract  

A solar box cooker using a 12 V DC fan in the forced convection mode is experimentally evaluated. The 

experimental tests use two black stainless steel cooking pots with and without storage. The storage system 

consists of a glass bowl with 500 g of granite, and one pot is placed inside the glass bowl. The experimental 

tests are carried out for a 10-hour interval. The first part of the experiments involves testing without any load 

for 4 hrs to establish the stagnation temperatures. The second part of the experiment consists of loading the 

cooking pots with 1 litre of water for 6 hrs. The pots with and without storage are tested simultaneously in the 

solar cooker. Experimental results without the fan blowing and without the load show that the highest 

temperatures for the storage and non-storage cases are around 142 and 123 oC, respectively. For the case of 

forced convection using the fan without the load, the corresponding maximum temperatures in the cooking 

pots are around 156 and 135 oC, respectively. During the 6 hrs water heating cycle, maximum temperatures 

attained for the storage and non-storage cases are 92 and 81 oC without the fan. These maximum temperatures 

are comparable to the forced convection maximum temperatures of 93 and 82 oC, achieved at about the same 

time. The first figure of merits (F1) for the storage case with and without the fan of 0.121 and 0.110 oC/(W/m2) 

is greater than those of the non-storage case of 0.102 and 0.092 oC/(W/m2), respectively. Using the fan results 

in an improvement of the first figure of merit. The storage case shows better performance in terms of the higher 

cooking temperatures achieved and the higher first figure of merits; however, there is no advantage to using 

forced convection when the pots are loaded after achieving higher temperatures in the no-load tests. 

Keywords: Forced convection, Sensible heat storage, Solar box cooker, Thermal performance 

1. Introduction 

Solar cookers are environmentally friendly cooking devices that use the sun's energy, thus reducing greenhouse 

gas emissions [1]. The three main types of solar cookers are concentrating solar cookers, panel cookers, and 

box cookers. Box and panel cookers achieve lower operating temperatures than concentrating solar cookers, 

but they are safer and do not need too much operator intervention, like consistently tracking the sun and 

ensuring that food is not burnt [2]. Panel cookers are usually limited to smaller cooking pots and have lower 

efficiencies than box solar cookers. In terms of the compromise between safety, reasonable cooking size, cost, 

ease of use, and acceptable cooking temperatures, the box solar cooker is a viable option compared to the other 

options.  

As with all solar cookers, box cookers cannot operate optimally under low solar radiation conditions, and their 

cooking speed and temperatures are low. Recent work has focused on incorporating thermal energy storage 

(TES) with solar box cookers to improve their off-sunshine performance [3-8]. Goyal and Eswaramoorthy [3] 

presented theoretical and experimental results of a solar box cooker with sensible heat storage. Their results 

showed that using marble as the storage material made cooking possible at night. Verma et al. [4] developed 

an analytical model for a solar box cooker with sensible heat storage. The results revealed that the storage 

should be charged for the whole solar period but for an optimal period, which is valuable for storing thermal 

energy.   Cuce [5] presented an experimental investigation of a box solar cooker using Bayburt stone as the 

TES material. Bayburt stone was suitable for s efficient and continuous solar cooking. Cooking A multi-criteria 

decision-making technique for an optimal section of phase change materials (PCMs) for a solar box cooker 

was presented by Anilkumar et al. [6]. Erythritol was recommended as the most suitable PCM for a solar box 

cooker with storage. Coccia et al. [7] also investigated the use of erythritol in a solar box cooker. They found 
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that erythritol extended the average load cooling time, in the range of 125–100 °C, to around 351 % compared 

to the case without storage. Although latent heat storage using PCM provides a more significant energy storage 

density than sensible heat storage, its main drawbacks are the cost, low thermal conductivity and degradation 

after numerous charging and discharging cycles. Thus, sensible heat storage is more viable in terms of cost. A 

viable sensible heat TES material is granite, used in recent solar thermal applications because of its cheapness, 

non-toxic nature, and availability worldwide [8-12].  

A method to improve heat transfer and operating temperatures in a solar box cooker uses a heat circulation 

fan, which has yet to be explored [13]. To improve the thermal performance of solar box cookers, a forced 

convection solar cooking mode using a 12 V DC fan powered by a battery charged with a 30 W solar panel is 

presented. This paper considers two black stainless cooking pots with and without heat storage. The heat 

storage material used is granular pebbles. The paper aims to investigate the effect of forced convection on the 

solar cooking process for cooking pots with and without storage. The novel aspect of the study is comparing 

solar cooking pots with and without storage in a forced convection mode, which has rarely been reported. The 

storage material is also enclosed in a glass bowl to reduce heat losses, and this has yet to be investigated.   

2. Experimental method 

The experimental setup showing two cooking pots inside a solar box cooker is shown in Figure 1. All pots are 

made of stainless steel, and they are painted black. One pot is enclosed in a glass bowl containing 500 g of 

granite as the sensible heat storage material. The capacity of the pots is 1 litre. The dimensions and 

specifications of the solar box cooker, cooking pots, glass bowl and storage material are shown in Table 1. A 

12 V DC fan is driven by a 12 V 7 Ah battery that is charged by a 30 W solar panel (not shown in Figure 1). 

The battery is charged with a maximum power point tracking (MPPT) charge controller. The fan runs 

continuously for 10 hrs during the experimental test period when testing forced convection heating. The first 

four (4) hours of the experimental tests involve heating the pots without the load to establish the stagnation 

temperatures. After that, the next six (6) hours are water heating tests with one litre of water placed in each 

pot. Experimental tests are conducted with and without the fan to compare natural and forced convection 

heating. Two K-type thermocouples measure the temperatures in the pots during the experimental tests. 

Another K-type thermocouple measures the ambient temperature. Global solar radiation is measured using a 

Kipp and Zonen CMP11 pyranometer. All thermocouples and the pyranometer outputs are connected to the 

channels of a  Sefram DAS 240 datalogger, which records the experimental data at 10 s intervals. 

Table 1: Dimensions and specifications of the solar box cooker and associated experimental components  

 

Parameter                               Value 

Length of box cooker (m) 0.590 

Width of box cooker (m) 0.540 

Height of box cooker (m) 0.250 

Area of glass glazing (m2) 0.207 

Aluminium reflector area (m2) 0.230 

Diameter of cooking pot (m) 0.130 

Height of the pot (m) 0.100 

Volume of the pot (m3) 0.001 

Material of pot             Stainless steel 

Volume of glass bowl (m3)               0.025 

Storage material              Granite 

Storage mass (kg)              0.500 

Specific heat capacity of 

granite (J/kgK) [9] 
             798          
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Figure 1: Experimental setup of the solar cooking experiments showing the storage and non-storage cooking 

pots, the 12 V DC fan, the charge controller, and the 12 V battery.  

3. Thermal analysis 

To evaluate the solar box cookers with and without storage around the cooking pot, the first figure of merit 

(F1) proposed by Mullick et al. [14] and also used in Refs. [3, 12] is utilized. It is defined as: 

𝐹1 =
𝑇𝑎𝑏𝑠 − 𝑇𝑎𝑚𝑏

𝐼
                                                                                                                                                               (1) 

, where 𝑇𝑎𝑏𝑠 is the stagnation temperature of the absorber (empty pot in this case), 𝑇𝑎𝑚𝑏 is the ambient 

temperature and 𝐼 is the solar radiation. Average values towards the end of the heating tests were considered 

in the experiments. Other important quantities, such as the thermal efficiency and the second figure of merit 

(F2), were not considered as the load was only added after peaking solar radiation conditions had elapsed. 

These parameters are usually evaluated under load conditions at intervals of ±2 hrs from solar noon. It was not 

possible to calculate the second figure of merit and the water heating (thermal) efficiency using an empty pot 

during stagnation temperature heating tests.  These parameters will be presented in future work since the aim 

of the study was limited to understanding the effect of forced convection on the temperatures of a solar box 

cooker with and without heat storage surrounding the cooking pot. 

Another important parameter that could be derived from the experiments was the cooking power after loading 

the pots with water. It is expressed as [3]: 

𝑃𝑊 =
𝑚𝑤 (𝑇𝑊𝑓 − 𝑇𝑊𝑖)

∆𝑡
                                                                                                                                                    (2) 

, where 𝑚𝑤  is the mass of the heated water, 𝑇𝑊𝑓 is the final maximum water temperature achieved, 𝑇𝑊𝑖 is the 

ininitial water temperature and ∆𝑡 is the time interval to from the initial to the maximum water temperatures. 

4. Results and discussion 

Figure 2 (A, B) shows experimental solar heating tests with and without using the fan for a 10-hour test period 

on 9 March 2024 (without fan) and on 10 March 2024 (with fan). The average solar radiation for the test using 

the fan (740 W/m2) is comparable to that without using the fan (772 W/m2). The maximum temperature 

12 V DC 

Fan 

Pot 1 

With 

Storage Pot 2 

Without 

Storage 

Charge 

Controller 

12 V Battery 
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achieved for the natural heating test using the pot with storage is around 142 oC compared to 123 oC for the 

pot without storage. This suggests that the glass bowl with storage reduces heat losses compared to the pot 

without storage. Higher temperatures are achieved for the forced convection case using the fan during the first 

four hours of heating compared to the case without the fan. The maximum temperatures achieved by the storage 

and non-storage pots are around 156 and 135 oC, respectively. These results suggest that forced convection in 

the solar box improves the heat transfer rate, resulting in higher temperatures. During the 6 hrs water heating 

cycle, maximum temperatures attained for the storage and non-storage cases are 92 and 81 oC without the fan. 

These maximum temperatures are comparable to the forced convection maximum temperatures of 93 and 82 
oC, achieved at about the same time. The results suggest that forced convection is insignificant when the pot is 

fully loaded to its maximum capacity. 

Additionally, the pots without forced circulation show slightly higher temperatures at the end of the testing 

period. This suggests the fan tends to cool the surrounding air when solar radiation values become low. The 

temperature difference between the storage and non-storage case is more significant during forced convection 

heating, suggesting that this mode of operation is more beneficial to the case with storage since it is circulated 

more in the storage medium.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Experimental results of solar heating tests (A) without forced convection (no fan) and (B) using the 

fan (forced convection).   
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The first figures of merit obtained for the storage case with and without the fan are 0.121 and 0.110 oC/(Wm2), 

respectively, showing better performance for forced convection. Similarly, the forced convection mode for the 

non-storage case shows a higher first figure of merit of 0.102 oC/(W/m2) compared to 0.092 oC/(W/m2) for the 

case without a fan. The storage case with a glass bowl reduces heat losses, showing higher first-of-merit values 

compared to the non-storage case. The values of the first merit obtained in the experiments are higher or 

comparable to related recent work on solar box cookers with sensible heat storage [3, 12]  F1 values obtained 

by Saxena et al. [12] in the range of 0.011-0.012 oC/(W/m2) are much lower than those presented in this paper 

of 0.092-0.121 oC/(W/m2). On the otherhand the F1 value of 0.1325 oC/(W/m2) obtained by Goyal and 

Eswaramoorthy [3]  is slightly greater but comparable to the maxmimum F1 value of 0.121 oC/(W/m2) obtained 

in this work. The water heating powers for the cases without the fan are 19.0 and 16. 6 W, respectively, for the 

non-storage and storage cases. These water heating powers are comparable to the cases with fan of 20.5 and 

16.0 W, respectively. A direct comparision of the water heating power values with work presented in Refs. [3, 

12[ is not possible since the authors calculated the water heating power  during the solar heating period unlike 

our case where we first achieved maximum stagnation temperatures and then added water. Although the forced 

convention mode shows higher temperatures and the first figures of merits compared to the mode without the 

fan during no-load conditions, there is no advantage of using forced convection when the pots are loaded after 

achieving higher temperatures in the no-load tests. This is because similar temperatures are obtained after 

loading the pots with water, regardless of the higher no-load temperatures obtained with forced convection. 

These similar temperatures resulted in almost similar water heating powers. 

5. Conclusion 

Experimental results of solar heating tests with and without forced convection have been presented for storage 

and non-storage cases for a solar box cooker. The main conclusions of the experimental tests were: 

1. Experimental results without the fan blowing and without the load showed that the highest 

temperatures achieved for the storage and non-storage cases are around 142 and 123 oC; the case of 

forced convection without the load showed higher temperatures of 156 and 135 oC, respectively. 

Higher temperatures were achieved with the storage case. 

2. For the case of water heating after the no-load heating, the maximum temperatures attained for the 

storage and non-storage cases using the fan were 93 and 82 oC. These maximum temperatures were 

comparable to the water heating tests without the fan, where the storage and non-storage cases 

achieved maximum temperatures of 93 and 82 oC, respectively. 

3.  The first figure of merits (F1) for the storage case with and without the fan of 0.121 and 0.110 
oC/(W/m2) were greater than those of the non-storage case of 0.102 and 0.092 oC/(W/m2), 

respectively. The first figure of merit improved with storage and an air-circulating fan. 

4. The water heating powers for the cases without the fan were 19.0 and 16. 6 W, respectively, for the 

non-storage and storage cases. These water heating powers were comparable to the cases with fans of 

20.5 and 16.0 W, respectively. 

5. Although the cases with the fan showed higher no-load temperatures and higher first-figure merits, 

there was no advantage of using the fan during water heating tests after stagnation temperature tests 

since almost similar maximum water temperatures were obtained. These similar temperatures resulted 

in almost similar water heating powers. 
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Abstract

Effective light trapping mechanisms in thin film polymer solar cells (PSC) are leveraged by employing group 

II-VI semiconductor quantum dots. Core-shell semiconductor quantum dots ( CdxS/Zn1-xS SQD) were 
synthesised via the microwave irradiation method. The SQDs were incorporated into the electron transport 
layer of PTB7:PC71BM blend PSC to assist in light trapping and charge collection processes. The measured 
device parameters suggest that the inclusion of SQD has significantly enhanced the solar cell's power 
conversion efficiency (PCE) due to improved energy transfer, exciton generation, and charge collection 
processes in PSCs. Moreover, the performances of the solar cells are found to be dependent on the 
concentration of SQD in the transport layer. Hence, the best efficiency recorded was 7.13% at an optimal 
concentration of 0.375 wt.%, which is an increment in PCE by nearly 23%.

Keywords: Quantum Dots, Polymer Solar cell, Solar Energy, 
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1.1 Introduction 

Solar energy remains one of the cleanest, and most desirable alternative sources of energy to replace those 

environmentally unfriendly yet depleted fossil fuels to reduce global greenhouse gases (Ritchie & Roser, 

2023). A vast amount of solar energy, radiated from the Sun per hour could have been enough to fulfil the 

energy demand for the world population for a year, but unfortunately, it is under-utilized and accounts for 

only about 4.5% of global electricity generation today, according to the International Energy Agency (IEA). 

This is due to various reasons ranging from cumbersome manufacturing processes, high cost of solar cell 

fabrication, and knowledge gaps on renewable energy sources.  Interestingly, organic solar cells (OSC) are 

cost-effective, lightweight, solution-processable and suitable for roll-to-roll production making them more 

attractive from an economic perspective with the power conversion efficiencies (PCEs) currently stands 

over 20%, which is comparable to several to inorganic solar cell technologies (Guo et al., 2023). However, 

OSCs still suffer from a shortfall in photons to energy conversion efficiencies because of inherent 

inadequacies and challenges like environmental instability, low charge transport properties, non-robust 

temperature tolerance, narrow absorption range, competitive market, facelift cost etc. (Li et al., 2019; Ma et 

al., 2020).   

This study demonstrates the application of microwave-synthesised core-shell semiconductor quantum dot 
(SQD) (CdxS/Zn1-xS) in the electron transport layer of an inverted thin film polymer solar cell (TFPSC) 
containing photo-active layer blends of poly[[4,8–bis[(2-ethylhexyl)oxy]benzo[1,2-b’]dithiophene-2,6-
diyl][3-fluoro-2-[(2-ethyl hexyl)-carbonyl]thieno[3,4-b]thiophenediyl]]:[6,6]-phenyl C71 butyric acid methyl 
ester (PTB7:PC71BM).  The SQD materials (CdxS/Zn1-xS) with medium energy bandgap core and wide 
bandgap shell were used in the electron transport layer of TFPSC to assist in improving light trapping in the 
medium. These combined effects of core-shell SQD can be used to broaden optical absorption spectra leading 

to high light trapping resulting in an improved solar cell performance.   

1.2 Synthesis of Semiconductor Quantum Dots 
The bottom-up synthesis method involving two precursors was employed here designed by Soltani et al., Shi 

et al., and Rafea et al (Rafea et al., 2009; Shi et al., 2011; Soltani et al., 2012) . The core-shell SQD was 

synthesised via a two-step path: synthesis of core (CdxS) followed by the shell's growth (Zn1-xS). 1.33265 g of 

Cadmium acetate was dissolved in a beaker containing 100 mL of ethylene glycol to obtain 0.05 M, thiol-

stabilized with 4 mL thioglycolic acid followed by addition of 0.56343 g (75 mmol) of thioacetamide.  The 

reaction was allowed to stir for about 10 min at about 5000 rpm.  The reaction was then transferred into Russel 

Hobbs (Model no. RHEM21L) domestic microwave with an output power of 700W, the reaction was made to 

follow a working cycle of 30% for 25 minutes.  The second precursor was achieved via the same process with 

lower concentrations, 0.54873 g (25 mmol) of zinc acetate was dissolved in a beaker containing ethanol, stirred 

for ten minutes at a speed of 5000 rpm, and later transferred to a microwave oven following a similar working 

cycle used for the core precursor.  The precursors were added dropwise and allowed to disperse uniformly 

using a sonication bath for 60 min at 40ºC. The final precipitates were cooled to room temperature and 

centrifuged for about 10 min at a speed of 4000 rpm.  This was followed by re-dispersing in deionized water 

and ethanol several times to remove the excess ionic remnants. Eventually, the SQD was dried in a vacuum 

oven at 60ºC for 24 h and its morphology was later subjected to various characterisation techniques.  

1.3 J-V Characteristics of the Devices 
An inverted device architecture composed of different layers of materials shown in Fig. 1a is employed in the 

current investigation.  The current density-voltage (J-V) characteristics data under illumination conditions were 

measured from the fabricated solar cells are provided in Table 1. The data clearly shows an increase in the 

measured photocurrent as the result of the inclusion of SQD in the charge transport layers at different 

concentrations. Furthermore, the performance of the devices is found to be dependent on the concentration of 

the SQD in the medium. The best device performance found was PCE = 6.62% at the concentration of 0.375 

wt%. This is growth in PCE by nearly 16% compared to the reference cell. Furthermore, the influence SQD 

on charge generation/recombination processes were analysed using generated photocurrent (𝐽𝑝ℎ) and effective 
voltage (𝑉𝑒𝑓𝑓)  as presented in Fig. 1d to deduce exciton dissociation efficiency, charge collection efficiency, 
and saturation current (𝐽𝑠𝑎𝑡). The latter was used to determine the maximum exciton generation (𝐺𝑚𝑎𝑥 = 
𝐽𝑠𝑎𝑡

𝑞𝐿⁄ ). The probabilities of charge dissociation (𝜂𝑑𝑖𝑠𝑠)  and collection (𝜂𝑐𝑜𝑙𝑙 ) of the pristine and modified
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devices were determined by evaluating (
𝐽𝑝ℎ

𝐽𝑠𝑎𝑡
⁄ ) under short circuit and maximum power output area of the 

curve, respectively.  The device with 0.375 wt.% exhibited the highest probability of dissociation and 

collection of charges with magnitude of 94.71% and 69.9%, respectively as provided in Table 2.   

 

 

Table 1: The Thin film Polymer solar cells’ parameters for devices with/without SQD devices in ETL 

ZnO:/CdxS/Zn1-xS 𝑉𝑜𝑐 (V) 𝐽𝑠𝑐 (𝑚𝐴𝑐𝑚−2) FF (%) PCE (%) R𝑠(Ω) RSH (KΩ) 

Pristine 0.69 ± 0.01 15.49 ± 0.18 52.59 ± 1.04 5.70 ± 0.08 291.5    8.78 

0.125 wt.% 0.63 ± 0.01 17.90 ± 0.93 53.30 ± 1.04 6.62 ± 0.08 234.2    8.68 

0.375 wt.% 0.65 ± 0.02 18.95 ± 0.55 54.62 ± 1.62 7.01 ± 0.12 229.2    8.82 

0.625 wt.% 0.64 ± 0.04 14.33 ± 0.04 52.00 ± 1.43 4.81 ± 0.08 514.1    10.1 

 

 

 
Fig. 1.  (a) Inverted device architecture of PSC with modified ETL (b) J-V graphs under illumination & (c) J0.5-V 

graphs under dark conditions (inset SCLC) (d) 𝐉𝐩𝐡 vs. 𝐕𝐞𝐟𝐟 for TFPSCs pristine and modified ETL devices. 

 

 

Importantly, all SQD incorporated devices showed enhanced dissociation efficiency, underscoring the positive 

impacts of the SQD doped into the ETL buffer layer. On the other hand, the impact of SQD on the charge 

transport processes were investigated using the measured space charge limited current (SCLC) taken without 

the influence photons generated current. The Mutt-Gurney charge transport equation eq (1) is used to compare 

with the SCLC data to be able to derive the transport parameters. The low field mobility (𝜇𝑙), which is a 

Table 2: Charge transport parameters of TFPSCs w/wo SQD in electron transport layer 

ZnO/CdxS/Zn1-xS  𝜇𝑙(cm2S-1V-1) γ (cm V-1) 𝐺max(𝑚−3𝑠−1) 𝜂𝑑𝑖𝑠𝑠 (%) 𝜂𝑐𝑜𝑙𝑙 (%) 

Pristine 3.02 × 10−6 −6.58 × 10−5 1.08 × 1027 85.9 66.1 

0.125 wt.% 4.12 × 10−6 −1.76 × 10−4 1.32 × 1027 89.3 66.9 

0.375 wt.% 4.36 × 10−6 −1.29 × 10−4 1.35 × 1027 94.7 70.0 

0.625 wt.% 1.44 × 10−6 −7.67 × 10−6 1.02 × 1027 87.8 62.1 
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measure of charge carriers’ movement in the TFPSCs under low electric field conditions and activation factor 

(γ) can be determined by an equation of the form:  

                                             𝐽 = 9
8⁄  𝜀𝑜𝜀𝑟𝜇𝑙

𝑉2

𝐿3⁄ 𝑒
0.89𝛾√𝑉

𝐿⁄
,  (1) 

where 𝜀𝑟 = 3.5 is the relative permittivity of PTB7:PC71B, 𝜀𝑜 is the permittivity of free space (=
8.85 × 10−12 𝑚−3𝑘𝑔−1𝑠4𝐴2), L(~ 150 nm) is the distance between the aluminium and ITO electrodes  (see 

Fig 1a). The linear fittings of  𝐽0.5 against V (obtained under dark conditions) as shown in Fig. 1c were 

eventually used to determine the values of the low field mobility for pristine devices and SQD-modified 

devices. The results of the analysis suggest that indeed the charge mobility in the medium has improved by a 

factor of 1.4 at the optimum SQD concentration in ETL compared to the reference cell. 

 

 
4. Conclusion 
Core-shell ternary semiconductor quantum dots (CdxS/Zn1-xS) were employed as a mechanism for light 

trapping in an inverted TFPSC whose photoactive layer is composed of PTB7:PC71BM blend. The devices 

with the modified electron transport layer showed significant improvement in power conversion efficiency and 

device stability compared to the reference cell. The investigation results suggest that the improved device 

performances depend on SQD concentration in the ETL. The optimum SQD concentration for the best device 

performance recorded was 0.375 wt.%, which resulted in PCE of 7.01%, which is an increase of 23.4% 

compared to the reference cell. Such enhanced solar cell performance was attributed to the improved excitons 

generation, and effective light trapping in the absorber medium. This study showed the characteristic synergy 

inherent in semiconductor quantum dots in improving the various metrics of thin film polymer solar cells 

ultimately leading to better device parameters and environmental stability.  
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Abstract 

This article investigates the integration of large-scale solar thermal fields with biomass boilers for district 

heating (DH) in rural areas, aligning with the principles of 4th Generation DH. Using TRNSYS 17 software, 

the technical and economic aspects of this integration were analyzed. The technical assessment revealed high 

specific solar productivities over 850 kWh.m-2 for small solar fractions and a corresponding optimum specific 

volume of the Thermal Energy Storage (TES). The economic analysis demonstrated the viability of solar 

installations in various scenarios, with the potential for levelized costs of heat (LCOH) to be under 

100 CHF/MWh. Overall, the study concludes that integrating solar thermal systems with wood chip boilers is 

technically feasible and financially advantageous. However, careful consideration of system configuration and 

financing is necessary for sustainable and high-performance solutions, ensuring optimal resource utilization 

and economic viability. 

Keywords: Solar district heating, evacuated flat plate collectors, biomass boiler, economic assessment, 

levelized cost of heat. 
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1. Introduction 

District Heating Networks (DHNs) play a crucial role in advancing the adoption of renewable energy sources 

and harnessing local heat resources, such as low-temperature waste heat, making them an essential component 

of sustainable urban and rural energy strategies (Jessen et al., 2014; Tschopp et al., 2022). Traditionally, DHNs 

have relied heavily on fossil fuels and high distribution temperatures, due to reasons linked to the energy 

source, the transfer substation design and the type of serviced building and its heating system. But the high 

temperature regime typically adopted in the majority of DHN currently in operation (120 to 90°C) is not 

particularly favorable to the integration of lower temperature energy and local heat sources. Integrating 

renewable sources like solar, geothermal and biomass energy into DH networks can significantly improve its 

energy efficiency and sustainability (Jodeiri et al., 2022), but it requires, among other interventions, lowering 

the DHN operating temperatures to maximize the renewable energy share, which in turn can further improve 

the DH network efficiency as distribution heat losses are reduced. Modern buildings, furthermore, feature 

lower heating energy needs and are often compatible to the lower temperature regimes due to larger heat 

distribution systems. For example, from the house radiators of the past, needing supply temperatures in the 70-

60°C range, nowadays, for new constructions, subfloor heating is frequently adopted, with supply temperatures 

typically around 38°C (Quiquerez et al., 2013). 

In this context, the evolution towards the 4th Generation District Heating (4GDH) would mark a significant 

shift (Lund et al, 2014). These modern networks operate at lower temperatures, typically between 30-50°C, 

enhancing their ability to integrate diverse renewable energy sources, including solar thermal, geothermal, and 

waste heat from industrial processes. These lower operating temperatures not only reduce heat losses, but also 

align with the increased efficiency of contemporary building heating systems, paving the way for more resilient 

and eco-friendly energy infrastructures and communities (Jenssen et al., 2014). In this framework, Ruesch et 

al. (2020) have investigated the potential for low-cost solar heat production and integration with biomass in 

Switzerland, with specific configurations achieving costs competitive with those of fossil fuels. The report 

underscores the ecological benefits of using solar thermal energy to offset biomass use during summer, thus 

conserving wood resources for winter when renewable alternatives are limited. Similar conclusions are 

obtained by Jobard et Duret (2022) through numerical simulation, confirming that integrating solar heat 

production can reduce startup cycles for wood boilers, though marginal increases may occur during mid-

season.  
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This paper aims at investigating the technical and economic performance of large-scale solar thermal plants 

combined with biomass boilers for DHNs in rural areas, by extending the analysis presented in Jobard et Duret 

(2022) to the case of evacuated flat solar collectors. In order to provide more realistic estimations, the original 

numerical model of the plant developed under TRNSYS and adopted to determine the impact of solar energy 

on the biomass boiler operability, was integrated with a TRNSYS model of a solar field made of 400 evacuated 

flat plate solar collectors manufactured by TVP Solar SA. This latter model, validated on the monitoring data 

of the SDH plant of Geneva, has been extrapolated to the lower operating temperatures typical of the 4th 

generation DH to precisely estimate the performance figures required for the economic analysis. 

2. Methodology 

The energy optimization and the investigation of the economic performance of solar-biomass systems for rural 

district heating has been carried out through a technical, economic and financial analysis. The technical 

analysis adopted TRNSYS 17 software to model a district heating power station made of 2 wood-fired boilers, 

each equipped with a flue gas condenser, integrated to a solar thermal plant and a thermal energy storage 

(TES), see Figure 1. The numerical model for the wood-fired section of the plant equipped with a TES was 

validated in a previous study by Jobard et Duret (2022), while the solar field model validation has been 

described by Duret et al. (in press). 

Several plant configurations were investigated to optimize the renewable heat production by varying the solar 

array size and the TES volume. A final economic analysis investigated the investment and operating costs in 

3 scenarios selected based on their respective solar fraction. A series of key performance indicators was then 

computed to allow an economic comparison among the selected scenarios. 

The technical assessment was based on the computation of a series of technical indicators (see CEA, 2018), in 

particular: 

• The solar annual yield (Q0,), which is the quantity of solar thermal energy collected by the power 

plant during 1 year of operation and injected into the TES or the DH, expressed usually in [MWh/y] or 

[kWh/y]. 

• The specific solar yield or specific heat production (spQ0), computed as the ratio between the solar 

annual yield and the total aperture area of the solar collectors (i.e. the aperture area is the area through 

which light can enter the collector); it is expressed in [kWh/m2/y]. 

• The solar fraction (SFr), which is an indicator representing the fraction of the total energy 

consumption satisfied by solar thermal energy. It is defined as the ratio between solar energy production 

 

Figure 1:  Simplified hydraulic diagram of the hybrid biomass-solar DH plant under study. 
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(in, e.g., [MWh/an]) and the total energy consumption of the plant in the same period (also in [MWh/an]); 

it is expressed in [%]. 

To carry out the economic analysis, on the other hand, the capital expenditures (CAPEX), or the investment 

costs, were considered, together with the plant operational expenditures (i.e., OPEX). A series of assumptions 

was made for the financial parameters of the economic analysis, like the nominal discount rate, the system 

lifetime, the market price for the auxiliary electricity consumption, the selling price for the heat injected by the 

plant on the DH network and energy price inflation rate. To assess the economic viability for each scenario, 

the following key performance indicators, selected again from CEA (2018), were computed: 

• The levelized cost of heat (LCOH), which is defined as the constant energy price in real terms 

required for the revenues generated from the project to be sufficient to obtain an internal rate of return 

equal to the discount rate. When using nominal figures, this indicator returns the average nominal price 

required trough the project's life to generate the required nominal return (Aldersey-Williams et Rubert, 

2019). The calculation formula is as follow: 

𝐿𝐶𝑂𝐻 =
𝐶𝐴𝑃𝐸𝑋+∑  𝑛

𝑡=1  
𝑂𝑃𝐸𝑋

(1+𝑟)𝑡

∑  𝑛
𝑡=1  

𝑄0(1−𝑑)𝑡

(1+𝑟)𝑡  
       (eq. 1) 

where CAPEX includes all the investment costs incurred at the beginning of the project (i.e., year 0); 

OPEX are the operational expenditures at year 𝑡; 𝑟 is the nominal discount rate; 𝑄0 is the annual heat 

delivered by the power plant to the DH network in year 0 expressed in [MWh/y]; d is the rate of panel 

degradation, in [%/y]; 𝑡 is the year under consideration; 𝑛 is the plant's lifetime, in [y]. 

•  The Payback Period (PP), which is the time needed to make the project profitable and to recover the 

initial investment. Expressed in [y], it gives the number of years after which the project's Net Present 

Value (NPV) becomes positive. 

• The Profitability Index (PI), which measures the profitability of an investment. It corresponds to the 

value created for each euro spent on the investment and it is expressed in [%]. It is computed as the rate 

between the sum of discounted future cash flow and the initial investment. 

• The Internal Rate of Return (IRR), which evaluates the profitability of an investment and is 

commonly adopted to compare investments projects. It is the discount rate at which the net present value 

(NPV) of all future cash flows (both incoming and outgoing) equals zero. 

By comparing the scenarios based on these KPIs, it is possible to gain an insight of the overall profitability of 

each system and rank them based on their LCOH. 

3. Simulation setup 

The model developed under TRNSYS makes use of specific "types", computational modules dedicated to 

performing the simulation of a particular plant component or process. Figure 2a and Figure 2b show the 

TRNSYS model for the complete plant and for the solar part, respectively. Among the adopted types, it is 

 

a) Overall TRNSYS model  b) TRNSYS model for the solar field and TES 

Figure 2: (a) General TRNSYS model for the hybrid biomass-solar DH plant; (b) TRNSYS model adopted for the solar 

field and integrated in the general model as a macro (black circle in (a)). 
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worth noting the adoption of type 869 for the biomass boiler, type 832 for the solar collector and type 60 for 

the TES. The reader can refer to Jobard et Duret (2022) to find the detailed description of the TRNSYS model 

based on the DH network of the town « Les-Ponts-de-Martel », exploited since 2007 and located in 

Switzerland. On the other hand, the solar field model is derived from the one of the solar DH plant of Geneva, 

equipped with TVP Solar SA evacuated collectors. Duret et all (in press) describe in detail the numerical model 

and its validation against measurement data acquired at a 1-per-minute sampling rate. The validated model has 

been then extrapolated to the case of the "Les-Ponts-de-Martel" DH, in which the solar field operates at lower 

temperatures (i.e., while the Geneva operates at 95-80°C in summer, the temperature regime of the rural DH 

under consideration in the same season is as low as 70-45°C). Table 1 resumes the main features of the 

modelled DH network. For the current study, the meteorological data were derived by the service provided by 

MeteoSwiss, the Swiss Federal Office of Meteorology and Climatology, while the DH temperature and power 

profiles were taken directly from the monitoring data of the DH network of Les-Ponts-des-Martel.  

4. Technical assessment 

 Once developed, the simulation model was used to evaluate the overall performance of the hybrid plant for 

several values of solar field aperture area, TES volume and solar fraction. Figure 3 shows the simplified but 

systematic procedure adopted to preliminary dimension the solar field and TES volume based on a target solar 

fraction value (Hiris 2022). For a given energy consumption, depending from the assumed solar fraction, the 

specific yield of solar collectors is estimated at an average value of 875 or 750 kWh/m2/y, which allow grossily 

 

Figure 3: Simplified procedure followed for sizing the solar field area and the TES volume from a target solar fraction 

Table 1: Main characteristics of the modelled DH network 

Modelled DH network parameter Value 

Annual total heat production, in [MWh/an] 5'830  

Annual consumption for DHW production, in [%] 30 

Nominal heating power @ -11°C, in [MW] 1.6 

Nominal power for DHW production, in [kW] 400 

No-heat temperature, in [°C] 16 

Distribution heat losses, in [%] 10  

Energy need 

B = 5.8 MWh/y

Solar fraction: 15% 

(SFr < 20 %)

Solar fraction: 30% 

(SFr >= 20 %)

Solar Field Aperture:Solar Field Aperture:

TES volume 

Solar field size 

defined

Define tilt and 

azimuth 

Specific TES volume:

 

Specific TES volume: 

 Vsp [m3/m2] = 0.9 x SFr Vsp [m3/m2] = 4.7 x SFr – 
       

ASF [m
2] = (B x SFr) / 875 ASF [m

2] = (B x SFr) / 750

VTES [m
3] = Vsp x ASF
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estimating the solar field area required. Once simulated, each configuration has been categorized by the 

corresponding collector area (ASF, in [m2]), the resulting specific solar yield (Q0,sp in [kWh/m2]) and solar 

fraction (SFr, in [%]), and the ratio between the TES volume and the field surface (i.e. or specific TES volume, 

VTES,sp in [m3/m2]). For the different modelled configurations, Figure 4 shows the resulting annual solar fraction 

and specific productivity as a function of the total field area and the TES specific volume. Solar array size 

varies between 1000 and 3500 m2, while the studied range of specific storage capacities is between 0.1 and 1.8 

m3/m2. As shown, high specific solar productivities are obtained for small solar fractions and small collector 

areas, as all the solar energy collected in the field can be dispatched to the DHN. For higher solar fractions, in 

particular during summer and at low load conditions, a larger part of solar energy cannot be readily dispatched 

to the DHN and needs to be stored in the TES, with increasing production temperatures, or even to be wasted 

to avoid stagnation. As a consequence, the specific productivity declines. For a given solar field size, 

furthermore, there exist an optimal value for the specific storage volume above which there is no significant 

increase in productivity of the solar field, as it can be inferred by the plateau in the specific productivity up to 

1500 m2 at high specific TES volume ratio and its decrease in value from a TES specific volume of 0.8 m3/m2 

to 1.6 m3/m2, shown in Figure 4.  

5. Economic analysis 

The hybridization of wood-based DH networks with solar thermal energy has several advantages, already 

mentioned beforehand. But different field-TES combinations have different profitability, which is 

understandably an important driver of the investment decision-making process. To investigate how the 

technical features of a solar-hybridization project of an existing biomass plant affect its profitability, an 

economic model based on discounted cash flow analysis was compiled and a sensitivity analysis on the LCOH 

was carried out. Three scenarios of interest were finally selected for further analysis and the relevant KPI 

introduced in section 2 were compared. 

 

 

Figure 4: Solar fraction and specific heat productivity for different solar array sizes and specific storage capacities 

obtained by TRNSYS simulation. 
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5.1 Economic model for KPI calculations 

For the purpose of building an economic model and compute the KPI introduced beforehand (i.e, LCOH, PP 

and PI), only the investments on the solar field, the TES, the control system and the solar piping for connection 

to the DH were taken into account. Conversely, costs related to adaptations to the wood-fueled boiler circuits, 

costs or benefits due to wood storage in summer, costs due to land or space acquisition or rent were not taken 

into account.  

The investment and installation costs for the solar field (solar collectors, supports, hydraulic components, 

control system, heat exchanger, i.e. the solar field CAPEX, noted CAPSF ) were estimated with eq. 2, based on 

private communications with technical partners of the HEIG-VD and for Switzerland. 

𝐶𝐴𝑃𝑆𝐹 = 2682 𝐴𝑆𝐹
0.826   (eq. 2) 

In eq. 2, CAPSF is the solar field capital expenditure, in [CHF], and ASF the solar field aperture area, in [m2]. 

The TES system was estimated, on the other hand, trough eq. 3, as a linear extrapolation of the trend derived 

from several offers obtained on the Swiss market for off-ground water-based TES tank volumes from 25 up to 

300 m3. 

𝐶𝐴𝑃𝑇𝐸𝑆 = 540.9𝑉𝑇𝐸𝑆 + 9045.3  (eq. 3) 

In eq.3, CAPTES is the TES capital expenditure, in [CHF], and VTES the TES useful volume, in [m3].  

The costs for the connecting conduits between solar field and DH network were estimated based on values 

provided by the Swiss Association of DH Networks (ASCAD) shown in Table 2, and based on the assumptions 

reported by Table 3. To complete the picture, operating expenditures were estimated conservatively by 

summing up 1%/y of the total solar field CAPEX and the costs due to the electricity consumption of the 

auxiliary equipment and pumps. Electrical consumption was evaluated by adopting an annual COP value for 

the solar field of 100 MWhth/MWhe, about 30% higher than the annual mean encountered on the SolarCADII 

and reported by Duret et al. (2022). The economic model was completed by a series of assumptions made on 

the main economic/financial parameters of the model, shown in Table 4. 

A sensitivity analysis of 30 cases was carried out with the aim of observing the evolution of the LCOH as a 

function of the size of the solar array and the storage volume, as shown in Figure 5. The analysis was carried 

Table 2: Costs of piping between solar field and DH 

network 

Conduit diameter, in 

[mm] 

Linear cost, in 

[CHF / m] 

80 478 

100 616 

125 762 

150 914 

200 1091 
 

Table 3: Assumptions made for the cost calculations related 

to connection piping. 

Parameter Value 

In-pipe water speed, in [m/s] 1 

Forward – return temperature 

difference, in [K] 
30 

Specific pic power of solar field under 

nominal conditions, in [W/m2] 
700 

 

Table 4:  Values adopted for the main parameters of the economic analysis. 

Economic model parameter Value 

Solar plant service life, in [y] 25 

Solar field yield degradation, in [%/y] 0.8 

Solar plant COP, in [MWhth/MWhe] 100 

Electricity price at t=0, in [CHF/MWh] 200 

Heat selling price at t=0, in [CHF/MWh] 120 

Annual energy price increase, in [%] 3 

Nominal discount rate, in [%] 5.2 
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out by varying the solar field area in 500 m² steps between 1000 m² and 3500 m², and assuming values for the 

specific TES volumes of. 0.1, 0.2, 0.4, 0.8 and 1.6 m3/m².  As shown in Figure 5, for a given specific TES 

volume, the LCOH as a function of solar aperture area show a minimum after which any increase in the solar 

surface is less than optimal. An increase in specific TES volume, on the other hand, affects the LCOH 

negatively as it is shown from all the curves derived for ratios bigger than 0.1 m3/m2. When the increase in the 

size of the storage volume allows increasing the solar fraction, there are gains in solar heat production but these 

are offset by the higher investment costs for the purchase of the larger storage. In order to reduce investment 

and LCOH, it is preferable to opt for small-scale storages. 

5.2 Study cases and KPI comparison 

In Figure 5, the minimum value of the LCOH for the simulated DH network is found at about 92 CHF/MWh 

for a solar fraction of about 21%, featured by a 1500 m2 solar field, equipped with a TES volume of 150 m3. 

Three scenarios among those taken into account for the sensitivity analysis were then selected around this 

optimal case. The three scenarios refer to the same DH network consumption, but they feature differences in 

solar field area and TES volume. The analysis compared a hybrid plant made of a 1000 m2 solar field equipped 

with a 135 m3 TES to solutions consisting of a 1500 m2 solar field equipped with 300 m3 TES and a 2320 m2 

solar field equipped with a 1500 m3 TES. As such, the scenarios featured specific TES volumes of 0.135, 0.2 

and 0.64 m3/m2, respectively., while Table 5 shows the values of the main KPIs computed for the three 

scenarios. As shown, scenario 1 and scenario 2 feature similar values of LCOH, while scenario 3 shows the 

highest value. This latter scenario, in fact, is equipped with a TES that features a specific volume of about 0.64 

m3/m2, much higher than the others, whilst also featuring the lowest specific productivity. The much larger 

size of TES volume allows to cover about 30 % of the energy consumption, but the profitability of the project 

is affected by its costs, as it is shown by the IRR values evaluated at the heat selling price (including energy 

inflation) and according to the values shown in section 2. 

  

 

Figure 5:  LCOH for a hybrid biomass-solar plant as a function of the solar fraction, the size of the solar array and the 

storage volume. 
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 5.3 Impact of business model on the LCOH.  

Based on the type of adopted business model, the same solution of solar energy integration may have a different 

economic impact on the overall cost of heat. To address this question, the following two business models were 

analyzed in reference to the case featuring the lowest value of LCOH: 

• The owners of the DH network and plant are members of the rural community and they are reunited 

as a "Cooperative". 

•  The DH network and plant are owned by an ESCO (Energy Service Company) external to the rural 

community. 

To evaluate the impact on the energy bill of the DH customers, heat costs from the biomass plant (i.e., 

87 CHF/MWh in 2019 for the DHN of " Les-Ponts-de-Martel") and from the solar plant can be weighted 

according to eq. 4 to estimate the mean heat cost issued by the hybrid plant. 

𝐿𝐶𝑂𝐻𝑚𝑒𝑎𝑛 = LCOH𝑆𝐹 ∗ 𝑆𝑜𝑙𝑎𝑟𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛 + (1 − SolarFraction) ∗ LCOH𝑏𝑖𝑜𝑚𝑎𝑠𝑠  (eq. 4) 

In the "Cooperative" case, the aim of the owners is to have the lowest possible cost for the energy that the DH 

produces and distributes, as they are not interested in a real margin (apart from a small fee meant to pay for 

operating and managing the energy system). In this case, as there's no interest in having a positive NPV, the 

LCOH for solar heat can be taken equal to the minimal LCOH (92 CHF/MWh). By assuming 87 CHF/MWh 

for the biomass heat and 21% for the solar fraction, it can be calculated that the rural community will have 

access to heat at an average price of 88.05 CHF/MWh. This figure is 1.08 CHF/MWh higher than the biomass-

only case, but adding the solar field has many benefits, among others the reduction of the number of cycles 

featured by the biomass boilers in one year, impacting emissions particularly in summer (Jobard et Duret, 

2022). 

In the ESCO scenario, on the other hand, the investing and operating entity is a private company, which creates 

value by charging for the supply of energy to its customers and it is constrained to provide a return to its 

investors. One may consider, for example, that the ESCO is only willing to invest in projects that have a PP 

value of 15 years or lower (i.e., corresponding to a heat cost of 128 CHF/MWh). In this case, the solar heat 

cost is substantially larger than the LCOH, as the ESCO requires a margin to compensate its investors for the 

risk undertaken and service its debt. In this case, the average selling price for the DH heat can be computed at 

95 CHF/MWh. In this latter case, the cooperative would disburse 7-8 CHF/MWh more than for the biomass-

only production managed by the Cooperative itself, highlighting the importance of collaboration between 

stakeholders to achieve balanced financial objectives. 

 

 

Table 5: KPI values computed for the three scenarios. 

Parameter Scenario 1 Scenario 2 Scenario 2 

Solar field aperture area, in [m2] 1000 1500 2320 

TES Volume, in [m3] 135 300 1500 

Yearly solar yield, in [MWh/y] 855 1'227 1'733 

Specific yearly solar yield, in [kWh/m2/y] 855 818 747 

Solar fraction, in [%] 14.7 21 29.7 

CAPEX, in [CHF] 980'700 1'412'580 2'573'162 

LCOH, in [CHF/MWh] 105.3 105.6 135.5 

NPV @ selling price, in [CHF] 679'210 968'775 706'304 

PP @ selling price, in [y] 12.4 12.5 18.2 

PI @ selling price, in [y] 1.69 1.68 1.27 

IRR @ selling price, in [%] 11.4 11.3 7.8 
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6. Conclusions 

This study highlights the technical and financial viability of the integration of solar thermal technology with 

wood chip boilers. Such an addition can enhance energy efficiency, reduce CO2 emissions, and optimize costs. 

In particular, it analyses the technical and economic performances of the integration of a large-scale solar 

thermal field with biomass boilers for district heating (DH) in rural areas, as aligned with the principles of 4th 

Generation DH for sustainable energy systems. The technical analysis shows that combining solar thermal 

energy with existing boilers significantly boosts renewable heat production, with a potential optimal solar 

fraction of about 21 % for the chosen location, Les-Ponts-Des-Martel, a small rural village in Switzerland. 

Financially, the study confirms that most configurations are economically feasible, with careful consideration 

of solar field size, storage volume, and associated costs. An optimal TES volume can be identified with respect 

to the target solar fraction and the surface of the solar field. Two financing scenarios were furthermore 

explored: one involving cooperative members as investors, which keeps heat costs stable and close to the 

break-even point, and another with third-party investors, which provides financial gains while maintaining 

reasonable consumer costs. Overall, the study supports the integration of solar thermal systems, provided that 

the optimal plant configuration and financing scheme are selected. 
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Abstract 

Population growth and changing consumption patterns are intensifying the use of fresh water worldwide. While 

large-scale, expensive desalination solutions do exist, there is still a need for low-cost solutions for populations 

located far from major centers and in financial need. The main objective of the project is to design a low-cost and 

low-environmental footprint solar-powered seawater desalination unit and to verify its performance using a custom 

numerical simulation tool. The second objective is to provide a summary economic analysis to target the potential 

cost of water production when the single-basin still is compared with a double-basin still with similar characteristics. 

This numerical study of two types of solar stills – without technological improvements such as fins, sponges, etc. –

shows that the production per m² of the two solar stills remains relatively low. Nevertheless, when ground space is 

available, simple solar stills appear to be robust, resilient, and cheaper solutions as a source of drinking water.  

Keywords: Feasibility study, low-cost desalination units, simple solar still. 

1. Introduction 

In 2015, 17 Sustainable Development Goals (SDGs) were proposed by the United Nations (UN). In particular, SDG 

6 aims to "ensure access to sustainably managed water and sanitation services for all". Although fresh water is a vital 

element for survival, this resource represents only 2.5% of all water on Earth, compared to the 97.5% occupied by 

salt water, which is unsuitable for human consumption. The issues surrounding water continue to grow (WHO, 2017). 

On the one hand, the amount of fresh water available is decreasing, whether through global warming, which 

accelerates evaporation, causes glaciers to melt and raise sea levels, or through water pollution linked to human 

activities, mainly industrial, agricultural, and domestic discharges. On the other hand, demographic pressure leads to 

an increase in needs, and therefore in consumption (UN, 2020). This gap between supply and demand, known as 

water scarcity or water stress, poses many risks, such as the transmission of diseases like cholera, premature deaths, 

migratory movements or conflicts directly related to access to water (WHO, 2019). Alongside this crisis, fossil energy 

sources commonly used to help with water pumping, treatment, and desalination are becoming increasingly 

expensive and emit greenhouse gases that intensify global warming, amplifying the problem (Al-Shayji, 2018). 

Moreover, technologies involving processes such as osmosis (direct or reverse), electrodialysis, nanofiltration, or ion 

exchange, even when operated using renewable energies, are often too expensive for many communities. In this 

context, the solar still is an ideal source of fresh water for both drinking and agriculture in remote areas. There are 

many types of solar stills; the simplest and most proven is the basin type (Bloemer et al., 1961).  

However, among the many variations of solar basins, several involve technologies designed to increase performance. 

Indeed, since the 1960s study by Bloemer et al. (1961) cited by Malik et al, (1982), which indicates that only about 

31% of the incoming radiation is used to evaporate the distillate (while cover reflection (11%) and absorption (5%), 

ground and edge losses (2%), radiative losses from the basin water to cover (26%), internal convection (8%), re-

evaporation of distillate and other losses (17%) complete the balance), researchers tried in many ways to improve 

this 60 years old threshold. To improve solar basins, fins, sophisticated absorbing materials, multi-basin stills, phase-

change materials, storage tanks, hybridation, nanocomposites, adjacent solar pond, specific configurations, floating 

plates, perforated plates, cascades, glass treatments, double glass, etc. were proposed (Panchal and Mohan, 2017) 

(Velmurugan and Srithar, 2011). 

Indeed, these improvements lead to increases in efficiency. But when space is available, is it the efficiency gains that 

matter? 

The main objective of the project reported in this article is to design a solar-powered seawater desalination unit to 
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reduce costs and environmental footprint and verify its performance using a numerical simulation tool. The unit, 

basically designed to avoid any fancy technological improvements such as those mentioned above, will be used to 

produce drinking water for small, isolated communities (i.e. communities that are not connected to a reliable drinking 

water distribution system, and for which drinking water supply options are limited and/or expensive) located on the 

seafront. The sole comparison is carried out between the single- and double-basin to discuss productivity in kg m-2 

per unit time and unit cost in $CA m-3 per unit time 

2. Brief literature review 

2.1. Desalination processes 

There are two main families of desalination processes: those with a phase change of the water, and those without. 

This review, due to limited space, can only mention a few references to available technologies and instead offers 

references on the state of desalination in the world. Table 1 and Table 2 list some of the studies reviewed in 

preparation for this article. 

Tab. 1: Phase change desalination processes 

Process Reference 

Multiple Effect Distillation Guimard, 2019, Liponi et al., 2020 

Flash Distillation by Successive Expansions Nannarone et al., 2017, Darawsheh et al., 2019 

Vapor Compression Lara, 2005, Bahar et al., 2004 

Freezing Kadi & Janajreh, 2017, Mandri, 2011 

Membrane Distillation Saadat et al., 2018, Lawson & Lloyd, 1997  

Direct Solar Desalination Chauhan et al., 2021, Arunkumar et al., 2019 
 

Tab. 2: Desalination processes without phase change 

Process Reference 

Reverse osmosis Kim et al., 2019, Shafagnat, Eslami & Baneshi. 2023 

Electrodialysis Akther, Habib & Qamar, 2018, Sedighi et al., 2023 

Nanofiltration Wafi et al., 2019, Yadav, Karki & Ingole, 2022 

Direct osmosis McCutcheon et al., 2019, Qasim et al., 2015 

Ion exchange Subban & Gadgil, 2019, Wang et al., 2020 

2.2. Direct Solar Desalination 

To provide an overview of the current situation of desalination in the world, a few recent studies can be 

recommended, including those by Eke et al. (2020), Ghazi et al., (2022), Janaireh et al., (2023), Jones et al., (2019), 

Li et al., (2023) and Ray et al., (2023). More specifically, Aboulfotoh et al. (2023) investigated the effectiveness of 

a solar still for desalination to produce fresh water for small and rural communities in Zagazig, Egypt. They studied 

the effect of variations in water depth, salinity, and cover angle on the still's water production. Not surprisingly, it 

was shown that reducing water depth and salinity, along with increasing the cover angle in winter, increased water 

output. Removing chloride and total dissolved solids, the still demonstrated high efficiency in producing water. The 

developed theoretical models predicted the still's thermal performance with good agreement compared to 

experimental data. Furthermore, the economic analysis showed that the solar still is more cost-effective than 

commercially available water. In He et al. (2024), water scarcity in rural regions was studied by introducing a solar-

powered electrodialysis reversal system used for desalination. It was showed that the system can harnesses 77% of 

available solar energy. They evaluated this technology for a village-scale case study in India and they concluded that 

water production costs can decrease by 22%. The authors declared that this technology can be a reasonable alternative 

to fossil fuel-powered reverse osmosis systems.  

2.3. Recent reviews 

However, the important thing to remember about current literature reviews is that, due to the preponderant 

importance of water for humanity and the growing supply difficulties discussed in the introduction, this field is 

experiencing exceptional research activity, as evidenced by the 46 review articles and 246 research articles reported 

in Solar Energy alone (with term: desalination) in 2022, 2023, and 2024 (by 2024-08-06). 
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3. Methodology 

3.1. Location 

To choose a location to simulate the desalination system among the 15 non-landlocked countries most exposed to 

the risk of water stress, the method used was a multi-criteria comparison of different countries according to three 

indicators:  

1) water stress, related to freshwater withdrawals as a proportion of available resources. This is SDG 6 indicator 

6.4.2 (clean water and sanitation) managed by the World Resources Institute;  

2) the Human Development Index (HDI). Created by the United Nations Development Programme (UNDP), 

it takes into account three criteria: life expectancy at birth, GDP/capita, and level of education;  

3) the mortality rate attributed to unsafe water, sanitation, or hygiene. This is SDG 3 indicator 3.9.2 (good 

health and well-being) managed by the WHO (WHO, 2019). 

After a multi-criteria analysis (not presented here), the study showed that Eritrea obtains the highest average score, 

particularly due to the lowest HDI and the highest, by far, mortality rate attributed to insufficient water supply, 

inadequate sanitation or unsanitary hygiene. As a result, the modeling is carried out for the city of Assab, located in 

southern Eritrea. Its latitude is 13°01' North, its longitude is 42°44' East, while its standard meridian is 45°. 

3.2. Meteorological and oceanic data 

The climate in Assab is hot and dry, with average temperatures between 25 and 35°C. Four different sources of 

weather data were selected for comparison:  

1) an EPW file provided on the Climate.OneBuilding website (Lawrie & Crawley, 2019);  

2) hourly data from the European Commission's website (European Commission, 2019);  

3) the SoDa website (HELIOCLIM-3 ARCHIVES *DEMO*, 2006);  

4) daily data from the RETScreen tool (NRCan, 2016). 

 

Fig.1: Yearly variations of the average daily global horizontal irradiance in Assab, Erytrea, from four different sources 

The EPW has been kept for simulations, as it can easily be read by TRNSYS to obtain irradiance on an inclined 

plane. 

To estimate the contribution that a solar still can make to the drinking water production of an isolated community, 

the 2020 edition of Domestic water quantity, service level and health was used as a reference (Howard et al., 2020). 

50 litres/day/person are recommended as the minimum volume to ensure medium health risk (Optimum: 100 

litres/day/day optimal low risk, Basic: 20 litres/day/person basic high risk) by Omarova et al. (2019). The basic 20 

litres per person daily should be considered partly sufficient for beverages and food but not for hygiene purposes.  

In desalination, it is mostly important to retrieve the characteristics of the local seawater (salinity and properties) as 

these will have an impact on the operation of the system. The use of the CoolProp library (Bell et al., 2014) allows 

quick access to these properties, which depend on salinity in addition to pressure and temperature. 

3.3. Energy balance 

Among the technologies previously cited, direct solar desalination in basin is the most appropriate for small, isolated 

communities located by the sea when cost matters. Two types of basins are studied: Figure 2 schematically illustrate 
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the heat transfers associated with the conventional single-stage (left) and two-stage (right) basins with single glazing. 

In both cases, the horizontal surface area of the collector is 2m x 0.5m or 1m2 footprint. 

 

Fig.2: Energy balance on the investigated still configurations: single-basin (left); double basin (right) 

The energy balance on the glazed cover (g-index) of the conventional single-basin still (Figure 2, left) is: 

𝑚𝑔𝑐𝑝𝑔
𝑑𝑇𝑔

𝑑𝑡
= 𝐼𝑇(𝑡)𝛼𝑔𝐴𝑔 + 𝑞𝑐𝑜𝑛𝑣,𝑤−𝑔 + 𝑞𝑒𝑣,𝑤−𝑔 + 𝑞𝑟𝑎𝑑,𝑤−𝑔 − 𝑞𝑐𝑜𝑛𝑣,𝑔−𝑎𝑚𝑏 − 𝑞𝑟𝑎𝑑,𝑔−𝑠𝑘𝑦 (eq.1) 

This balance at the surface of the salt water (index w) is:  

𝑚𝑤𝑐𝑝𝑤
𝑑𝑇𝑤

𝑑𝑡
= 𝐼𝑇(𝑡)𝜏𝑔𝛼𝑤𝐴𝑤 + 𝑞𝑐𝑜𝑛𝑣,𝑏−𝑤 − 𝑞𝑐𝑜𝑛𝑣,𝑤−𝑔 − 𝑞𝑒𝑣,𝑤−𝑔 − 𝑞𝑟𝑎𝑑,𝑤−𝑔 − 𝑞𝑓𝑤 − 𝑞𝑓,𝑤 (eq.2) 

The balance sheet on the volume of the basin (index b) is: 

𝑚𝑏𝑐𝑝𝑏
𝑑𝑇𝑏

𝑑𝑡
= 𝐼𝑇(𝑡)𝜏𝑔𝜏𝑤𝛼𝑏𝐴𝑏 − 𝑞𝑐𝑜𝑛𝑣,𝑏−𝑤 − 𝑞𝑙𝑜𝑠𝑠  (eq.3) 

In these equations and figures, subscripts ev, conv, and rad refer to evaporation, convection, and radiation while loss, 

amb, g, sky, w, b, and fw, pertain to losses to the ground and walls, ambient air, glass, surroundings, water, basin, 

and feed water, respectively. Subscripts l and u refer to the lower and upper basin of the double basin still.  

Each of the terms is familiar to the heat transfer analyst and the reader wishing to obtain the entire mathematical 

model involving 49 equations is invited to contact the authors. A similar balance can be explained for the two-stage 

basin shown in Figure 1, right. 

3.4. Production and efficiency 

The average annual daily productivity results of the desalination system are obtained in kg.m-2.d-1, which then makes 

it possible to determine the floor area needed to support an entire community.  

 

Equations (4) and (5) provide the hourly productivity, in kg.m-2.h-1, for the single- and double-basin stills, 

respectively. 

ṁ''
h = 3600 ×

qev,w-g

Awhfg
  (eq.4) 

�̇�′′
ℎ = 3600 × (

𝑞𝑒𝑣,𝑙𝑤−𝑙𝑔

𝐴𝑙𝑤ℎ𝑓𝑔
+

𝑞𝑒𝑣,𝑢𝑤−𝑢𝑔

𝐴𝑢𝑤ℎ𝑓𝑔
)  (eq.5) 

The daily unit production, in kg.m-2, is simply the cumulative sum of equation (4) or (5) over 24 hours. The daily 

recovery efficiency of the ponds is defined for the two types of ponds such as: 

𝜂𝑑 = 100 ×
∑ �̇�′′

ℎℎ𝑓𝑔
24
1

∑ 𝐼𝑇(𝑡)𝛥𝑡24
1

  (eq.6) 

3.5. Simplifying assumptions 

In addition, it is important to specify the assumptions made during the implementation for the two types of basins 

(Fig.2):  

• There are no air leaks and the stills are waterproof. 

• The window is supposed to be clean.  

• Water vapor and dry air act as ideal gases. 

• There are no temperature gradients along the vertical axis, the temperature is considered uniform in the 

chamber and initially the temperatures of all surfaces are equal to the ambient temperature. 

• The surfaces of the water and the basin are of equal dimensions. 
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• Conduction is neglected in the glass and in the absorbent plate, due to their low thicknesses, and 

condensation only takes place on the inner surface of the glass. 

• For a deep basin, the reduction in water mass due to evaporation is negligible. However, in a shallow basin, 

the effect of the mass of evaporated water on performance is significant. It is therefore assumed that the 

evaporated mass is continuously replaced and that the volume of water in the basin is thus constant. The 

water replaced is assumed at atmospheric temperature and it exchanges heat with the water in the basin. 

These assumptions are appropriate for this feasibility study and also allow for consistency with the literature, so that 

different studies can be compared with each other more rigorously. Nevertheless, the impact and actual accuracy of 

these simplifying assumptions should be reassessed in future studies. 

3.6. Implementation details 

For each still, the mathematical model was developed and then implemented in MATLAB. This model makes it 

possible to solve the systems of ordinary differential equations partially presented above, to obtain the temperatures 

of the different components of the solar still (glass-g, water-w, and the absorbent plate of the basin-b) and to deduce 

its instantaneous and cumulative productivity as well as its efficiency as a function of time.  

Usually, it is advisable to use the ode45 solver, based on an explicit Runge-Kutta formula (of order 4 and 5), more 

specifically the Dormand-Prince method. This method uses six function evaluations to compute precise fourth- and 

fifth-order solutions. The difference between these solutions is then considered the error of the solution. However, 

this solver is not recommended in the case of a so-called "stiff" system of differential equations. This is more of a 

qualitative notion than a quantitative one, and it means that sensitivity to the parameters of the equations makes it 

difficult to solve by explicit numerical methods. This is due to the fact that the ode45s solver would need a very 

small time step to ensure the stability of the solution, but over a high time interval, which would result in a long 

computation time. It is then recommended to use the ode15s solver, which also integrates the system of differential 

equations according to a given time interval and initial conditions. But this solver is implicit, usually based on a 

variable-order numerical differentiation formula, or on an inverse differentiation formula. This solver calculates the 

solution at time t + Δt taking into account the value of the function in t and t + Δt. This method also uses a variable 

time step, which therefore makes it possible to reduce computation times (Shampine & Reichelt, 1997). 

3.7. Irradiance calculation 

The driving force behind the system is the irradiance, GT in W.m-2, which hits the sloping glass surface. The classical 

equations of radiative transfer are implemented in TRNSYS. This software is used to feed the MATLAB code. The 

theory and equations for radiation models are not reproduced here since they are standard. However, it is important 

to note that the data extracted from TRNSYS show that the Perez, Reidl, and Hay Davis models differ by up to 3.8% 

from the isotropic model (overshoot). Since the sunshine data values predicted with the latter are lower, the sizing 

will be conservative regardless of the type of desalination unit simulated. 

3.8. Cost evaluation 

For a community with limited financial means, it is also important to study the economic viability of a solar still 

throughout its lifespan to justify the interest in this potential solution. The cost of water produced in a solar still 

depends on several parameters, mainly the initial investment (CAPEX), the costs of operation (OPEX), maintenance, 

storage and repair, the lifespan of the still, and its freshwater production capacity. Usually, seawater desalination 

involves high operating costs due to a large energy cost. However, in the case of the solar stills, the energy is drawn 

directly from solar radiation. The operation and maintenance (O&M) costs of the solar stills must be as low as 

possible to meet the objectives set at the beginning of the study. It is interesting to compare the cost of the solar still 

with other approaches, to estimate its possible economic interest. Other possible options include the delivery of fresh 

water from a conventional source, or the use of another desalination technique.  

The specific cost of freshwater production, CPL in $.litres-1, can be found with equation (7). 

 

𝐶𝑃𝐿 =
𝐶𝐴𝑃𝐸𝑋 × [

𝑖(1 + 𝑖)𝑁

(1 + 𝑖)𝑁 − 1
  ] (1 + 𝑥%) − 𝑦% × 𝐶𝐴𝑃𝐸𝑋 ×

𝑖
(1 + 𝑖)𝑁 − 1

1000 ×
�̇�𝑎

′′

𝜌𝑤
× 𝐴

 

(eq. 7) 

The denominator of equation (7) denotes the average annual production, in litres.y-1, which can be expressed as a 

function of the annual mass production per unit area, �̇�𝑎
′′ , the density of the water, 𝜌𝑤, as well as the surface area of 
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the solar basin studied, A. 

The first term (on the left-hand side) of the numerator refers to the fixed annual costs or FAC, in $.y-1, which is 

expressed as a function of the CAPEX of the solar basin studied, in $, the interest rate i and the estimated lifetime of 

the system, N, in years. That is FAC = CAPEX ×[f(i, N)]. The term 𝑥% indicates that the annual operation and 

maintenance costs or O&M, in $.y-1, are expressed as a percentage of the annual fixed costs. O&M =𝑥%× CAPEX ×[f(i, 

N)] 

The last term (on the right-hand side) of the numerator refers to the annual residual value or ARV of the solar still 

studied, expressed in terms of RV, the residual value of the solar still at the end of its lifetime, in $, and a sinking 

fund factor. Here, RV is expressed as a percentage of the CAPEX of the solar still studied, i.e. RV = 𝑦% × 𝐶𝐴𝑃𝐸𝑋. 

This concludes the partial presentation of the methodology used in this study. The following section presents selected 

results obtained from the simulations carried out on the two solar stills. 

4. Selected results 

As part of this project, the solar basin will be south oriented, towards the equator. The azimuth angle γ is equal to the 

magnetic declination δmag, in the opposite sign. As the latter is close to zero, a zero azimuth is chosen. Since the 

drinking water requirements are assumed to be constant throughout the year, and because we are close to the equator, 

the value of the slope β angle is equal to the value of the latitude φ to induce optimal irradiance throughout the year. 

The inclination must also be large enough to allow the condensed water to flow, which is the case here. September 

20 and December 21 were selected for the simulations, as these days respectively provide strong and low sunlight on 

the inclined plane of the simulated solar stills. With these parameters chosen, TRNSYS can then extract and read the 

supplied .EPW file and output the irradiance on the inclined plane for the two selected typical days and according to 

five different models. For example, on September 20, a maximum at 11:00 is observed between 1020 W.m-2 

(isotropic model) and 1035 W.m-2 (Perez 1999 model). On December 21, a maximum at 12:00 was observed between 

790 W.m-2 (isotropic model) and 820 W.m-2 (Perez 1999 model). 

4.1. Validation of the formulation and implementation 

Before looking at the results obtained from the use of the implemented MATLAB models, it is worth comparing the 

results of the numerical simulations with a few references, when possible. Here, validation is carried out using 

experimental data (Table 3) from a paper published in 2021 (Raj Kamal et al., 2021) as well as theoretical data (Table 

4) from a paper published in 2009 (El-Sebaii et al., 2009). These two papers deal in particular with a conventional 

single-glazed solar still (Figure 2), the first being tested from 9:30 to 16:00, in Tamil Nadu, India, and the second 

being simulated over 24 hours with meteorological data from the city of Jeddah, Saudi Arabia.  

The relative difference E, in %, between the external data X and the calculated data Y is estimated using equation (8), 

where the two variables X and Y can designate the temperature of the still, Tb, the water, Tw, the glass, Tg, or the 

instantaneous and cumulative daily productivity, �̇�𝑑
′′. 

𝐸𝑡 = |𝑋𝑡 − 𝑌𝑡| / [
𝑋𝑚𝑎𝑥+𝑌𝑚𝑎𝑥

2
] × 100  (eq.8) 

The relative difference was computed every 30 minutes from 9h30 to 16h00 for comparison with experimental data 

from (Raj Kamal et al., 2021) and from 7h00 to 18h30 for comparison with the theoretical calculations of (El-Sebaii 

et al., 2009). 

Tab.3: Comparison with experimental and theoretical data from Raj Kamal et al., 2021 and El-Sebaii et al., 2009, respectively. 

Source 
Relative difference 

Tg [°C] Tw [°C] Tb [°C] �̇�′′
𝑑 [kg m-2 h-1] 

E [%] E [%] E [%] E [%] 

Raj Kamal et al., 2021 Average  7.77 11.05 10.37 10.25 

Standard deviation 5.14 8.86 8.47 10.32 

El-Sebaii et al., 2009 Average 1.47 1.82 2.15 1.65 

Standard deviation 0.77 1.65 2.09 1.90 

The adequacy with the first study is correct with maximum deviations of 10%, while this maximum does not exceed 

2% in the case of the results proposed in El-Sebaii et al. (2009). The values for the 4 variables were always higher in 

the morning and lower in the afternoon when compared to the experimental data. This could suggest a different 

weather on those days in Tamil Nadu, India than that embedded in the data file and a relative inertia of the still 

structure to heat up. The discrepancies with the experimental study by Raj Kamal et al. (2021) could also be explained 
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in different ways: 1) some values are collected from graphical readings, which leads to an error in the result; 2) 

information was omitted from the article, such as the depth of the basin (which has an influence) or whether the 

irradiance provided is on a horizontal or inclined plane; 3) the properties of materials such as insulation have also 

been estimated due to the lack of full citation in the article; 4) the reality on the real site may compromise some 

assumptions made for the simulation, such as the absence of leaks or the absence of conduction in the glass or the 

absorbent plate.  

Nevertheless, these results validate the correct formulation and implementation of the model. 

4.2. Some results for Assab, Erytrea 

Table 5 provides a summary of the data required to conduct the simulations and for the reader who would like to 

benchmark their own method relative to this one. 

Tab 5: Main technical characteristics of the simulated stills 

System Parameter Value System Parameter Value 

Location 

φ 13.00° 

Still water 

ew 0.02 m 

Lloc 42.74° αw 0.05 

Lst 45° τw 0.9 

ρg 0.2 εw 0.95 

Global 

L 2 m x 0.035 

l 0.5 m 

Absorbing plate 

cpb 871 J kg-1K-1 

H 0.20 m eb 0.0015 m 

γ 0° αb 0.9 

Glass 

β 13° ρb 2719 kg m-3 

cpg 840 J kg-1K-1 
Insulation 

Lis 0.08 m 

eg 0.003 m kis 0.04 W m-1K-1 

αg 0.05 

Other 

Pref 101325 Pa 

τg 0.88 g 9.81 m s-2 

εg 0.90 σ 5.67e-08 W m-2 K-4 

4.3. Daily production and conversion efficiency 

Figure 3 and Figure 4 present the daily evolution of the instantaneous and cumulative productivity of the two types 

of solar stills for the two days that were studied. Concerning the conventional basin, its maximum productivity is 

0.89 kg.h-1.m-² around noon on 20 September, with a total daily production of 6 kg.m-2, compared to 3.8 kg.m-2 for 

21 December. On September 20, its production began between 6:30 and 7:00 and ended around 19:45. As for the 

double-stage still, its maximum productivity is 0.93 kg h-1 m-² around 1:30 p.m. on September 20, with a total daily 

production of 7.9 kg.m-², compared to 4.7 kg.m-² for December 21. On September 20, its production begins between 

6:30 and 7:00 and ends around 20:00. for the lower basin, and from 9:00 to 21:00. for the upper basin. Basin 2 shows 

an increase in daily production of 31.7% compared to Basin 1 for 20 September and 23.7% for 21 December. 

 

Fig.3: Daily evolution of productivity for the conventional still 
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Fig.4: Daily evolution of productivity for the two-stage still 

Variations in the conversion efficiency of the two stills were also determined (Figure 5). The conventional single-

basin still shows a yearly average value of 49%, while the double-basin counterpart has an average efficiency of 

61%. In both cases, the maximum values are observed during the late summer and early fall periods. The peaks 

observed at the end of June can be explained by abnormally high ambient temperatures for these days, sometimes 

approaching 50°C. This consequently promotes the heat exchange of the upper basin of the double-basin still with 

the upper glass cover. This results in a considerable production surplus compared to the standard basin which loses 

more of this energy to the environment. 

 
Fig 5: Variations in daily efficiencies during the year: blue – single-basin still; orange – double-basin still. 

4.4. Brief parametric study 

The graphs presented here concern the conventional basin (Figure 2, left) for a variation in the thickness of the 

insulation and the depth of the water admitted to the latter. Figure 6 shows the evolution of daily freshwater 

productivity for the day of September 20 as a function of the thickness of the insulation (left) and the depth of the 

basin (right). It can be seen that production increases significantly when the insulation thickness is increased by up 

to 4 cm. Beyond that, the increase continues, but less markedly, and it ends up being negligible when this thickness 

is greater than 6 cm. This suggests that care must be taken to avoid making the still too expensive with respect to the 

water production gain. On the left-hand side of Figure 6, when the depth of the water increases in the basin, the daily 
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production decreases significantly almost linearly. For example, a 33% drop is observed when the depth increases 

from 2 to 10 cm. It is probably this parameter that explains the predictions lower than the measurements in Table 3 

(Raj Kamal et al. 2021) as the authors do not specify this parameter. 

 
Fig. 1 : Variation in daily production as a function of insulation thickness (left) and water depth (right) in the single-basin still. 

4.5. Economic results 

The estimated material (glass, absorbing plate, insulation, ply-wood, structure, paint, tank, sealant, pipes, gutters, 

hardware) and labor costs for the simulated basins are CA$200 for the conventional still and CA$295 for the two-

stage still. These benchmark costs were obtained by consulting with suppliers in Montreal, Canada and assuming 

very low production. Thus, unit costs could decrease with greater production and design optimization, for both 

types of stills. With an estimated lifespan of 10 years and a residual value of 20% of CAPEX for both types of 

basins, a specific cost of 21.2 $CA.m-3 for the conventional solar basin is obtained compared to 25.5 $CA.m-3 for 

the two-stage solar basin. Table 6 summarizes the results.  

Tab 6: Annual economic results for the two simulated stills 

Item (for a 1 m2 still) Single-basin still Double-basin still 

Annual fixed costs, [$] 35.41 52.3 

Annual O&M costs, [$] 5.30 7.80 

Annual residual value, [$] 2.28 3.37 

Annual water production, [m3] 1.80 2.22 

Specific costs, [$.m-3] 21.20 25.50 

 

To validate the results, an equation-solving package originally proposed with the 4th edition of the classic heat transfer 

textbook Fundamentals of Heat and Mass Transfer (Incropera and Dewitt, 1996) (Interactive Heat Transfer, IHT 

4.0) was used. The software has been used to estimate the annual water production based upon the global cumulated 

average daily radiative energy over a square meter from the EPW database, the yearly average conversion efficiency 

calculated with the MATALB model for the single-basin still (49%), and the water properties functions embedded 

within IHT. The annual amount of water calculated is 3.3% lower (1.743 m3 vs 1.796 m3) than the above result (Table 

6).  

5. Discussion 

5.1. Technical and economic feasibility 

For either solar still model investigated here, this type of approach seems technically viable to provide a solution for 

producing drinking water for remote communities by the sea. It is suitable for an isolated area, as there is usually no 

running water distribution system, or even any other option to get water, other than the use of unhealthy and/or 

remote sources, or the purchase of bottles at high prices. However, the production per m2 of the two types of solar 
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basins remains relatively low, and this could represent a significant area when considering meeting the needs of a 

family. Large open spaces are needed, since in Assab the production of 1795 litres.m-2 of surface per year 

(approximatively 4.91 litres daily on average) by the conventional still unit means that at least 4 m2 of surface is 

required to satisfy basic needs and 10 m2 for intermediate needs of one person (Omarova et al., 2019). This may call 

for efficiency improvements. The double-basin model was compared with the single-basin model; the average 

conversion efficiency increased from 49% to 61%. However, the specific cost for each cubic meter of fresh water 

rose from 21.20 $CA to 25.50 $CA. Therefore, is it worth injecting technologies to improve the yield?  

The answer seems to be no. However, to confirm it, we need to consider the premises of this article. The technological 

and financial resources of the target communities are limited. Furthermore, it is assumed that there is sufficient space 

to install several collectors close to each other or even per house. While this could be possible in Assab, where the 

solar resource is abundant, particular care should be taken in extrapolating this study to other locations. 

Nevertheless, even if it were possible to increase the conversion efficiency to 100% by technological means, i.e. all 

available solar energy would be used (without loss) to evaporate the water from the brine and no water loss would 

occur, the surface area required could not be divided by a factor greater than 2 as the efficiency is very near 50% 

with the prescribed characteristics of the still. 

Consequently, if ground space is available, the simplest solar basin appears to be a robust and resilient solution as a 

source of drinking water, if only in addition to another main source. It would then free up some of the time spent by 

people fetching and transporting clean water in many communities, especially by women and children. 

6. Conclusion 

Given that 97.5% of all water on earth is salty, that freshwater resources are under increasing pressure, that water is 

becoming increasingly polluted, that the world's population is growing, and that financial disparities are exacerbating, 

we need to find cheap, resilient, robust, and reliable solutions to produce drinking water for the world's remote and 

poorest populations. In this context, several areas of the world rely on high-tech solutions such as osmosis (direct or 

reverse), electrodialysis, nanofiltration, or ion exchange, to produce water for villages and cities. However, these 

technologies are often too expensive for many remote and poor communities. In this context, the solar still could be 

considered as a solution for the production of fresh water. But as these low-tech solutions basically have low yields, 

is it worth trying to improve them with sophisticated technologies? 

This study attempted to answer that question. First, it simulates a single-basin still unit and compares its production 

with that of a double-basin still unit involving the same thermo-mechanical characteristics and properties. The article 

shows that while the double-basin still unit offers better productivity than the conventional one, it nevertheless 

involves a higher specific cost due to the increase in its manufacturing cost.  

In general, the conversion efficiency ratio of a solar basin remains relatively low (here 49% for the basic single-

basin) and the technology therefore requires large areas to fully meet the needs of a community. In addition, it has a 

high specific cost compared to other technologies. But, the isolation and size of the communities are often obstacles 

to other options that require significant production to be profitable, making the solar basin a possible solution for 

isolated communities of small sizes. 
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Abstract 

Easy access to safe, drinkable water is an essential requirement for societal growth and betterment. With the 

human population increasing and current climate changes, this key resource is becoming increasingly difficult 

to access in many locations across the globe, especially in areas without an electrical power grid. Solar-

powered pumps are a good tool to help address this problem in many cases; however, taking into account all 

the parameters (water consumption, total dynamic head, local irradiance, etc.) to reach the cheapest design that 

satisfies requirements can be challenging. pvpumpingsystem is an open-source tool to assist in the design 

process and the determination of the model, number, and arrangement of photovoltaic panels, pump model, 

and reservoir capacity. This tool was recently enhanced to accommodate more detailed water consumption 

profiles and more realistic MPPT (Maximum Power Point Tracking) behaviour; the impacts of these new 

features on simulation results are the focus of the study described herein. The new consumption profiles have 

a significant impact (up to +/- 40% change to the load loss probability). The simulations also showed that using 

an MPPT with the perturb & observe algorithm, widely available in commercial devices, increases water output 

by as much as 6.7%. However, the detailed MPPT model did not affect results significantly compared to a 

generic 94% MPPT efficiency coefficient. 

Keywords: software enhancement, photovoltaic, MPPT, pumping, drinking water. 

 

1. Introduction 

Easy access to clean water, safe for human consumption and basic sanitation needs, is an essential requirement 

for human comfort, growth, and betterment. WHO data for 2021 indicates that 771 million people don’t have 

access to safe water sources within a 15-minute walking radius (WHO, 2021), and with the human population 

growing and current climate changes, this key resource is becoming increasingly scarce and difficult to access 

in many locations across the globe (Urama and Ozor, 2010), compounding health issues tied to contaminated 

water consumption (IHME, 2019) and an increased workload, often on women and girls (Boone et al., 2011). 

Pumping water from aquifers is, in many cases, a good solution to help address this problem; however, manual 

pumping seldom provides sufficient quantities and limits the depth at which water can be retrieved (Ghoneim, 

2006). The common solution is to use pumps powered by fossil fuel engines (Quansah et al., 2016), but the 

recurrent and increasing costs of fuel, dependency on a steady fuel supply, and environmental impacts render 

this approach less than ideal. Electric pumps powered by photovoltaic solar panels address all those issues, 

and since pumped water can be stored in simple reservoirs, the intermittent nature of that form of renewable 

energy is easily addressed. Many studies demonstrate that, despite higher upfront costs, a solar-powered 

solution is significantly less expensive in the long term in many locations (Xie et al., 2021). A basic diagram 

of such a system is illustrated in Fig. 1. 

However, designing such a system so that it adequately addresses the needs of the target community while 

taking into account all the parameters (total dynamic head, local irradiance, etc.) and keeping it as affordable 

as possible is not a simple problem. To help with this task, a bespoke software tool was developed to iterate 

through various solutions and assist in the selection of the best-suited option: pvpumpingsystem is an open-

source and (to the best of our knowledge) unique software package written in the Python language by Tanguy 

Lunel and Sergio Gualteros (Gualteros and Rousse, 2021). Its initial version offered limited options for water 

consumption profiles and made use of a highly simplified maximum power point tracking system (MPPT) 
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implementation; the objectives of this project are to add support for detailed water consumption profiles and 

for an accurate MPPT model, and then study the impact of those changes on the results obtained. 

 

Fig. 1: Basic diagram of a photovoltaic pumping system (Lunel, 2020) 

2. Methodology and implementation 

In most articles studied in the literature, a community’s basic water needs vary greatly according to the time 

of year (+/- 10% to 30% of the average daily demand for the year) (Andey and Kelkar, 2009). This is mostly 

due to seasonal changes (dry vs. rainy season, warm vs. cooler season), which impact both the availability of 

surface water and the daily quantity required. Therefore, a water consumption model that relies on a constant 

daily value throughout the year is missing a key factor. To address this, two consumption models were added: 

the first allows the selection of a community’s daily water requirements for each month of a year, and the 

second allows the selection of a community’s daily water requirements for each day of a year. Combined with 

pvpumpingsystem’s already-existing feature which allows the selection of hourly water requirements for each 

hour of a day, this provides a flexible way of inputting the target community’s water consumption, leading to 

a more realistic simulation. This was directly implemented in the software package through an expansion of 

the existing functions. 

Three water consumption profiles were used in simulations for comparison: 

• Scenario 1: constant 120 L.h-1 (2880 L.d-1) water consumption throughout the year, suitable for a 

population of about 25 to 100 people (Gleick, 1996) (WHO, 2003) (Singh and Turkiya, 2013).  This is the 

reference/control scenario. 

• Scenario 2: constant daily water consumption of 2880 L.d-1 throughout the year with a variable 

hourly consumption (nil during nighttime, peaks around 8h00, 12h00, and 18h00), as illustrated in Fig. 2.  

This is the first new scenario, making use of the new features in pvpumpingsystem, reflecting variations 

throughout the day but neglecting seasonal factors. 

• Scenario 3: constant daily water consumption for each month (higher from April to July, lower from 

October to February), illustrated in Fig. 3, with a variable hourly consumption (nil during nighttime, peaks 

around 8h00, 12h00, and 18h00), illustrated in Fig. 4.  This is the second new scenario, making use of the 

new features in pvpumpingsystem, reflecting variations throughout the day and possible seasonal factors, 

and the one closest to what a real-world consumption profile could be. 

All three scenarios amount to the same water consumption for the whole year, namely 1,051,200 litres. 

Those scenarios were combined with PVGIS meteorological data for the year 2005 for five locations: near 

Tunis (Tunisia, 36°N 10°E), Aswan (Egypt, 24°N 33°E), Nairobi (Kenya, 1°S 36°E), Lima (Peru, 12°S 77°W), 

and Madrid (Spain, 40°N 3°W). It should be noted that the monthly water consumption profiles used in all 

scenarios are generic examples and do not reflect actual local needs. Identical system configurations were used 

for all locations, namely: 

• 5 Canadian Solar CS5C 80M solar panels in a serial arrangement; 

• Simulated basic MPPT with 96% efficiency; 

• Sun Pumps SCB-10-150-120 BL (Kou modelisation) (Kou et al., 1998) pump/motor assembly; 

• Plastic piping (100m length, 0.05m diameter); 
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• 20m total dynamic head. 

 

 

Fig. 2: Hourly water consumption for each hour of the day for Scenario 2 

 

Fig. 3: Daily water consumption for each month of the year for Scenario 3 

 

Fig. 4: Fraction of the daily water consumption for each hour of the day for Scenario 3 

Solar panel azimuth was due south for the northern hemisphere and due north for the southern hemisphere; tilt 

was equivalent to the local latitude, although the best slope is usually slightly higher for most latitudes (Memme 

and Fossa, 2022).  
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MPPT systems are often combined with solar panels to maximize their power output (Elgendy et al., 2008), 

therefore increasing the quantity of water pumped (Oi et al., 2009) (Allouhi et al., 2019). This is achieved by 

dynamically adjusting the load presented to a panel’s electrical outputs so that it produces the maximum power 

available under the current operating conditions. This specific optimal load is susceptible to change based on 

environmental conditions like solar irradiance (intensity and distribution on the panels) and panel temperature 

(Podder et al., 2019). Therefore, most MPPTs dynamically seek the maximum power point (MPP) through 

various algorithms (Subudhi and Pradhan, 2012). The most popular of these in commercial implementations 

are perturb & observe (P&O) and incremental conductance (IC) (Podder et al., 2019), because of their 

simplicity and acceptable performance under most conditions.  

The basic MPPT model in pvpumpingsystem was implemented by taking the maximum theoretical available 

power supplied by the solar panels under current irradiance and temperature conditions and applying an 

efficiency factor (usually between 94% and 96%) to determine the power available at the motor. To achieve a 

more faithful simulation, the following elements were added: 

• A control circuit using a basic perturb-and-observe (P&O) algorithm (Elgendy et al., 2011), with a 

customizable duty cycle step size (default value 0.01) and execution frequency (default value 100Hz); and 

• A detailed buck-boost DC-DC conversion circuit (Amri and Ashari, 2015) model operating at a 1kHz 

switching frequency, using linear extrapolation of the various components sampled at 100kHz. 

The P&O algorithm modifies the duty cycle of the buck-boost circuit by a step value at each iteration and 

compares the current power output of the solar panels to the power output of the previous iteration. If the power 

output increased, it is assumed that the change brought the solar panels closer to their MPP, and the same step 

change is applied to the duty cycle at the next iteration. If the power output decreased, it is assumed that the 

change brought the solar panels further from their MPP, and the sign of the step change is flipped (multiplied 

by -1) before applying it to the duty cycle at the next iteration. The algorithm’s flowchart is illustrated in Fig. 

5. 

 

Fig. 5: The Perturb & Observe MPPT algorithm 

In this flowchart, V is the voltage at the solar panels’ output, I is the current at the solar panels’ output, DT is 

the duty cycle of the buck-boost conversion circuit, K is the step change of the duty cycle, t is the algorithm’s 

current execution cycle, and t-1 is the algorithm’s previous execution cycle. 

The main advantages of the P&O algorithm are its simplicity and speed of execution (Ahmad et al., 2019). 

However, since it is always “chasing” the MPP, it tends to induce harmonics in the power supply that can be 

detrimental to the load’s behaviour (Elgendy et al., 2009). Furthermore, it is vulnerable to “false MPPs”, i.e. a 
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local maximum that is not the true maximum of the power curve (Tsang and Chan, 2015). Nevertheless, 

because of the simplicity of the setup and in the context of this study, it was deemed an adequate choice, 

especially since it is widely used in commercial products. 

The buck-boost conversion circuit, illustrated in Fig. 6, was modeled through nodal and loop analysis of its 

components in both its operational states (closed transistor and open transistor, as illustrated in Fig. 7), which 

lead to the following equations: 

Closed transistor: 

𝐼𝐿(𝑡) =  𝐼𝐿(0) +
𝑑𝐼𝐿

𝑑𝑡
∗ 𝛥𝑡    (eq. 1) 

𝑉𝐶(𝑡) =  𝑉𝐶(0) +
𝑑𝑉𝐶

𝑑𝑡
∗ 𝛥𝑡    (eq. 2) 

𝑉𝑅(𝑡) =
𝑉𝐶(𝑡)

𝑅𝐶+𝑅
+ 𝑉𝐶(𝑡)    (eq. 3) 

Open transistor: 

𝐼𝐿(𝑡) =  𝐼𝐿(0) +
𝑑𝐼𝐿

𝑑𝑡
∗ 𝛥𝑡    (eq. 4) 

𝑉𝐶(𝑡) =  𝑉𝐶(0) + 
𝑑𝑉𝐶

𝑑𝑡
∗ 𝛥𝑡   (eq. 5) 

𝑉𝑅(𝑡) = 𝑉𝐶(𝑡) + (𝑅𝐶 ∗ 𝐶 ∗
𝑑𝑉𝐶

𝑑𝑡
)   (eq. 6) 

 

 

Fig. 6: The buck-boost circuit diagram 

 

Fig. 7: The buck-boost circuit diagram in closed transistor mode (1) and open transistor mode (2) 

 

The behaviour of the simulated buck-boost circuit was successfully compared to the results of an identical 

simulation in MATLAB/SIMULINK to verify its accuracy. 

This detailed MPPT model was added to pvpumpingsystem through an expansion of the existing MPPT 

module. To determine its impacts, three scenarios were combined with PVGIS meteorological data for the year 
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2005 for the five locations previously selected (Tunis, Aswan, Nairobi, Lima and Madrid): 

• Scenario 4: no MPPT. 

• Scenario 5: simplified basic MPPT with a 96% efficiency. 

• Scenario 6: detailed MPPT with P&O algorithm and simulated buck-boost circuit, making use of the 

new features added to pvpumpingsystem. 

3. Results and discussion 

Tab. 1 presents the Load Losses Probability (LLP, here equivalent to the Water Shortage Probability, i.e., the 

fraction of the year during which a water shortage is experienced) for each scenario for the five locations: 

Tab. 1: Load Losses Probability/Water Shortage Probability, for three different types of water consumption profiles. 

 

Location 

Scenario 1 

(Constant consumption) 

Scenario 2 

(Constant monthly, 

variable hourly) 

Scenario 3 

(Variable monthly,  

variable hourly) 

Tunis 0.0958 0.0578 0.0397 

Aswan 0.0031 0.0010 0.0001 

Nairobi 0.0816 0.0473 0.0611 

Lima 0.2523 0.2067 0.2326 

Madrid 0.1280 0.0930 0.0729 

 

The use of hourly consumption profiles significantly impacts the LLP, lowering it by 20% to 66%. This is 

because the daily profile used heavily skews the water consumption towards daytime, when the solar resource 

is available to power the pump. The addition of monthly consumption profiles, which skews the water 

consumption towards the April to July period, has a significant impact as well, but this impact can be positive 

(lower LLP) or negative (higher LLP). This negative impact is explained by a combination of geographical 

mismatch (in the southern hemisphere, the solar resource is lower in the April-July period, while the 

consumption profile used demands more water during those months) and local meteorological characteristics. 

However, since the monthly consumption profile used is generic and does not reflect actual local data, these 

values are purely illustrative of the possible impact of the use of such scenarios and do not indicate real-world 

performance. 

For the MPPT simulation, Tab. 2 presents the total water pumped for the year (in litres) for each scenario for 

the five locations: 

Tab. 2: Total yearly water production, [litre], for the cases of no MPPT, a basic MPPT and a detailed MMPT. 

Location Scenario 4 

(No MPPT), [litre] 

Scenario 5 

(Basic MPPT), [litre] 

Scenario 6 

(Detailed MPPT), [litre] 

Tunis 2,488,034 2,645,250 351,514 

Aswan 3,384,703 3,611,701 611,402 

Nairobi 2,708,110 2,869,420 463,955 

Lima 1,969,246 2,088,440 304,650 

Madrid 2,560,211 2,736,773 424,482 

 

As expected, using the basic MPPT model increases significantly the volume of water pumped in a year, since 

more power is extracted from the solar resource. However, the detailed MPPT model led to dramatically 

reduced values; this is explained by a flaw in the initial design. Buck-boost converters leave the power source 

in an open circuit during their complementary duty cycle period (open transistor), which leads to a very 

significant loss in average available power and total energy available to the pump’s motor when solar panels 

are used, and therefore in total pumped water. 

Furthermore, it was observed that the execution time of the various simulations differed greatly according to 

the scenario; running on a standard Intel Core i5-8365U processor with 16 GB RAM, the Scenario 4 
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simulations took on average 10 seconds, the Scenario 5 took on average 2 seconds, and the Scenario 6 more 

than 2 hours, after code optimisations. This is explained by the very high number of iterations required by the 

conversion circuit simulation (1,000,000 iterations per simulated second) to produce accurate results. 

4. Conclusions 

As stated in the introduction, the objectives of this project were to add support for detailed water consumption 

profiles and for an accurate MPPT model, and then study the impact of those changes on the results obtained 

from the pvpumpingsystem software. The results clearly indicate that the use of more detailed water 

consumption profiles has significant impacts on the results provided by pvpumpingsystem. Of course, this 

means that data needs to be collected for the targeted community, ideally at least over a year; the more precise 

the data, the more accurate the results. It should also be taken into account that increased accessibility to water 

usually leads to an increase in consumption. 

As for the detailed MPPT model, the flaw in the original design renders it unusable as is for pvpumpingsystem 

simulations. Nevertheless, further simulations and extrapolations have indicated that for simple solar panel 

configurations and normal operational conditions, the basic MPPT model with a 94% efficiency provides 

power outputs that match detailed simulations sufficiently well to supply reliable results. Since execution time 

is much shorter compared to the detailed MPPT model, it makes the basic MPPT model a better option for 

simulations. A different power conversion circuit topology (Ćuk, for example) could be simulated to verify 

this extrapolation, and could be the subject of a subsequent project. 
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Abstract 

Reliable and accurate solar resource information can be obtained, ideally, through direct ground measurements 

of the incoming solar irradiance; however, greater temporal and spatial coverages require most of the time 

some sort of modelling, commonly by directly deriving irradiance from satellite imaging or through physical, 

empirical, or numerical models. Operationally running the Weather Research and Forecasting (WRF) model 

provides the current values of irradiance as well as forecasts up to a few days ahead, and great efforts are being 

made to reduce the relatively high uncertainties from these models. While NWP models can provide forecasts 

at hourly intervals, which is relatively high for some applications, for solar radiation applications this temporal 

resolution cannot correctly capture the intra-hour variability and can be a source of errors especially during 

changing atmospheric conditions, in which hourly averages do not necessarily reflect representative enough 

conditions, particularly in the case of direct (or beam) normal irradiance, which is especially sensitive to clouds 

and aerosols. A study is presented here on the effects of intra-hour (within the hour) variability of beam 

radiation for cloud- and aerosol-variable conditions, in the use of hourly values in the advanced WRF-Chem 

model to predict beam irradiances in desert conditions. 

Keywords: WRF-Chem, direct normal irradiance, solar irradiance variability 

 

1. Introduction 

Numerical weather prediction (NWP) models are useful tools not only for “traditional” meteorological 

applications, but also, increasingly, for solar resource applications. The NWP outputs, either as forecasts or 

modelling of cloudiness, directly impact the modelled solar radiation at ground level, and NWPs are also able 

to model and forecast solar irradiance, although usually with high uncertainties. The inclusion of better aerosol 

and aerosol transport treatment, for instance in the WRF-Chem model, in which recent advances have explored 

improvements in the modelling of global horizontal irradiance (G) and beam or direct normal irradiance (Gb), 

the latter a more challenging component of solar radiation given its high sensitivity to not only clouds but also 

(even in clear-sky, or cloudless, conditions) aerosols. 

Apart from aerosol treatment, an additional source of uncertainty in the modelling is the temporal variability 

of solar radiation. Meteorological parameters such as air temperature, barometric pressure and relative 

humidity are typically not highly variable over short periods of time, and modelling at hourly resolutions is 

sufficient in most cases; accordingly, NWP outputs are obtained at hourly resolutions. Solar radiation, on the 

other hand, can vary even within few seconds, especially in cloudy conditions, and changes are even larger in 

Gb, for which even a small passing cloud reduces Gb to zero during the time the sun is behind the cloud; 

similarly, varying aerosols have a large effect on Gb. High-resolution ground Gb measurements are commonly 

collected as 1-minute averages of higher-frequency samples, and as such are able to capture a more realistic 

picture of Gb; when these are averaged over one hour and compared to hourly averages from the WRF model, 

the latter have the disadvantage of missing those details. In this work, we present a study of the effect, on 

WRF-Chem model (Fast et al, 2005) results, of the variability of Gb within hourly intervals in a mostly 

cloudless location, but with high and variable aerosol loads (mainly due to airborne desert dust); cloudy and 

cloudless skies are included in order to try to identify the effects of aerosols. The hourly averages of ground-

measured Gb are compared to the corresponding outputs from the WRF-Chem model as a function of the 

variability of the ground-measured 1-minute Gb values within the hour. 
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2. Methodology 

The site of this study is Doha, Qatar (25° N, 51° E), namely a desert location, in which clear skies are the 

common conditions, but with periods of cloudiness and rain during winter and occasionally scattered 

throughout the year. Airborne desert sand is, however, present throughout the year, with frequent sandstorms 

especially around summer months, when temperature and humidity also increase. 

Direct normal irradiance is measured at this site with a high-quality monitoring station equipped with a Kipp 

and Zonen CHP-1 pyrheliometer mounted on a sun tracker, which also hosts two pyranometers measuring 

global horizontal and (with a shading assembly) diffuse horizontal irradiances (G and Gd, respectively). These 

irradiances are sampled every second and the 1-minute averages are saved. Since these 3 components are 

available, BSRN quality checks (Long and Dutton, 2010) are applied to filter the 1-minute Gb data used here 

for studying variability and for averaging over each hour. 

A three-dimensional atmospheric meteorology-chemistry model, namely WRF-Chem, with a triple-nesting 

configuration over the region of interest, focusing particularly on the hot desert climate, is employed here to 

simulate Gb, considering an advanced treatment of aerosols. 

Several metrics are explored to characterise the variability of Gb within each hour: 

• Range (difference between the maximum and minimum values within the interval). 

• Standard deviation. 

• Inter-quartile range, IQR (range of the middle half of the data --Q1 to Q3-- in the interval). 

To obtain the inter-quartile range, or IQR, the (ground-measured) 1-minute Gb values within each hour are 

first sorted by Gb and divided into quartiles; note that, in this study, a minimum of 5 usable minutes (passing 

quality checks and with SZA<90 deg) were required within each hour in order to assign an IQR. Q1 is the 

lower quartile or 25th percentile, Q2 is the median or 50th percentile, and Q3 is the upper quartile or 75th 

percentile. Then, 

 𝐼𝑄𝑅 = 𝑄3 − 𝑄1   (eq. 1) 

In addition, the clearness index Kt and the sun’s zenith angle SZA are obtained for each of the hours included 

in this study. Kt is defined as: 

𝐾𝑡 =
𝐺

𝐺𝑇𝑂𝐴
    (eq. 2) 

where GTOA is the extra-terrestrial, or top-of-the-atmosphere, global horizontal irradiance, that is, the light 

coming from the sun, projected on a horizontal plane, before crossing the earth’s atmosphere. The clearness 

index provides an indication on the cloudiness at the considered instant or interval; however, there is no wide 

consensus yet as to an objective definition of clear-skies (see e.g. Ruiz-Arias and Gueymard, 2023, and 

references therein). The sun’s zenith angle is measured from the vertical overhead, corresponding to 0 degrees, 

with the horizontal corresponding to 90 degrees, and is calculated here using an implementation of NREL’s 

SolPos v.2 algorithm (NREL, 2001). 

The differences between (time-) coincident pairs of hourly values of measured and WRF-Chem-modelled Gb 

are analysed in the following section, as function of Kt, SZA and of the variability metrics listed above, for all 

daytime hours, i.e. hours in which average SZA<90 degrees. Note that in Figures 2 to 7 the (hourly) data are 

presented binned in x and y, and the colour scales on the right side denote the number of (hourly) entries within 

each bin. 

3. Results 

3.1. Selected data 

Data from four months are studied here. These months are May, July and August 2022, and February 2023. 

These cover different sky conditions throughout the year, from winter to summer, and days with sunny, cloudy 
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and dusty conditions, resulting in a good variety of both smooth and variable solar conditions. Note that in all 

figures, the months are shown in order from February to August, to reflect winter to summer progression, 

although the included February corresponds to the calendar year after that of the other months. 

 

3.2. Hourly beam irradiance 

For a general view on the measured and modelled values, Figure 1 shows the profiles of hourly Gb, from both 

sources, throughout the four months; Figure 2 shows the same data in scatter plots, in bins of 10 W/m2. Gb is 

very sensitive to atmospheric conditions, mainly clouds and aerosols, to a higher degree than global irradiance; 

therefore, relatively larger dispersions are commonly seen in comparisons of measured and modelled (not only 

physical models like WRF but also from satellite-based models) Gb. 

 

Fig. 1: Daily profiles of (red) measured and (blue) modelled hourly Gb in the studied months. 

 

Fig. 2: Comparison of measured (x-axis) and modelled (y-axis) hourly Gb in the studied months. The colour scales indicate the 

number of entries in each bin (10 W/m2 in both x and y). 

 

3.3 Differences as function of clearness index and of sun zenith angle 

Figure 3 shows the differences in WRF-Chem-modelled to ground-measured Gb as function of SZA for all 

daytime hours (SZA<90) of the considered months. Note that in February for this location the SZA does not 

go below 30 degrees at any hourly average (in other words, hourly averages of solar elevation stay below 60 

degrees above the horizon). Somewhat larger differences can be seen around mid-elevations but on average 

there is no clear dependency on SZA. 

The differences as function of Kt are shown in Figure 4. It can be seen that WRF-Chem tends to underestimate 
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Gb at the higher clearness values, from around 0.6-0.7 on. This suggests that WRF-Chem works better under 

cloudy skies than under clear skies, which may seem counterintuitive, but can be understood by noting the 

influence of high aerosol loads in the region, which affect Gb more clearly in the absence of clouds, indicating 

the need for a better inclusion of aerosols in WRF-Chem. 

 

Fig. 3: Differences in Gb as function of solar zenith angle, per month. 

 

 

Fig. 4: Differences in Gb as function of clearness index, per month. 

 

3.4 Differences by variability 

In order to look for model deviations due to intra-hour variability, Figures 5, 6 and 7 show the model-to-

measurement differences in Gb as function of the range, standard deviation and inter-quartile range, 

respectively, of the 1-minute measured Gb within the hour (see definitions in Section 2). 

Comparing the spread of data along the x-axis across the months, larger variations in Gb can be found, as 

expected, in February, due to increased cloudiness and unstable weather during winter in Qatar. Along the y-

axis, the differences between WRF-Chem and measurements appear generally less widespread in summer, 

particularly in July, and a dependency on the variability metrics (x-axis) is not clear, although an indication 
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towards overestimation can be seen at higher variabilities during August; a possible explanation for this 

overestimation could be too few shallow convection clouds in the WRF-Chem simulation. 

 

Fig. 5: Differences in Gb as function of the range of 1-min Gb within the hour, per month. 

 

 

Fig. 6: Differences in Gb as function of the standard deviation of 1-min Gb within the hour, per month. 
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Fig. 7: Differences in Gb as function of the inter-quartile range of 1-min Gb within the hour, per month. 

To provide a clearer view on any dependencies, Figures 8, 9 and 10 show the same variables as Figures 5, 6 

and 7, namely difference in hourly modelled vs measured Gb as function of range, standard deviation and IQR 

of the 1-minute ground measurements, respectively, but presented in a different form. The points, which 

represent the averages along the y-axis for each x-axis bin, are shown with standard errors (standard deviation 

divided by sqrt(n); for the n 1-hour entries along the y-axis on that x-axis bin). From these figures, the increased 

overestimation in WRF-Chem Gb, i.e. positive differences, is more clearly seen at the higher values of 

variability, especially at higher standard deviation and IQR values and more notably in August. On the other 

hand, underestimation of Gb can be seen throughout but seems more prevalent than overestimation at low 

variabilities. 

 

 

Fig. 8: Means and std error of differences in Gb as function of the range of 1-min Gb within the hour, per month. 

 

 
D.P. Astudillo et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

963



 

Fig. 9: Means and std error of differences in Gb as function of the standard deviation of 1-min Gb within the hour, per month. 

 

 

Fig. 10: Means and std error of differences in Gb as function of the inter-quartile range of 1-min Gb within the hour, per 

month. 

4. Conclusions 

Numerical weather prediction models, such as WRF, are valuable tools to obtain insight not only on 

meteorological information, but also on solar resources at ground level. Beam or direct irradiance is 

particularly challenging for models, given its high sensitivity to most atmospheric components, from clouds 

(as the case of global irradiance) to aerosols (which affect global irradiance to a smaller degree). As aerosol 

measurements are generally scarce, models using this information (from WRF to satellite models for solar 

irradiance) have higher uncertainty in the derivation of direct than for global irradiance. An additional 

complication is the usually high temporal variability of atmospheric aerosol contents, with even higher impact 

in regions, such as deserts, with large aerosol loads; WRF models work with comparatively larger temporal 

resolutions (hourly or three-hourly), which may not be able to capture these rapid changes, further increasing 

uncertainty. The study presented here covers 4 months with varying sky conditions, from winter to summer, 

sunny to rainy and dusty, in a desertic location, and shows that the WRF-Chem model, at hourly level, results 

in higher errors in direct irradiance, as compared to the corresponding ground measurements, when the 
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cloudiness is lower (indicating the effect or aerosols on solar radiation) and at high irradiance variabilities 

(based on the 1-minute ground measurements), mainly as measured through the standard deviation and the 

inter-quartile range of the 1-minute measurements within each hour. These results underline a need for a better 

treatment of aerosol inputs in the model, which currently can be summarised in two limitations: the temporal 

resolution of the aerosol inputs (usually only one or a couple of values per day are available), and the processing 

of the aerosols in the model itself; these shortcomings are currently being addressed in WRF-Chem by 

additional research at QEERI. 
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Abstract 

WRF-Chem is a powerful simulation tool for modeling atmospheric parameters and processes that influence 

solar radiation reaching the Earth's surface. By integrating aerosols and their interactions with radiation, WRF-

Chem provides estimates of solar radiation reaching the surface that can be used as valuable information for 

solar energy forecasting. However, the prediction of solar radiation comes with high uncertainties related to 

the high variability of atmospheric components, especially aerosols in clear-sky conditions. In this 

contribution, the aerosol optical depth (AOD) parameter is used to represent the optical property of aerosols. 

AOD derived from WRF-Chem and a reanalysis model (CAMS) are evaluated in comparison to ground AOD 

data. The resulting analysis will server to correct the forecasted WRF-Chem AOD products and thus the 

prediction of solar radiation based on additional analysis of AOD data in a region with mostly cloudless 

conditions in general, but with the presence of aerosols and airborne desert dust throughout the year. 

Keywords: WRF-Chem, aerosols, AOD, CAMS, direct normal irradiance 

 

1. Introduction 

The WRF-Chem model is a powerful numerical weather prediction (NWP) simulation tool for modeling 

atmospheric parameters and processes that influence solar radiation reaching the Earth's surface. It is a coupled 

model combining the weather forecasting capabilities from the Weather Research and Forecasting (WRF) 

model, as well as chemical transport capabilities that simulate the emissions, transport, and transformation of 

atmospheric gases and aerosols. WRF-Chem can be used as a valuable tool for solar radiation forecasting, with 

somehow large uncertainties, however, due to variability in clouds, in general, and in aerosols when clouds are 

absent (Ruiz-Arias et al., 2013). These uncertainties are even more pronounced on the direct solar radiation 

component, given its high sensitivity to the optical properties of the atmosphere, mainly coming from aerosols 

in cloud-free conditions (Gueymard, 2012). Among several parameters used to describe the aerosol optical 

properties, the aerosol optical depth (AOD) is commonly used to quantify the extinction of solar radiation by 

aerosols. AOD is acquired by ground-based sun photometers, such as the worldwide network of sun 

photometers provided by the AErosol Robotic NETwork (AERONET). Ground observations offer localized 

data of high quality; however, they are usually not available for long periods and suffer from data gaps. Other 

alternatives for AOD data retrieval are satellite products such as the Moderate Resolution Imaging 

Spectroradiometer (MODIS), or models such as NWP and global atmospheric chemistry models. Recently, 

atmospheric models, using data assimilation and reanalysis from satellite or ground observations, provide 

continuous time-series of AOD data with relatively high temporal resolution. The Modern-Era Retrospective 

analysis for Research and Applications, version 2 (MERRA-2), developed at NASA, and the Copernicus 

Atmosphere Monitoring Service (CAMS) model, developed at the European Centre for Medium-range 

Weather Forecasting, are two examples of reanalysis models widely used in solar resource applications to 

derive AOD data.  

In this contribution, AOD derived from CAMS and WRF-Chem model will be evaluated in comparison to 

ground AOD data, to assess the reliability of the derived data in Doha, Qatar, a region characterized by high 

concentrations of atmospheric dust. The results of the analysis will be used to study a possible correction on 

WRF-Chem AOD products in high aerosol loads conditions, which may improve WRF-Chem performance in 

predicting solar radiation when further analysis of AOD data is performed. 
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2. Methodology 

A high-precision monitoring station equipped with thermopile sensors is used here to collect ground-

measurements of the direct, global and diffuse components of solar radiation.  

At the same site, a sun photometer is used to derive ground AOD data, based on a spectrally selective detector 

measuring the spectral extinction of the direct radiation from the top of the atmosphere to the radiation at the 

earth surface for several wavelengths. The total optical depth is derived following the Lambert-Beer equation 

and AOD is derived from the total optical depth after removing the contribution of the other extinctions 

including the molecular scattering, ozone and other trace gas absorptions. To conform with satellite-derived 

data, the 500 nm channel is used here; this is also the closest wavelength to the representative wavelength (550 

nm) of the scattering properties of aerosols in the atmosphere.   

In this study, the three-dimensional WRF-Chem meteorology-chemistry model was implemented over the 

Arabian Peninsula, with a focus on enhanced grid resolution specifically for Qatar. The model simulated three 

primary processes: the emission of atmospheric components (both gases and aerosols), their transport, and 

their physicochemical transformations in the atmosphere. It was applied to the Middle East region using a 3-

D grid system within a two-way nesting configuration, allowing communication between three domains with 

varying grid resolutions, all of which ran concurrently (Fountoukis et al., 2022). Aerosol concentration data 

moved in and out of all computational domains during model integration. The parent domain utilized a 50 km 

× 50 km grid resolution, while the intermediate nested domain (centered on the Arabian Desert) used a 

resolution of 10 km × 10 km. The third domain, covering Qatar, was resolved at 2 km × 2 km. The GOCART 

(Georgia Institute of Technology–Goddard Global Ozone Chemistry Aerosol Radiation and Transport) aerosol 

scheme was employed in all simulations, alongside the RACM (Regional Atmospheric Chemistry Mechanism) 

scheme for chemistry. The HTAP (Hemispheric Transport of Air Pollution emissions; http://www.htap.org/) 

anthropogenic emissions were used, featuring a grid resolution of 0.1° × 0.1°. Dust emissions were simulated 

using the US Air Force Weather Agency (AFWA) scheme, which incorporates the MB95 dust emission 

parameterization with typical airborne dust size distributions. Initial conditions for all pollutant concentrations 

are taken based on typical measurements of air quality in the region.  

AOD is also derived from the reanalysis products CAMS. The CAMS Radiation Service v4.6 all-sky 

irradiation is used to derive 1-minute AOD values at 550 nm as the sum of all available optical depth products, 

and from these, hourly-averaged AOD values are calculated. 

The statistical parameters used to compare the modeled and ground AOD data are the mean bias error 

(Bias) and the root mean square error (RMSE). For each entry, the difference and its square between the 

estimated (AOD WRF and AOD CAMS) and measured (AOD Ground) at the same time stamps (t) are 

calculated for the corresponding period. Then, these differences and their squares are summarized to determine 

the corresponding bias and root mean square error. The values are also expressed in relative values with respect 

to the mean values calculated from the measured AOD. Equations 1 to 6 are used to determine the statistical 

parameters where N is the total number of considered values.  

 

(𝑡) = 𝐴𝑂𝐷𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑(𝑡) −  𝐴𝑂𝐷𝑔𝑟𝑜𝑢𝑛𝑑(𝑡)  (eq.1) 

 

𝐵𝑖𝑎𝑠 =
∑ 𝑡

𝑁
1

𝑁
      (eq.2) 

 

𝑅𝑀𝑆𝐸 =  √∑ 𝑡
2𝑁

1

𝑁
     (eq.3) 

 

𝑚𝑒𝑎𝑛 𝐴𝑂𝐷 =  
∑ 𝐴𝑂𝐷𝑔𝑟𝑜𝑢𝑛𝑑(𝑡)𝑁

1

𝑁
    (eq.4) 

 

𝑟𝐵𝑖𝑎𝑠 =  
𝐵𝑖𝑎𝑠

𝑚𝑒𝑎𝑛 𝐴𝑂𝐷
     (eq.5) 

 

𝑟𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸

𝑚𝑒𝑎𝑛 𝐴𝑂𝐷
     (eq.6) 
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3. Results 

3.1 Ground AOD 

To quantify and study the range of AOD values seen in Doha’s conditions, we study in figure 1 the hourly 

variations of AOD derived by the sun photometer for a period of ~one year, showing all months consecutively 

excluding August due to the unavailability of processed data for this month at the time of analysis. Note that 

the months are shown in order from January until December for clarity, although the included January and 

February corresponds to year 2023 while the other months are in year 2022. The blue lines on the figure 

correspond to the beginning of a new month. For some months AOD variation is confined within a defined 

band, while for other months the variation is more obvious with an observed high range (between 0.3 and 1.4 

in July for instance). The observed AOD mean is ~ 0.5 with a standard deviation of 0.27, indicating a dynamic 

fluctuation of AOD in the region with a more turbid atmosphere in the summer season. This variation in AOD 

induces a pronounced variation in solar radiation; when simulating the beam normal irradiance component 

with SMARTS2 (Simple Model of the Atmospheric Radiative Transfer of Sunshine) model, the maximum is 

reduced by ~ 5 % when AOD is 0.1, and by ~ 50 % when AOD is equal to 1, with respect to AOD = 0 (Bachour 

et al., 2023). 

 

Figure 1. Variations of hourly AOD through one year, measured by a sun photometer in Doha, Qatar. 

3.2 Model-derived AOD 

Hourly AOD data were also derived from the CAMS reanalysis database and WRF-CHEM. Figure 2 shows 

an example of the normalized frequency distributions of AOD from these models in comparison with the 

ground data for two months: May, and July 2022.  

 

Figure 2. Normalized frequency distribution (in %) of hourly AOD per month.  

Looking to the overall distribution, AOD values obtained from CAMS (blue line) agree partially with AOD 

obtained from the ground (red line), with differences observed mainly in the tail part of the two histograms, 

where higher AOD values are being captured by the ground measurements. AOD values between 0.7 and 1 are 

frequent in the CAMS data; AOD higher than 1, values attributed to local dust events, are observed in the 
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ground measurements. For WRF-Chem, the distribution of modeled AOD (green line) does not conform with 

the ground-derived values, with an observed underestimation. A clear discrepancy is seen towards the low 

AOD values where WRF-Chem reports very low values with high frequency (even for other months not shown 

here), which may not be possible in the turbid atmosphere of Doha. WRF-Chem is clearly not able to capture 

high AOD values, with mean values significantly lower than those derived by the sun photometer, highlighting 

the model limitations when predicting AOD in Doha’s desert environment (Fountoukis et al., 2020), and the 

need to reconfigure or correct the model with new parameters based mainly on AOD, in order to improve the 

ability of WRF-CHEM to predict local dust events in a desert environment, consequently improving the 

prediction of solar radiation in a desert location with high aerosol loads.  

To examine the comparison in more detail, the profile of the hourly AOD data from the 3 sources is plotted at 

the same time stamps for two one-month periods (May and July of 2022): CAMS and ground data in Figure 3, 

WRF-Chem and ground data in Figure 4. The data of the x-axis, labeled as ‘entries’ in the plots, are 

chronologically sorted but they are not consecutive in time, and they include commonly available AOD data 

from both sources at the same timestamp. The dotted red vertical lines are plotted to discern the first entry of 

a new day. The statistical comparison with the ground data is reported in table 1 for CAMS and table 2 for 

WRF-Chem; the mean bias error (Bias) and the root mean square error (RMSE) are determined, respectively, 

by calculating the differences and their squares between the modeled and ground AOD values at the same time 

stamps, and their corresponding mean Bias and RMSE and their relative values (rBias, rRMSE) with respect 

to the mean values of AOD-Ground. The number of data points in the comparison is also shown in the tables. 

 

Figure 3. Hourly AOD variations of CAMS in comparison with ground data in Doha, Qatar. 

 

Figure 4. Hourly AOD variations of WRF-Chem in comparison with ground data in Doha, Qatar. 

Table 1. Comparison of AOD CAMS and ground. 

MONTH BIAS RBIAS (%) RMSE RRMSE 
(%) 

DATA POINTS 

05/22 -0.15 -20.81 0.34 49.2 340 

07/22 -0.03 -4.44 0.16 22.4 176 

09/22 -0.04 -8.27 0.12 25.28 322 

02/23 0.03 7.95 0.22 66.99 145 
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Table 2. Comparison of AOD WRF-Chem and ground. 

MONTH BIAS RBIAS (%) RMSE RRMSE 
(%) 

DATA POINTS 

05/22 -0.23 -31.69 0.49 68.51 327 

07/22 -0.22 -30.51 0.38 51.87 170 

09/22 -0.2 -41.81 0.29 59.75 322 

02/23 -0.09 -29.10 0.26 79.43 145 

 

From figures 3 and 4, it is observed that CAMS captures better the local variability observed in the ground 

data, with larger discrepancies observed in WRF-Chem data. However, high AOD values observed in the 

ground data are not properly modeled by either CAMS or WRF-Chem. When comparing the statistics for each 

of the months in tables 1 and 2, CAMS is mostly underestimating the AOD values with a relative bias less than 

10 % except for May. For WRF-Chem the AOD values are underestimated for all the months and the relative 

RMSE is considerably high.  

3.3 Data validation 

The solar radiation measurement is used For AOD data validation; the measured direct component, Gb, is 

compared with a clear-sky Gb (Gb_cs) calculated with the European Solar Radiation Atlas (ESRA) clear-sky 

model, with a Linke turbidity value of 1 to get the maximum Gb representing a perfectly clear atmosphere free 

from any aerosols or water vapor. This component is then reduced by the AOD parameter to obtain Gb_cs, 

which quantifies the reduction in solar radiation caused by aerosols. See Equation 1 for more details, where m 

is the air mass and AOD is the value derived from ground, CAMS, and WRF-Chem. 

Gb_cs = Gb-ESRA (max) * Exp (-m*AOD) (Eq.1)  

Figure 5 shows an example of 3 daily profiles of measured (red line) and modeled Gb, as described previously. 

It is observed that Gb modeled using ground AOD data as input follows the measured Gb, while Gb modeled 

using AOD from CAMS and WRF-Chem deviates from the measured Gb with a significant overestimation 

due to an underestimation of AOD values. For a broader validation, the scatter plot of one month of data 

between the measured and modeled Gb shows a reasonably good agreement when using AOD data derived 

from the ground measurement (Bachour et al., 2023).  

 

Figure 5. Daily profiles of measured and clear-sky DNI. 

3.4 Data filtering 

Although the processing of the sun photometer data includes a cloud screening algorithm that identifies cloudy 

periods and flags the corresponding AOD data, some days with relatively high AOD values identified from 

figures 3 and 4 will be further analysed to eliminate the possibility of outliers in the ground AOD data, which 
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may indicate cloud contamination and thus inaccurate ground AOD values. For this analysis, the direct solar 

radiation component Gb measured by a solar monitoring station located close to the sun photometer will be 

analysed. Although it is not straightforward to distinguish between the attenuation in Gb caused by clouds or 

aerosols without using additional data, days with clouds exhibit a profile with sharp decreases and recoveries 

as compared to the aerosol effects that tend to cause a more gradual reduction in irradiance throughout the day. 

Following this assumption, all days identified as days with possible clouds contamination are removed.  

In addition, the cumulative distribution of the ground AOD has been analysed for each of the month; it was 

noted that AOD values less than 0.1 are extremely rare (<1% for all the studied months), and 0.14 are also 

quite rare (<1% for the studied months except for Feb, when it was ~ 3.5%). Table 3 shows the comparison 

excluding the suspected cloudy days. In addition to the exclusion of cloudy periods, tables 4 and 5 show the 

same parameters excluding also AOD data with values less than a fixed threshold: 0.1 in table 4 and 0.14 in 

table 5; only months with changes are reported.  

Table 3. Statistical parameters between AOD WRF-Chem and ground, excluding cloudy periods. 

Month Bias rBias RMSE rRMSE Data Points 

05/22 -0.22 -31.44 0.49 68.71 308 

07/22 -0.16 -23.28 0.33 48 127 

09/22 -0.19 -39.71 0.27 55.95 299 

02/23 -0.02 -8.8 0.16 55.79 108 

Table 4. Statistical parameters between AOD WRF-Chem and ground, excluding cloudy periods and AOD<0.1 . 

MONTH BIAS RBIAS RMSE RRMSE DATA POINTS 

02/23 -0.02 -5.85 0.15 54.41 104 

 

Table 5. Statistical parameters between AOD WRF-Chem and ground, excluding cloudy periods and AOD<0.14 

MONTH BIAS RBIAS RMSE RRMSE DATA POINTS 

09/22 -0.19 -39.48 0.27 55.37 285 

02/23 0.01 -0.1 0.15 49.85 76 

 

From the bias values of the WRF-Chem, the model tends to underestimate the AOD values consistently. To 

keep consistency among all months, only periods with AOD values less than 0.1, seen only in WRF-Chem 

data, were eliminated as it is not ‘physically’ possible (not seen in the ground measurements during these 

months) in Doha’s conditions.  

3.5. Correction of WRF-Chem AOD data 

Since the WRF-Chem data consistently underestimated AOD, the bias correction method is used to improve 

forecasting results. This method consists of determining a mean bias error of the data within a certain period 

and using it to correct the forecasted results. The bias is calculated using the data of three months analysed 

together and used to correct the data of the remaining month (table 6).  

Table 6. Statistical parameters for the comparison of ground and WRF-Chem AOD, using the bias correction method.  

MONTH BIAS RBIAS RMSE RRMSE DATA POINTS 

05/22 -0.03 -5.47 0.42 64.25 356 

07/22 -0.03 -4.47 0.28 42.10 131 

09/22 -0.07 -14.15 0.2 41.84 317 

02/23 0.14 50.44 0.21 73.59 107 

While the bias of the forecasted data has been reduced for most of the tested months, their relative RMSE 

hasn't improved much, and the applied correction amplified the errors for February. This means that it is not 

adequate to apply the same correction on the forecasted results without considering some sort of data clustering 

based on data distribution similarity, or data seasonality. As a first attempt, looking to the frequency 

distribution of AOD WRF-Chem, a certain similarity is observed between months 5 and 7 (wider range with a 

relatively high mean of AOD values) compared to months 9 and 2 which show a somehow narrower 

distribution with lower mean AOD values. However, month 9 has a higher mean AOD value and exhibits 
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higher AOD variations than month 2. Table 7 shows the results of the bias correction method determined with 

the data of one month (i.e. month 5 and 9) and validated using the data of the similar month respectively (i.e. 

month 7 and 2), and vice versa. The errors for 5 and 7 are reduced, however the errors in months 9 and 7 are 

high as expected, suggesting the use of another correction factor for winter months with low AOD values.  

Table 7. Statistical parameters for the comparison of ground and WRF-Chem AOD, using the bias correction method.  

MONTH BIAS RBIAS RMSE RRMSE DATA POINTS 

05/22 -0.02 -2.47 0.42 64.06 356 

07/22 -0.04 -5.37 0.29 42.2 131 

09/22 -0.17 -35.87 0.25 53.27 317 

02/23 0.16 59.6 0.22 80.15 107 

 

Other correction methods are tested here and consist of finding a possible fit between two datasets, as will be 

defined in Figures 6 and 7, to check if errors improve compared to the bias correction method. Figure 6 shows 

an example of a scatter plot between AOD ground and WRF-Chem, with the x-axis presenting the WRF-Chem 

data and the y-axis presenting the ground data. The black line indicates the one-to-one line, while the red line 

represents the linear fit function found between the data, determined in the range 0 to 1.5 to eliminate some 

outliers, which might help the fit function to better represent the relation between the two datasets. Figure 7 

shows the scatter plot between the point-by-point bias of WRF-Chem and ground AOD (y-axis) and AOD 

WRF-Chem (x-axis), and the fit function is shown with a solid red line. Following the same method discussed 

in the bias correction method, the fit functions are determined using the data of three months and validated 

using the data of the remaining month.  

 

Figure 6. Scatter plot between measured and WRF-Chem AOD. 

The linear fit function parameters (c0, c1) are determined from figure 6, in this case using the three months 

(5,7,9), and applied to correct AOD_WRF of month 2. The fit function is shown in equation 2. Table 8 shows 

the results of applying this correction on all forecasted AOD_WRF, alternating the used/removed months to 

have all possible combinations. 

AOD_ground = c0 + c1 * (AOD_WRF) (Eq.2) 

Table 8. Statistical parameters for the comparison of ground and WRF-Chem AOD, using the linear fit correction.  

MONTH BIAS RBIAS RMSE RRMSE DATA POINTS 

05/22 -0.09 -13.69 0.42 63.89 356 

07/22 -0.09 -12.58 0.27 39.87 131 

09/22 -0.01 -3.18 0.17 37.21 317 

02/23 0.2 70.68 0.23 82.3 107 
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Figure 7. Scatter plot between bias and WRF-Chem AOD. 

Figure 7 is used to determine the fit function between the residuals PR (as percentage of AOD_WRF), and 

AOD_WRF, following the formula shown in equation 3. The residuals are the differences between each 

AOD_WRF value and the corresponding ground-derived AOD. 

𝑃𝑅 = 𝑃2 − 𝐸𝑥𝑝 (𝑃0 + 𝑃1 ∗ (𝐴𝑂𝐷𝑊𝑅𝐹𝐶ℎ𝑒𝑚))  (Eq. 3) 

P2, P0, P1 are the fit parameters determined from the scatter plot using the data of three months. The correction 

is then applied on the remaining month comparing the calibrated WRF-chem AOD with ground data (table 9).  

Table 9. Statistical parameters for the comparison of ground and WRF-Chem AOD, using the residuals correction.  

MONTH BIAS RBIAS RMSE RRMSE DATA POINTS 

05/22 -0.26 -40.37 0.51 78.2 356 

07/22 -0.22 -32.62 0.39 56.88 131 

09/22 -0.30 -64.94 0.36 76.79 317 

02/23 -0.12 -43.94 0.18 65.39 107 

 

The results of the linear fit on AOD show a somewhat similar improvement as seen in the bias correction 

method; in some months the relative RMSE is even lower, thus reducing the dispersion of WRF-Chem data 

compared to the ground data, however the bias of the month of Feb is amplified similarly to the previous 

method, suggesting the need of aggregating the data by season following the sky turbidity level as discussed 

previously. The correction determined from the fitting of the residuals failed to improve the errors and in fact 

worsened them. This was expected looking to the wide band of data dispersion around the fit line (figure 7), 

reflected in the errors associated to the parameters of the fit (shown in the statistics box on the plot), mainly 

for P2.  

4. Conclusions 

Among different parameters used to quantify the aerosols, AOD is used to account for the attenuation of the 

solar radiation in the atmospheric column due to aerosols, and AOD quantification, whether short- or long-

term, is required in many applications such as climate change, air quality, and solar radiation. Due to the high 

dynamicity of the aerosols in the atmosphere, AOD obtained by ground measurements remains the reference 

method for deriving reliable data with high temporal resolution, and models based on satellite observations 

and reanalysis databases provide AOD data with high uncertainties, mainly in regions with high aerosol loads. 

In this contribution, AOD (with hourly temporal resolution) is quantified with a sun photometer deployed in 

Doha, Qatar to obtain ground-derived AOD data and evaluate the AOD products obtained from CAMS and 

WRF-Chem model. CAMS model data show relatively good agreement with the ground data. However, the 

assessment of the WRF-based data shows non-conformity and high discrepancy with the ground data, leading 

to the suggestion of correction methods to WRF-Chem reducing the errors of the forecasted values. By 

considering AOD post correction into WRF-Chem simulation process, the accuracy and reliability of the solar 

radiation prediction can be improved, mainly in region characterized by high concentrations of atmospheric 

dust. 
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Abstract 

In this work, a local adjustment is proposed for photosynthetically active radiation (PAR) estimates at 

several locations around the world with different Köppen-Geiger climate classes, resulting in a climate adjustment 

for PAR estimates. For adjustment, a site adaptation technique was used for each of the climates (hemiboreal, 

semi-arid, mediterranean, oceanic, and tropical) represented in this study. Remote sensing PAR data from 

thirteen locations were collected from the Copernicus CAMS global greenhouse gas reanalysis (EGG4) dataset to 

be used as initial PAR estimates, while observed PAR data from the same locations were also collected to 

perform the local adjustment. The results evidenced good fitting for four out of five climates; conversely, the 

semi-arid climate had to be divided into two subclimates (hot and cold semi-arid) to obtain good results. After 

division, the best results were obtained for the cold semi-arid and mediterranean climates. In the hot semi-

arid climate, the results were contradictory, since it had the worst determination coefficient and the second-

best MBE and RMSE among all climates. These results suggest that PAR is affected by local climatic and 

atmospheric conditions. 

Keywords: Photosynthetically Active Radiation, PAR, Modelling 

 

1. Introduction 

Photosynthetically Active Radiation (PAR) is the portion of solar radiation whose wavelength is located between 

4·10-7 m and 7·10-7 m. It is the range of the solar spectrum that plants use to perform photosynthesis, and it is the 

visible range for the human eye as well. PAR can be expressed as the photosynthetic photon flux density measured 

in µmol s-1 m-2 or as the energy flux density measured in W m-2. In this work, the term PAR refers to the energy flux 

density and is expressed as W m-2. 

Despite its many applications, for example in estimating biomass growth or in calculating gross and primary 

production (Iasimone et al., 2018; Pinker et al., 2010; Trofimchuk et al., 2019; Wu et al., 2009), PAR is not as 
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commonly measured as other solar components. When ground PAR data are not available, satellite-derived PAR 

estimates are a good option to consider because they usually cover long time periods and the entire surface of the 

world.  

PAR is strongly dependent on local atmospheric and climatic conditions (Ferrera-Cobos et al., 2020a). Consequently, 

PAR models also depend on the data used to train the models. Previous studies addressed PAR modelling, analysing 

climatology and meteorological conditions (Ferrera-Cobos et al., 2020b; García-Rodríguez et al., 2021; Wang et al., 

2021).  

Site adaptation is a process in which the long-term time series of a modelled variable is improved in accuracy by 

using the short-term observations of the variable. It is often used when the variable is the irradiance or one of the 

components of the irradiance, employing mathematical adjustments to perform the site adaptation process (Ferrera-

Cobos et al., 2020b; Mazorra Aguiar et al., 2019; Polo et al., 2016). 

This work presents a climate adjustment for satellite-derived PAR estimates from 13 locations around the world, 

covering five different climates according to their Köppen-Geiger clasification. The adjustment was performed using 

a site adaptation technique. 

2. Materials and Methods 

Satellite-derived PAR data from 13 locations were collected from the Copernicus CAMS global greenhouse gas 

reanalysis (EGG4) (Agustí-Panareda et al., 2023) dataset from 2013 to 2020 along with ground PAR observations 

from the GEOPAR network, AMERIFLUX (Yepez, 2020), CERZOS CONICET-UNS, São Paulo State University 

and Helsinki University-Viikki Campus (https://osf.io/e4vau/), overlapping at least one year in that time span from 

the same 13 locations. The daily average was calculated for both data sets. 

Thirteen locations, covering five climates according to the Köppen-Geiger climate classification (hemiboreal climate, 

semi-arid climate, mediterranean climate, oceanic climate, and tropical climate), provided PAR ground data. More 

details of each location can be found in the Tab. 1. Tropical (Aw) and subtropical (Cfa) climates were combined into 

a single class named tropical, while the climate subgroup Bsks was classified as a Mediterranean climate. 

For local climate adjustment, this work used a site adaptation technique for each of the climates represented in this 

study. Site adaptation consisted of a fitting between remote sensing data and observed data. In this case, satellite-

derived PAR estimates were fitted using ground-observed PAR data from the radiometric stations listed in Tab. 1 

and Fig. 1.  

 

Tab. 1. Locations. Positive degrees indicate north latitude or east longitude. 

Country Location Latitude Longitude Altitude 

(m) 

Köppen-Geiger 

classification 

Climate type 

Spain Tabernas  37.092 -2.364 491 Bskw Semiarid 

México Alamos  26.997 -108.789 367 Bsh Semiarid 

Spain Albacete 39.041 -2.082 698 Bsks Mediterranean 

Spain Salamanca 40.978 -5.715 777 Bsks Mediterranean 

Spain Lubia  41.601 -2.508 1099 Bsks Mediterranean 

Spain Córdoba 37.857 -4.803 91 Csa Mediterranean 

Spain Zaragoza 41.727 -0.814 226 Bsks Mediterranean 

Spain Lugo 42.995 -7.541 447 Csb Oceanic 

Spain Villaviciosa  43.476 -5.441 6 Cfb Oceanic 

Spain Vitoria 42.854 -2.622 520 Csb Oceanic 

Argentina Bahía Blanca  -38.678 -62.232 42 Cfa Tropical 

Brasil Baurú  -22.351 -49.033 610 Aw Tropical 

Finland Helsinki 60.225 25.017 8 Dfb Hemiboreal 
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Fig. 1. Locations used in this work. 

 

All data from the 13 locations were classified according to their Köppen-Geiger class. As there were some similar 

climate classes, the climatic classification was simplified into the following five groups. 

 

• Hemiboreal 

• Semi-arid 

• Mediterranean 

• Oceanic 

• Tropical 

 

A linear regression between the PAR satellite-derived data and the PAR ground observations was used to perform 

site adaptation for each of the climates, as illustrated in eq. 1. This method implies the use of observed data to refine 

satellite estimates.  

 

𝑦𝑙𝑜𝑐𝑎𝑙 = 𝑎 · 𝑥𝑠𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒 + 𝑏   (eq. 1) 

 

Where the slope of the linear regression is 𝑎, the intercept is  𝑏, 𝑦𝑙𝑜𝑐𝑎𝑙  refers to the ground-observed data, 𝑥𝑠𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒  

indicates the satellite-derived data.  

In this work, this methodology is applied to PAR data. Therefore, the ground-observed PAR data is used as 𝑦𝑙𝑜𝑐𝑎𝑙 , 

whereas the satellite-derived PAR data is used as 𝑥𝑠𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒. To perform the training of the models, the fittings were 

conducted for each of the groups of PAR data (hemiboreal climate, semiarid climate, mediterranean climate, oceanic 

climate, and tropical climate) allowing us to obtain the corresponding parameters 𝑎 and  𝑏 for each of the climates. 

These parameters can be used to estimate PAR in a location with the same climate, using PAR satellite-derived data 

from this location, as eq. 2 shows. Thus, using eq. 2 we can obtain local climate-based PAR estimates from satellite-

derived data. 
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The mathematical expression of the resulting PAR model derived from the linear regressions is shown in eq. 2.  

 

𝑃𝐴𝑅𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 = 𝑎 · 𝑃𝐴𝑅𝑠𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒 + 𝑏  (eq. 2) 

 

To eliminate outliers, the data were previously checked and filtered. Any data whose ratio between ground-observed 

PAR and satellite-derived PAR differed more than 40% from the mean of the dataset ratio were dismissed. 

The corresponding PAR data for each of the climates were randomly divided 70/30 into two groups. The first group, 

which contained 70% of the data, was used to train the models and obtain the parameters 𝑎 and  𝑏 for each climate. 

The remaining data were subsequently used to validate the models. 

3. Results 

The preliminary results training the models showed good correlations in all climates except in the semi-arid case, 

where the R2 was 0.563. Furthermore, two different data groups can be observed in Fig. 2, since the scatterplot 

between the measured and remote-sensing PAR shows a ‘V’ shape. As a consequence, semi-arid climate was divided 

into two subclasses: Cold Semi-arid and Hot Semi-arid. After division, the R2 numbers improved significantly, from 

0.563 to 0.918 and 0.801, respectively. The statistics MBE (mean bias error) and RMSE (root mean squared error) 

improved as well in the cold semi-arid climate. In contrast, these statistics showed worse numbers in the hot semi-

arid climate. Interestingly, the slopes obtained differ significantly from the cold to the hot semi-arid climate (1.20 to 

1.67). 

 

Fig. 2. Training models for semi-arid climates 

 

Fig. 3 illustrates the results of training the models, with the semi-arid climate divided into two subclasses. 

 

Fig. 3. Results of the training process for each climate. 
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Interestingly, all climates showed good correlations, the worst being tropical, where the R2 was 0.795. Although 

MBE and RMSE did not show numbers lower than 26%. It is also noticeably that the slopes vary from one climate 

to another; the highest slope is for the hot semi-arid climate, and the lowest slope is for the cold semi-arid climate. 

The remaining slopes range between these two extremes. Thus, according to these results, the model adjustment for 

each climate is illustrated in Tab. 2. 

 

Tab. 2. Model expressions for each climate. 

Climate type Model expression 

Hemiboreal PAR = 1.59·PARsatellite − 2.35 

Cold Semi-arid PAR = 1.20·PARsatellite + 4.71 

Hot Semi-arid PAR = 1.67·PARsatellite + 10.07 

Mediterranean PAR = 1.38·PARsatellite − 0.54 

Oceanic PAR = 1.34·PARsatellite − 4.39 

Tropical PAR = 1.25·PARsatellite + 5.42 

 

The expressions for the adjusted models were validated using the remaining 30% of the data that were not used in 

the training process. Fig. 4 shows the validation results. 

 

 

Fig. 4. Results of the validation process for each climate. 

 

The results indicate a good performance of the models, as all slopes range from 0.99 to 1.01, and a good determination 

coefficient, as the lowest R2 is 0.774 and three of them are above 0.9. The MBE in absolute value is below 2% in all 

cases. However, the worst statistics obtained were RMSE, which in no case was lower than 10%. Model adjustment 

seems to perform better in dry and stable weather climates such as cold semi-arid or Mediterranean climates. Models 

obtained worse results in climates where precipitations are more common, such as tropical or oceanic. Interestingly, 

the error statistics in the hot semi-arid climate are good, despite having the worst R2. In fact, its MBE and RMSE (-

0.23% and 11.61%, respectively) are the second lowest among all climates under study. This climate is only covered 

by one location, thus local perturbations or disturbances cannot be ruled out, and further research is needed to 

understand and improve the model adjustment in this climate.  
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4. Conclusions 

A local adjustment was proposed for photosynthetically active radiation (PAR) estimates in 13 locations around the 

world with five different climate types. The proposed methodology develops local models using satellite-derived and 

ground-observed PAR data. Merging data from sites with the same climatic features enable to develop models based 

on their climatic classification. Therefore, these models can also be used to estimate PAR in other locations whose 

climate is the same. The estimates provided by the proposed models are a useful tool for obtaining PAR data at 

locations where no ground observed data are available and can be of interest for energy balance in ecosystem 

calculations, biomass production models, agrofood industry, etc. that need PAR data as input. 

The statistical results showed a good correlation between the adjusted satellite-derived PAR estimates using the 

proposed method and the ground-measured PAR data at the locations studied. The type of semi-arid climate initially 

showed a poor correlation; indeed, two groups of data could be observed. This made it necessary to divide the 

semiarid climate type into two classes (hot semiarid and cold semiarid) to obtain good fitting results, supporting the 

idea that PAR is strongly dependent on local climatic and atmospheric conditions. The best results were obtained for 

the cold semi-arid and mediterranean climates. This good performance of the models in the cold semi-arid and 

mediterranean climates was expected, as both are usually dry and stable weather climates, so that the satellite-derived 

estimates are normally more accurate and so does the model adjustment proposed. Noticeably, the results in the hot 

semi-arid climate are shocking. On the one hand, it had the worst determination coefficient among all climates, and 

nevertheless its MBE and RMSE are the second best. This could be explained due to local disturbances as this climate 

is only covered by one location. These results suggest that PAR is affected by local atmospheric conditions, and 

further research in this field is needed. 
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Abstract 

This study investigates how the spatial and temporal variations in atmospheric aerosols impact Direct Normal 

Irradiance (DNI) in a region affected by desert dust intrusions. We employ a three-dimensional atmospheric 

meteorology-chemistry model (WRF-Chem) with a triple-nesting configuration over the Middle East, focusing 

particularly on the hot desert climate of the Arabian Peninsula. We analyze data of solar radiation covering 

five-month periods (May-September), which represent both dry and humid summertime conditions in the 

region. These data are used to evaluate the model's performance. By implementing an advanced prognostic 

treatment of aerosols, the model demonstrates significantly improved accuracy in predicting DNI. The 

influence of aerosols on DNI is particularly pronounced in areas affected by human activities, such as large 

cities, as well as those experiencing desert dust intrusions. In these regions, aerosol-induced attenuation of 

DNI can exceed 70%, corresponding to a reduction of nearly 6 kWh m-2 per day. 

Keywords: WRF, WRF-Chem, anthropogenic emissions, desert particles 

1. Introduction  

Qatar benefits from an abundance of sunlight throughout the year, receiving about 6.1 kWh/m² of solar energy 

per day (Perez-Astudillo et al., 2022), making it one of the top locations worldwide for solar potential. This 

high level of solar irradiation throughout the year makes Qatar a prime candidate for solar PV energy projects. 

The country's annual Global Horizontal Irradiation (GHI), essential for solar photovoltaic (PV) applications, 

is approximately 2100 kWh/m². According to Qatar's National Research Strategy and Energy Development 

Action Plan, one of the primary objectives is to implement large-scale PV projects. By the end of 2022, Qatar 

had achieved 800 MW of utility-scale PV capacity, and it aims to generate over 20% of its total electricity 

from solar energy by 2030. This transition is expected to contribute to a reduction of up to 26 million metric 

tons of CO2 equivalent by that year. Considering Qatar's demographic profile and energy requirements, solar 

energy, especially through distributed residential and commercial PV systems, can significantly aid in meeting 

the country's solar adoption targets. This approach can lower infrastructure costs and boost energy security. 

Furthermore, incorporating distributed PV generation into smart grids can improve grid adaptability, manage 

the variability of renewable energy sources, and decrease peak demand via demand response programs. This 

not only fortifies grid resilience but also enhances national energy security. Moreover, shifting to solar energy 

for electricity generation can conserve natural gas, Qatar's primary electricity source, offering potential 

economic benefits through gas savings for international trade or downstream industrial development. 

As the use of solar energy applications increases, accurate forecasting of solar irradiance is essential. Ensuring 

the precise forecasting of solar irradiance is paramount for reducing grid integration expenses and enhancing 

the management of electricity grids. Nonetheless, unlike wind power, the prediction of solar insolation still 

comes with significant errors. A variety of modeling techniques, such as statistical models, satellite data-based 

models, sky cameras, and numerical weather prediction (NWP) models, are conventionally employed for 

forecasting DNI. The selection of a modeling approach depends on the forecast timeframe. NWP models are 

the favored tool for DNI prediction from 6 hours up to several days in advance. These models integrate a 

radiative transfer model (RTM) to dynamically forecast DNI by simulating the troposphere. Mesoscale NWP 

models offer benefits as they cover smaller geographic areas (ranging from urban to regional) and are 
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computationally efficient while incorporating detailed physics compared to global large-scale NWP models. 

They are particularly suitable for solar irradiance predictions due to their advanced shortwave solar radiation 

parameterizations (Ruiz-Arias et al., 2013). However, the dynamic behavior of atmospheric aerosols presents 

a significant challenge for solar radiation forecasts due to the complex and uncertain aerosol radiative forcing. 

Specifically, uncertainties in the subgrid-scale variability of clouds and the high temporal and spatial variability 

of atmospheric aerosol concentrations complicate the accuracy of solar radiation predictions. NWPs often 

inadequately represent complex cloud microphysics and non-deterministic aerosol patterns.  

2. Methodology 

Solar radiation data utilized in this research were gathered from the high-precision monitoring station operated 

by the Qatar Environment and Energy Research Institute (QEERI) in Doha (25.33ºN, 51.43ºE). This station is 

equipped with thermoelectric sensors manufactured by Kipp & Zonen, mounted on a Solys2 sun tracker with 

a sun sensor kit for precise tracking. GHI and DHI are measured using two CMP11 pyranometers fitted with 

CVF 3 ventilation units, while DNI is measured using a CHP1 pyrheliometer. The WRF-Chem version 4.5 

(Weather Research Forecasting with Chemistry, Fast et al. (2006) three-dimensional meteorology-chemistry 

model was utilized over the Arabian Peninsula region, with a high grid resolution specifically over Qatar 

(Fountoukis et al., 2022). The model simulates three fundamental components: emissions of atmospheric 

constituents (both gases and aerosol particles), their transport, and physicochemical transformations. 

Employing a two-way nesting configuration, the WRF-Chem model operates across three domains at varying 

grid resolutions, with information regarding species concentrations exchanged between domains throughout 

the model integration process. The parent domain adopts a 50 km × 50 km grid resolution, while the 

intermediate nested domain, focused on the Arabian Desert, employs a 10 km × 10 km resolution. The third 

domain is configured over the Qatar region with a resolution of 2 km × 2 km. This nesting capability enables 

WRF-Chem to efficiently cover large geographical areas where regional pollutant transport, such as dust, is 

significant, while also offering fine resolution in specific areas to capture small-scale features.  

3. Results and discussion 

Typically, NWPs either disregard atmospheric particles entirely or adopt overly simplified aerosol approaches, 

frequently resulting in inaccuracies in cloud cover location and duration and substantial biases in solar 

irradiance projections. In the Arabian Peninsula, elevated temperatures for much of the year lead to cloud-free 

atmospheric conditions owing to swift cloud dissipation. However, aerosol concentrations persistently remain 

high due to frequent dust events and other urban emissions (Fountoukis et al., 2016, 2020, 2022; Tsiouri et al., 

2015; Prakash et al., 2015). Therefore, accounting for aerosol effects in radiation modules is imperative for 

mitigating solar irradiance prediction inaccuracies in this region. In this study, we employ WRF-Chem to 

simulate Direct Normal Irradiance (DNI) in Qatar and the broader Middle East, incorporating an advanced 

prognostic treatment of aerosols (Fountoukis et al., 2020). Our model's performance is assessed against in-situ 

measurements, and we investigate the impact of aerosol presence on our predictions. 
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Fig. 1: Average monthly aerosol effect on DNI (%) simulated for the period May – September over the Arabian Peninsula.  

 

Figures 1 and 2 depict the monthly average influence of aerosols on Direct Normal Irradiance (DNI) across 

the Arabian Peninsula and Qatar, respectively. This influence is assessed by computing the percentage (%) 

difference between two WRF-Chem DNI forecasts: one with detailed aerosol representation and another 

assuming no aerosols. The most significant percentage differences are observed in the eastern part of the 

Arabian Peninsula, with values decreasing by as much as -70%. This translates to a reduction of about 5-6 

kWh m-2 per day. 

 

 

Fig. 2: Aerosol effect on DNI (%) as a monthly mean predicted for the period May – September over the state of Qatar. 

 

This region often experiences dust storms, as noted in prior research (Roshan et al., 2019). Situated downstream 

of the well-known North Westerly (Shamal) winds, this area is susceptible to dust intrusions originating from 

the Fertile Crescent region of Iraq and Syria, as well as the deserts of Saudi Arabia, which are directed towards 

the Eastern Arabian Peninsula and the Arabian Gulf. The Asir Mountains in southwestern Saudi Arabia play a 

significant role in dust dispersal across the Arabian Peninsula. Their elevation increases the volume of dust 

transported over and eastward of the mountains into the Eastern Arabian Peninsula. 
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Notably, the most significant reductions are observed in July and August among the five months studied, 

coinciding with higher atmospheric relative humidity levels. This increased humidity also impacts the 

predicted aerosol optical depths by the model, as shown in Figure 3, which illustrates the elevated levels of 

AOD during the humid months in Qatar. 

 

 

Fig. 3: Aerosol optical depth predicted as a monthly mean for the period May – September over the state of Qatar. 

 

 

The model's performance significantly improves when incorporating the prognostic treatment of aerosols 

compared to the observed DNI values. Including comprehensive aerosol physics and chemistry enables the 

model to accurately replicate the observed DNI in Qatar throughout all studied months, resulting in a 30-40% 

reduction in the model's relative root mean square error. Figure 4 shows such a comparison for the period of 

June.  

 

 

Fig. 4: Average diurnal profile of DNI (W/m2) during the month of June for the location of QEERI’s solar station in Doha, 

Qatar. 
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Abstract 

Ground reflectivity or albedo is required for the estimation of the solar irradiance incident on an inclined surface. 

The ground is frequently modeled as a constant albedo diffuse reflector and this is inadequate for several solar energy 

applications, particularly for bifacial PV power plant yield estimation. Recent advances have categorized albedo 

models according to their complexity, with bivariate models -those incorporating the zenith angle and diffuse 

fraction- performing better. In a previous study, Rodríguez-Muñoz et al. (2022) evaluated six albedo models and 

confirmed that bivariate models were the most accurate. However, they also highlighted the need for measurements 

of both global and diffuse solar irradiance to apply these models. For simplicity, empirical diffuse fraction models 

can be used instead of using diffuse irradiance measurements. This study builds upon prior research by assessing the 

impact of employing empirical diffuse fraction models on albedo estimation. To assess this, measurements were 

conducted over the course of approximately one year at an experimental site with soil and climate conditions 

representative of the Pampa Húmeda region in South America. The results indicate that incorporating these models 

into albedo estimation slightly degrades performance, but still outperforms constant and univariate models. Thus, a 

bivariate albedo model combined with diffuse fraction estimates represents an effective balance between accuracy 

and simplicity. 

Keywords: ground albedo, diffuse fraction, bifacial PV. 

1. Introduction 

Solar energy applications require estimating global solar irradiance on surfaces of arbitrary orientation, which 

includes three components: direct irradiance, diffuse irradiance from the sky, and irradiance reflected from nearby 

surfaces. Traditional transposition models typically focus only on ground reflection, assuming it to be hemispherical 

and isotropic reflecting surface with constant albedo. This assumption is generally sufficient when the reflected 

component constitutes a small portion of the total incident irradiance, as in many solar energy applications. However, 

this assumption is less suitable for bifacial photovoltaic panels, which are more sensitive to ground reflection. These 

panels can generate up to 15% more energy annually than conventional panels on typical albedo soils, and up to 30% 

more on highly reflective soils (Yusufoglu et al., 2014). The increasing adoption of this technology suggests it will 

soon dominate the market (Kopecek & Libal, 2021). This trend has motivated the advancement of more sophisticated 

albedo models that take into account solar geometry, cloud cover, and the characteristics of the surrounding terrain. 

These models fall into three categories of increasing complexity. The first category (I) includes models that assume 

that the ground is a diffuse hemispherical isotropic reflector with a constant albedo. Variations in these models arise 

from different methods for assigning this constant value (Liu & Jordan, 1960; Gueymard, 1987; Psiloglou & 

Kambezidis, 2009). The second category (II) includes models that introduce some specular component in the 

reflected ground irradiance, thus treating albedo as a univariate function of the solar zenith angle (Nkemdirim, 1972; 

Temps & Coulson, 1977; Dickinson, 1983; Psiloglou & Kambezidis, 2009; Tuomiranta et al., 2021). The third 

category (III) includes models that further refines the previous by incorporating cloudiness information (through the 

diffuse fraction) into the albedo calculation (Temps & Coulson, 1977; Gueymard, 1987; Gardner & Nadeau, 1988; 

Ineichen et al., 1990; Chiodetti et al., 2016; Tuomiranta et al., 2021). These latter models require measurements of 

both global and diffuse horizontal irradiance, whereas the simpler models in the first two categories only need global 

irradiance. 

Comparative performance of these models across different soils and climates has been explored in the literature 

(Ineichen et al., 1990; Psiloglou & Kambezidis, 2009; Tuomiranta et al., 2021). Early studies recommended using 

constant, locally measured albedo values based on terrain characteristics (Ineichen et al., 1990). However, more 

recent research, such as Tuomiranta et al. (2021), which evaluated 26 albedo models at 26 sites, reports significant 
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benefits of using bivariate models. Their findings also suggest that relying on constant albedo values from databases 

can introduce significant errors, highlighting the need for local model adaptation to reflect typical conditions 

accurately. 

Given the importance of local adaptation, Rodríguez-Muñoz et al. (2022) evaluated the performance of six pre-

existing models for estimating green grass albedo using data from a site in the Pampa Húmeda region in South 

America (Salto, Northwest of Uruguay). Two models from each category were selected based on Tuomiranta et al. 

(2021). The best-performing model was identified both globally and within each category. The models' coefficients 

were determined through random sampling and cross-validation using albedo measurements from the Solar Energy 

Laboratory at the University of the Republic of Uruguay (LES-UdelaR). The most accurate models were those in the 

third category, which are bivariate and depend on the Sun position in the sky and the diffuse fraction. However, these 

models are more complex to implement and calibrate locally, as they require the additional measurement of 

horizontal diffuse irradiance (DHI) for the calculation of the diffuse fraction, fd = DHI GHI⁄ , where GHI is the 

horizontal global solar irradiance. Datasets with DHI are less common than those with GHI, since the accurate 

measurement of the diffuse component requires precise solar tracking for blocking the direct and circumsolar 

components and this implies frequent maintenance.  

An alternative approach to simplify the implementation of bivariate albedo models is the use of empirical diffuse 

fraction models. These models estimate the diffuse fraction through empirical correlations based on geometrical 

calculations and global irradiance data, such as the solar zenith angle and clearness index, thus eliminating the need 

for measurements of diffuse solar irradiance (Abal et al., 2017; Yang, 2022). This study aims to assess the impact on 

model performance when using empirical diffuse fraction models instead of diffuse solar irradiance measurements.. 

Specifically, it considers two locally adjusted diffuse fraction models in combination with two bivariate locally 

adjusted albedo models. The performance of these combinations was assessed using one year of quality-controlled 

albedo measurements collected at LES-UdelaR, which were independent of the data used in the previous work 

(Rodríguez-Muñoz et al., 2022). The coefficients of the albedo models were updated due to minor differences in 

grass height at the site, compared to the previous campaign. 

This paper is organized as follows: The next section provides an overview of the models under consideration (both 

for albedo and diffuse fraction), details the dataset used, outlines the quality control procedures, and describes the 

performance indicators for model comparison. This is followed by a presentation and analysis of the results. The 

final section summarizes the main conclusions of this study. 

2. Methodology 

2.1. Albedo models 

The albedo or reflectance of a surface is the fraction of global solar irradiance that is reflected by it. The albedo of 

the ground, assumed horizontal, is defined as: 

𝜌𝑔 =
𝐺𝑔

𝐺ℎ
 (1) 

where Gg is the irradiance reflected by the ground (to the entire hemisphere) and Gh is the global solar irradiance on 

a horizontal plane. This parameter depends on various factors: solar altitude, cloudiness, changes due to local climate 

or human actions (e.g., changes in the surrounding terrain or grass height due to maintenance). The simplest model 

assumes the ground to be a diffuse hemispherical isotropic reflector with constant albedo independent of the 

aforementioned variables. The albedo can be obtained from generic databases for different soil types (Liu & Jordan, 

1960; Gueymard, 1987) or estimated from experimental measurements, this latter being the recommended procedure 

(Ineichen et al., 1990; Tuomiranta et al., 2021). 

Although this work focuses on bivariate models (category III), it will also include category I and II models to provide 

a better framework and baseline for comparison, working with a total of four albedo models. The first model 

considered in this work the arithmetic mean albedo, 

𝑚𝑜𝑑𝑒𝑙 1: 𝜌𝑔 =
1

𝑛
∑ 𝜌𝑖 (2) 

where ρi represents the i-th albedo measurement out of n measurements. This model belongs to category I and is 

considered in Psiloglou & Kambezidis (2009) and Tuomiranta et al. (2021). 

The second model in this work corresponds to that proposed by Tuomiranta et al. (2021)  
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𝑚𝑜𝑑𝑒𝑙 2: 𝜌𝑔 = 𝜌𝑛 ×
1 + 𝑏1

1 + 𝑏1𝑐𝑜𝑠𝜃𝑧
 (3) 

This univariate model depends on the solar zenith angle, θz, and has two adjustable parameters: ρn and b1. Is based 

on the previous work of Dickinson (1983) and involves the restriction: b1 ∈ [0, 2], indicating that albedo is an 

increasing function of the solar zenith angle. This directional model is in category II. 

Although there exist other models in categories I and II, the models selected for this study offer the highest 

performance within their categories for the specific ground and climate conditions considered here. This is supported 

by the findings of Tuomiranta et al. (2021) and Rodríguez-Muñoz et al. (2022). 

The third and fourth models are bivariate and belong to category III. Specifically, the third model extends the second 

model and as proposed by Tuomiranta et al. (2021). It incorporates cloud cover presence through the diffuse fraction 

fd and features three adjustable parameters. This approach allows for separate consideration of reflections from both 

direct and diffuse solar irradiance: 

𝑚𝑜𝑑𝑒𝑙 3: 𝜌𝑔 = (1 − 𝑓𝑑) × 𝜌𝑏𝑛 ×
1 + 𝑏1

1 + 𝑏1𝑐𝑜𝑠𝜃𝑧
+ 𝑓𝑑 × 𝜌𝑑 (4) 

where ρbn, b1, and ρd are the adjustable parameters. The parameters ρbn and ρd represent the albedo for beam solar 

irradiance and diffuse solar irradiance, respectively. The restriction b1 ∈ [0, 2] is maintained, and the condition ρbn ≤ 

ρd is added.  

The fourth and final model has a similar structure, and was initially proposed by Rodríguez et al. (2022). It builds on 

Gueymard's (1987) model for inclined surfaces, but has been adapted and simplified for horizontal surfaces. It 

integrates both the zenith angle and the diffuse fraction into a simplified expression with five adjustable parameters: 

𝑚𝑜𝑑𝑒𝑙 4: 𝜌𝑔 = (1 − 𝑓𝑑) × [𝜌𝑛 + 𝑒𝑏1+𝑏2𝜃𝑧+𝑏3𝜃𝑧
2
] + 𝑓𝑑 × 𝜌𝑑 (5) 

where ρn represents the albedo for direct normal irradiance under pure isotropy conditions, and ρd is the albedo for 

diffuse irradiance. The parameters b1, b2, and b3 control how the albedo varies with the solar zenith angle. This model 

has five adjustable parameters in total. 

2.2. Diffuse fraction models 

As mentioned in the introduction, category III models require two experimental measurements: GHI and DHI. This 

work explores the cost -in terms of accuracy- of replacing the DHI measurements with a locally adjusted 

phenomenological model to estimate DHI from GHI.  

Numerous phenomenological models for diffuse fraction estimation are used worldwide (see Yang (2022) for a 

comprehensive review). However, these models often require locally adapted coefficients to perform with acceptable 

accuracy in different climates. For convenience and simplicity, we selected two of the simplest and best performing 

models from Abal et al. (2017), which also used data from a site in Salto.  

The first model, referred here as RA2s (Ruiz Arias et al., 2010), has a dependence on air mass (or solar zenith angle) 

and on the clearness index (or GHI), as shown in Eq. (6). The second model, referred here as SO2, is the historical 

model introduced in Skartveit and Olseth (1987). It has a more complicated structure than RA2s but ultimatley 

depends on the solar altitude (or solar zenith angle) and the clearness index. Both models, were previously evaluated 

with locally adjusted coefficients for the Salto site, have a relative RMSD of 16.9% and 16.6% of the measured 

diffuse fraction, respectively and negligible mean bias (Abal et al. (2017)). As mentioned, both are bivariate and 

require the clearness index (𝑘𝑡 = 𝐺𝐻𝐼 𝑆𝐶⁄ 𝐹𝑛𝑐𝑜𝑠(𝜃𝑧), a normalized version of the GHI defined below) and the solar 

zenith angle, which can be calculated from site position and local time information.  

The RA2s model is given by the following expression: 

𝑅𝐴2𝑠 𝑚𝑜𝑑𝑒𝑙: 𝑓𝑑 = 𝑎0 + 𝑎1 × 𝑒−𝑒𝑥𝑝(𝑎2+𝑎3𝑘𝑡+𝑎4𝑘𝑡
2+𝑎5𝑚) (6) 

where kt is the clearness index defined as kt=Gh/G0h, where 𝐺0ℎ = 𝑆𝑐𝐹𝑛𝑐𝑜𝑠(𝜃𝑧) is the solar irradiance on a horizontal 

surface at the top of the atmosphere (with a solar constant Sc = 1361 W/m2 and Fn the orbital factor). The parameter 

m represents the air mass and is calculated from the zenith angle including corrections for sphericity and refraction 

(Young 1994). The RA2s model has six adjustable parameters: a0, a1, a2, a3, a4, a5. 

The SO2 model is shown below, 
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𝑆𝑂2 𝑚𝑜𝑑𝑒𝑙: 𝑓𝑑 = {

1 𝑘𝑡 < 𝑘𝑎

𝑓(𝑘𝑡 , 𝛼𝑠) 𝑘𝑎 ≤ 𝑘𝑡 ≤ 𝛼𝑘𝑏(𝛼𝑠)

𝑓(𝛼𝑘𝑡 , 𝛼𝑠) 𝑘𝑡 > 𝛼𝑘𝑏(𝛼𝑠)
 (7) 

with, 

𝑓(𝑘𝑡 , 𝛼𝑠) = 1 − (1 − 𝑑1)[𝑎√𝐾 + (1 − 𝑎)𝐾2],

𝐾(𝑘𝑡 , 𝛼𝑠) =
1

2
{1 + 𝑠𝑖𝑛 [𝜋 (

𝑘𝑡 − 𝑘𝑎

𝑘𝑏 − 𝑘𝑎
−

1

2
)]},      

𝑘𝑏(𝛼𝑠) = 𝑟 + 𝑠𝑒𝑥𝑝 (
−𝛼𝑠

𝛼0
),                           

𝑑1(𝛼𝑠) = 𝑟′ + 𝑠′𝑒𝑥𝑝 (
−𝛼𝑠

𝛼0
),                        

 (8) 

where αs is the solar altitude and the complementary angle of the zenith angle, and α0=0.291. This model also has six 

adjustable parameters: a, ka, r, s, r′, and s′. 

The locally determined parameters for both models, specific to the location of this work (Salto), can be found in Abal 

et al. (2017). 

2.3 Experimental data and quality control 

The experimental data for this study was collected at the Solar Energy Laboratory of the University of the Republic 

of Uruguay (LES-UdelaR, from its Spanish name), located in a semi-rural area near the city of Salto (latitude: 

31.28°S, longitude: 57.92°W, altitude: 60 m above sea level). LES is located in the Pampa Húmeda climate region, 

classified as Cfa (warm temperate, humid, with hot summers) according to the updated Köppen-Geiger classification 

(Peel et al., 2007). The data results from a setup deviced specifically to measure ground albedo and set spans 

approximately one year, from January 2023 to January 2024. It includes global horizontal irradiance (Gh or GHI), 

solar irradiance reflected by the ground with no tilt (Gg), diffuse horizontal irradiance (Gd or DHI), and normal 

incidence solar irradiance (Gb or DNI) recorded at one-minute intervals. 

 

Fig. 1a: Albedo measurement setup, including Gh and Gg sensors 

(both instruments on the right; the others are for inclined solar 

irradiance, not used in this study). 

 

Fig. 1b: SOLYS2 system with Gd and Gb sensors. 

Fig. 1: Installation of measuring instruments. 

The ground under study is covered mainly by green grass, and its albedo was calculated using Eq. (1) with 

measurements of Gg and Gh. These measurements were taken with Kipp & Zonen CMP6 pyranometers positioned 

1.2 meters above the ground, using a special support shown in Fig. 1a (both equipment at the right). Horizontal 

diffuse solar irradiance, Gd, was measured with a Kipp & Zonen CMP10 ventilated pyranometer with a shading ball, 
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mounted on a SOLYS2 tracking system (Fig. 1b), located about 30 meters from the previous setup. Direct normal 

irradiance was measured with a Kipp & Zonen CHP1 pyrheliometer on the same tracking system, primarily for 

quality control. All pyranometers are maintained daily and calibrated twice a year against the LES secondary 

standard, which is traceable to the World Standard Group in the World Radiation Center in Davos, Switzerland. Data 

were recorded every minute and averaged over ten-minute intervals to account for spatial mismatch between 

measurements and to account for rapid irradiance variations due to specific cloud formations. 

The diurnal dataset (N=22282 records) was subjected to a series of quality control filters based on the Baseline Solar 

Radiation Network guidelines (BSRN; McArthur (2005)). The quality control process is summarized in Table 1 and 

Fig. 2. Each filter is applied on diurnal records, independently from the rest, except for the last one. The first four 

filters (F1 to F4) apply upper and lower limits to the solar irradiance measurements, G, as follows: 

𝑏 ≤ 𝐺 ≤ 𝑆𝑐𝑝(𝑐𝑜𝑠𝜃𝑧)𝑎 + 𝑐 (9) 

where G represents each solar irradiance component and parameters p, a, b, and c were determined locally for each 

filter through visual inspection. Filter F5 imposes a lower limit on solar altitude, αs> 10°, excluding measurements 

affected by significant directional errors (low solar altitudes). Filter F6 checks that Gh, Gd, and Gb satisfy the closure 

relation:  

𝐺ℎ = 𝐺𝑏𝑐𝑜𝑠𝜃𝑧 + 𝐺𝑑 (10) 

with an 8 % tolerance from the average Gh. Filter F7 imposes an upper limit on the diffuse fraction, ensuring that fd 

<1.03, with a 3 % tolerance to allow for experimental error. Filter F8 eliminates data points with low clearness index 

and low diffuse fraction, typically linked to errors under heavy overcast conditions and low irradiance. Filter F9 sets 

a loose upper limit on the clearness index, with kt < 1. Filter F10 ensures albedo measurements are within the 

theoretical range 0 ≤ ρg ≤ 1. Finally, Filter F11 is a statistical filter that removes outliers, defined as albedo data not 

meeting the condition |𝜌𝑔 − 𝜌
𝑔

| ≤ 3𝜎, where 𝜌
𝑔

 and 𝜎 represent the mean and standard deviation of albedo 

measurements in the corresponding interval. This filter is applied independently in data bins defined by 10-degree 

zenith angle intervals, following the application of filters F1 to F11. At the end of this process, approximately 43 % 

of the original data was discarded, with 14 % removed due to solar altitude (F5). Table 1 provides details on each 

filter's conditions, the variables affected, the number of passing data points, and those discarded. 

Tab. 1: Detail of the filtering process applied to the diurnal measurements 

Filter condition variable output % discarded 

F1 Eq. (9) Gh 20749 6.9 

F2 Eq. (9) Gd 18304 17.9 

F3 Eq. (9) Gb 21724 2.5 

F4 Eq. (9) Gd 19930 10.6 

F5 𝛼𝑠 > 10° all 19102 14.3 

F6 Eq. (10) Gh, Gd, Gb 18549 16.8 

F7 𝑓𝑑 < 1.03 Gh, Gd 16860 24.3 

F8 𝑘𝑡 < 0.20 &  𝑓𝑑 > 0.80 Gh, Gd 21313 4.4 

F9 𝑘𝑡 < 1 Gh 22269 0.0 

F10 0 ≤ 𝜌𝑔 ≤ 1 Gg, Gh 19866 10.8 

F11 |𝜌𝑔 − 𝜌
𝑔

| ≤ 3𝜎 Gg, Gh 15949 28.4 

all - all 12698 43.0 
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Fig. 2a: Diffuse fraction vs clearness index. 

 

Fig. 2b: Albedo vs zenith angle. 

Fig. 2: Result of the filtering procedure: original data in gray and data resulting from the filtering procedure in blue (those that pass 

all filters). 

2.3 Methodology and performance indicators 

The methodology employed in this work has three parts. First, the filtered dataset was employed to update the 

coefficients of the previously described albedo models. For Model 1, the arithmetic mean of the albedo measurements 

was calculated using Eq. (2). For Models 2 to 4, regression algorithms were utilized to minimize the mean squared 

error between measured and modeled albedo. For this part, the measured diffuse fraction was used for Models 3 and 

4, without imposing any optimization parameter constraints. In the second part of the study, the performance of the 

diffuse fraction models RA2a and SO2 was evaluated. Finally, in the third part, the performance of Models 3 and 4 

was reassessed using diffuse fraction estimates derived from the RA2a and SO2 models. 

The coefficients from previous work (Rodríguez-Muñoz et al, 2022) were not utilized due to differences in the 

experimental setup and grass height, which may influence the albedo. Efforts were made to maintain a relatively 

constant grass height in a broad circle around the setup throughout the year, but the data may contain seasonal trends, 

since different amounts of rainfall and air temperature between summer and winter may seasonally affect the albedo 

of the grass. To update model coefficients and performance indicators, random sampling and cross-validation were 

employed, with 60% of the data utilized for training and 40% for validation. To ensure the consistency of the results, 

the 60/40 split was repeated 1,000 times, and the final results are the average of the coefficients and the performance 

indicators, respectively.  

The model performance was evaluated using three indicators: mean bias deviation (MBD), root mean squared 

deviation (RMSD), and Kolmogorov-Smirnov integral (KSI). These are defined as follows: 

𝑀𝐵𝐷 =
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖),

𝑛

𝑖=1

          𝑅𝑀𝑆𝐷 = [
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖)

2

𝑛

𝑖=1

]

1 2⁄

,          𝐾𝑆𝐼 = ∫ |𝐹(𝑦) − 𝐹(𝑦)|𝑑𝑦,
1

0

 (11) 

where 𝑦𝑖 represents the reference value (albedo measurement), 𝑦𝑖 is the model estimate, and 𝐹(𝑦) and 𝐹(𝑦) are the 

cumulative probability distributions of 𝑦𝑖 and 𝑦𝑖, respectively. These metrics share the same units as 𝑦𝑖, making them 

dimensionless for albedo measurements. They can also be expressed relatively (rMBD, rRMSD, and rKSI) as a 

percentage of the mean measurement value. Each indicator provides unique information about the model’s accuracy: 

MBD shows the average bias of the estimates, RMSD gauges the spread of the estimation errors, and KSI quantifies 

the statistical distance between the cumulative distributions of measurements and estimates. In order to provide a 

unified representation of these indicators, the Combined Performance Indicator (CPI) has been defined, integrating 

the three metrics into a single one: 

𝐶𝑃𝐼 =
1

3
(|𝑟𝑀𝐵𝐷| + 𝑟𝑅𝑀𝑆𝐷 + 𝑟𝐾𝑆𝐼) (12) 

A similar global indicator has been proposed in Gueymard (2014) and has been successfully used in evaluating 

diffuse fraction models (Abal et al., 2017) and correction factors for diffuse irradiance measurements (Rodríguez-

Muñoz et al., 2021). 
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3. Results 

3.1 Locally adjusted albedo models performance 

Table 2 shows the locally adjusted coefficients for the albedo models. As mentioned before, the values presented in 

this table correspond to the average of the 1000 iterations of the sampling and cross-validation procedure.  

Tab. 2: Coefficients for locally adjusted models.  

Model 
 coefficients 

𝜌𝑛/𝜌𝑛𝑏 𝑏1 𝑏2 𝑏3 𝜌𝑑 

1 - Arithmetic average, Eq. (2) 0.2021 - - - - 

2 - Tuomiranta et al. (2021), Eq. (3) 0.1651 0.0039 - - - 

3 - Tuomiranta et al. (2021), Eq. (4) 0.1692 0.9406 - - 0.1862 

4 - Modified Gueymard (1987), Eq. (5) 0.1618 -3.5233 -0.0209 0.0005 0.1859 

The standard deviations of the coefficients were also calculated, which turned out to be at least 30 times smaller than 

the averages, the small variability indicates the robustness of the models and the adjustment methods. The parameters 

of the models from Tuomiranta et al. (2021) models satisfy the constraints b1 ∈ [0, 2] and ρbn ≤ ρd, indicating that 

these constraints do not need to be imposed during the parameter adjustment procedure, at least for the data used in 

this particular study. The values of the coefficients ρn, ρnb, and ρd are slightly lower than those previously adjusted 

by Rodríguez-Muñoz et al. (2022). For instance, in the case of model 1, the average value decreased from 0.2209 to 

0.2021. This discrepancy is likely due to differences in soil humidity or grass height, as investigated by Dickinson 

(1983), which found that albedo values are inversely proportional to grass height. The coefficients describing the 

variation of albedo with the zenith angle, b1, b2, and b3, remain practically unchanged from those reported in 

Rodríguez-Muñoz et al. (2022).  

The performance indicators for the four models are shown in Table 3 as a percentage of the mean albedo value, 𝜌
𝑔

=

0.2021. The indicators and overall ranking are similar to those presented in Rodríguez-Muñoz et al. (2022). All 

models show a mean bias close to zero (<1%). Based on rRMSD, the models are ranked from worst to best from 1 

to 4. Based on rKSI, they are ranked 1, 2, 4, and 3, while based on the combined indicator CPI, they are ranked 1, 2, 

4, and 3. In general, model performance improves with complexity: bivariate models (3 and 4) perform best, followed 

by univariate models (2), and the constant model (1) performs worst. Category III models (bivariate) perform 

similarly. Model 3 performs slightly best according to CPI, followed closely by model 4. Although Model 4 has the 

lowest rRMSD, this does not compensate for the difference in rKSI (statistical similarity of distributions). The 

difference in performance is small enough to consider them with similar accuracy.  

Tab. 3: Performance indicators for the four albedo models, expressed as a percentage of the mean measurement value, 𝝆
𝒈

= 𝟎. 𝟐𝟎𝟐𝟏. 

Model 
Relative performance indicators (%) 

rMBD rRMSE rKSI CPI 

1 - Arithmetic average, Eq. (2) 0.0 12.2 8.9 7.0 

2 - Tuomiranta et al. (2021), Eq. (3) -0.7 9.4 2.6 4.0 

3 - Tuomiranta et al. (2021), Eq. (4) 0.0 8.3 1.7 3.3 

4 - Modified Gueymard (1987), Eq. (5) 0.0 7.9 2.6 3.5 

Complementing the previous analyses, Fig. 3 shows the comparison of albedo measurements with model estimates 

in ρg vs. θz plots. Model 2 (Fig. 3a) generally describes the increasing behavior of albedo with solar zenith angle but 

does not capture the data scatter due to variations in cloud conditions. Model 3 (Fig. 3b) on the other hand, captures 

both the zenith angle dependence and the cloud condition dependence. Model 4 shows a similar behavior o its plot 

is omitted. 
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Fig. 3a: Model 1 and 2. 

 

Fig. 3b: Model 3. 

Fig. 3: Comparison between albedo measurements and estimates from different models. 

3.2 Diffuse fraction model performance 

As mentioned in the introduction, there is a plethora of phenomenological models for estimating the diffuse fraction 

from clearness index, solar zenith angle and other variables. A comprehensive review considering the performance 

of 140 published models against quality 1-minute data from 54 sites worldwide was published in 2016 (Gueymard 

and Ruiz-Arias, 2016). This work assessed the models with their original coefficients, which were derived from 

diverse datasets under different climatic conditions. Furthermore, several coefficients were derived from hourly 

datasets and used for 1-minute estimation of diffuse fraction. A more recent review (Yang 2022) considered 10 of 

the best diffuse fraction models against a 1-min dataset with five years of 1-min data from several sites worldwide. 

In this case, the coefficients where adjusted by grouping the data by broad climate zones, making for 5 or 6 sets of 

coefficients covering the whole globe. If anything, this search for a “quasi-universal” diffuse fraction model strongly 

suggests to us that there is no such thing. For a good performance, a diffuse fraction model must be adjusted to local 

data.  

Tab. 4: Performance indicators for the for the two diffuse fraction models, expressed as a percentage of the mean measurement value, 

𝒇
𝒅

= 𝟎. 𝟑𝟕𝟏𝟎. 

Model 
Relative performance indicators (%) 

rMBD rRMSD rKSI CPI 

RA2s -7.7 33.4 10.1 17.1 

S02 -11.5 33.5 12.3 19.1 

 

Fig. 4a: RA2s model. 

 

Fig. 4b: S02 model. 

Fig. 4: Comparison between diffuse fraction measurements and estimates from different models. 
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Both models for diffuse fraction chosen for this work (RA2s Eq. (6) and SO2 Eq. (7)) are selected for its relative 

simplicity (they ultimately depend on the clearness index and the solar zenith angle) and because local adjusted sets 

for their coefficients are available for the site of interest in this work (Abal et al., 2017). These models estimate 10-

minute diffuse fraction with rRMSD of about 33% and some underestimation is apparent in Fig. 4 and in the negative 

mean bias reported in Table 4. This may be due to the fact that coefficients adjusted to horuly data are being used on 

10-min data. However, in the context of this paper, the interest is to evaluate the impact on accuracy of the albedo 

estimates of using even diffuse fraction models. To this objective, using poor diffuse fraction models is useful, as it 

may provide an upper value for the cost in terms of accuracy of the albedo estimates.  

3.3 Impact of diffuse fraction estimation on bivariate albedo models 

In this section, the impact of using phenomenological diffuse fraction models in combination with bivariate albedo 

models is evaluated. In this regard, Table 5 shows the performance indicators for the bivariate models considering 

three different scenarios, which differ in the way fd is treated. In the first scenario, the experimental measurement of 

the diffuse fraction is used as a baseline (as in Table 3). In the second and third scenarios, fd is estimated using the 

RA2s and SO2 models, respectively. The results show that the use of the phenomenological diffuse fraction models 

leads to a slight decrease in the performance metrics, with the smallest impact on rRMSD, followed by rMBD and 

rKSI. The models for the baseline scenario are unbiased, and they acquire small biases when diffuse fraction models 

are used. A negative bias in the fd estimation models translates to negative bias in albedo model 4 (subestimation of 

albedo) and to a positive bias in model 3 (overestimation of albedo). However, in both cases the mean biases are 

small, under 1%. Interestingly, the rRMSD (i.e., dispersion) of these models is almost unaffected by the use of diffuse 

fraction models. The performance of models 3 and 4 with fd estimation still exceeds that of categories I and II, 

demonstrating the feasibility of combining empirical diffuse fraction models with category III ground albedo models 

when diffuse irradiance measurements are not available. 

Tab. 5: Performance indicators for the four albedo models across three different scenarios, expressed as a percentage of the mean 

measurement value, 𝝆
𝒈

= 𝟎. 𝟐𝟎𝟐𝟏. 

Model 
Approach 

for fd 

Relative performance indicators (%) 

rMBD rRMSD rKSI CPI 

3 - Tuomiranta et al. (2021), 

Eq. (4) 

Experimental 

(baseline)  
0.0 8.3 1.7 3.3 

RA2s 0.3 8.3 1.9 3.5 

SO2 0.5 8.3 2.0 3.6 

4 - Modified Gueymard (1987), 

Eq. (5) 

Experimental 

(baseline). 
0.0 7.9 2.6 3.5 

RA2s -0.7 8.0 2.9 3.9 

SO2 -0.5 7.9 2.7 3.7 

Complementing the previous analysis, Fig. 5 shows the rMBD and rRMSD for the best model 3 in scenarios 1 and 

2, categorized by the cosine of the zenith angle (cos θz, x axis) and the clearness index (kt, y axis). The clearness 

index correlates with the diffuse fraction and allows to distinguish between different sky conditions. Three different 

conditions can be identified: clear sky (kt > 0.6), partly cloudy sky (0.6 > kt > 0.2), and overcast sky (kt < 0.2). These 

plots show under which sky conditions the performance of the model decreases. The results for the other cases are 

similar. The graphs use the same color scale to facilitate comparison, although in some cases the scale is saturated to 

ensure adequate visualization.  

In Rodríguez-Muñoz et al. (2022), besides the general superiority of the category III models over the category I and 

II models, it was shown that they also exhibit a more homogeneous behavior when discriminating between sky 

conditions (diffuse fraction and solar elevation), i.e., the rRMSD and rMBE matrices are more uniform. This 

characteristic is maintained when diffuse fraction models are introduced, as can be seen in Fig. 5c and Fig. 5d. In 

these figures, it can be observed that the matrices do not change significantly in the range of the cosine of the zenith 

angle greater than 0.3, i.e. zenith angles less than about 70°, where the solar irradiance is higher. For zenith angles 

greater than 70°, more significant differences are observed, especially under clear sky conditions (kt > 0.6). It is also 

important to note that in these conditions the solar irradiance is lower, since these data correspond to the moment 

close to sunrise and sunset. Therefore, if the metrics were weighted by solar irradiance, the impact of diffuse fraction 

 
J.M. Rodríguez-Muñoz et. al. / EuroSun 2024 / ISES Conference Proceedings (2024)

995



 

models would be even smaller. 

 

Fig. 5a: Model 3. 

 

Fig. 5b: Model 3. 

 

Fig. 5c: Model 3 combined with RA2s. 

 

Fig. 5d: Model 3 combined with RA2s. 

Fig. 5: rMBD and rRMSD matrix for the first and second scenario for model 3, expressed as a percentage of the mean measurement 

value, 𝝆
𝒈

= 𝟎. 𝟐𝟎𝟐𝟏. The scale of the figures is the same to facilitate comparison. The white regions indicate that no data is available 

for that condition. 

In the previous analysis, the coefficients adjusted for the specific site were used for the diffuse fraction models. The 

use of the original coefficients was also evaluated, but these results are not shown in this article because they are 

very similar. This reinforces the earlier conclusion: using empirical diffuse fraction models in conjunction with 

bivariate albedo models represents a robust option when diffuse solar irradiance measurements are not available. 

4. Conclusions 

The coefficients of four empirical albedo models for grass representative of the Pampa Húmeda region of South 

America were updated. The model coefficients were slightly lower than in the previous work (Rodríguez-Muñoz et 

al. 2022), probably due to differences in grass height between the measurement campaigns. Similarly, the 

performance indicators were very similar, and the conclusions regarding model performance are consistent with 

previous studies. The bivariate models show the best performance, followed by the univariate models and finally the 

constant models. 

While the bivariate models perform better, their implementation is more challenging as they require two solar 

irradiance measurements: global and diffuse on a horizontal plane. In this context, with the aim of simplifying the 

implementation of these models, the impact of using empirical diffuse fraction models as a substitute for diffuse solar 
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irradiance measurements was evaluated, eliminating the need for one measurement. Despite the slight decrease in 

performance when diffuse fraction models are included, their superiority over categories I and II is evident. This 

supports the viability of combining empirical diffuse fraction models with category III albedo models, potentially 

creating a fourth category with performance between categories II and III while maintaining simplicity of 

implementation. These conclusions are considered valid regardless of whether the original coefficients or the locally 

adjusted coefficients are used for the diffuse fraction models, providing robustness to the models in this fourth 

category.  
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Abstract 

Numerous studies have demonstrated the significant impact of the resolution of solar irradiation data on the outcomes 

of hourly production models. Accurate integration of photovoltaic (PV) systems sometimes demands a high-

resolution global horizontal irradiance (GHI) time series to capture the rapid fluctuations in PV power output induced 

by swift irradiance changes. Most of the available databases provide data at hourly resolution, leading to a lack of 

accuracy in PV simulations. Those existing hourly averages of global horizontal irradiance in open sources fail to 

represent this volatility adequately, especially when PV systems are coupled with fast ramp rate technologies. In the 

present work, an easy-to-use algorithm is implemented to synthesize highresolution GHI time series from hourly 

averaged and clear sky irradiance datasets. By employing Linear interpolation, a technique that helps to achieve the 

desired time resolution and afterward computing critical factors, the algorithm identifies periods characterized by 

short-term weather phenomena, thus creating a highresolution time series that accurately represents these dynamics. 

Avoiding the probabilistic components and machine learning techniques conserves computational power and reduces 

calculation time, but this comes at the cost of reduced fidelity in reproducing the results. Improving accuracy in PV 

simulations is not always directly related to reproducing real phenomena, but enhancing the amount of information 

contained in the data is sufficient. This study’s approach enhances user-friendliness and facilitates seamless 

integration into existing energy modeling frameworks, aiming for representation with sub-hourly time steps. The 

algorithm’s effectiveness is demonstrated by applying the model to hourly averaged data to revert them to a one-

minute time step, and finally comparing the synthetically produced one-minute GHI data to the original measured 

data. The comparative analysis between synthesized and measured data demonstrated a strong agreement, with 

normalized mean bias error (MBE) values ranging between 1.8% and 9.6% and normalized root mean square error 

(NRMSE) values between 2.7% and 16.1%, depending on weather conditions. Additionally, the coefficient of 

determination (R2) consistently remained above 0.64. Successful algorithm validation makes our algorithm suitable 

for use in meteorological datasets and locations, with similar climatic characteristics. 

Keywords: Global horizontal irradiance; Solar integration; Downscaling synthesis; Minute time resolution; Data 

validation; Solar-to-hydrogen coupling 
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Abstract 

The division of the solar spectrum in a photovoltaic thermal (PVT) collector serves a dual purpose for separate heat 

and electricity applications. One part of the spectrum is used for generating electricity, which prevents the excessive 

temperature increase of the photovoltaic cells, while the other part facilitates a thermal gain. This concept is termed 

as spectral beam splitting (SBS). In this work, the implementation of SBS in a PVT collector using a nanofluid-based 

optical filter is investigated. An optical model, based on Rayleigh scattering, is developed to analyze various oxide-

based nanofluids for SBS. The purpose of the model is to determine the transmittance and absorbance of ZnO, Fe3O4, 

and SiO2-based nanofluids across the solar spectrum range of 300 nm to 2500nm. The model takes into account the 

complex refractive indices of the particles and base fluids to determine the scattering, extinction, and absorption 

efficiencies of the nanofluids being studied. The oxide-based nanofluids outperformed the polypyrrole and Cu9S5-

based nanofluids in terms of spectral transmission and absorption of sunlight. Water, de-ionized water, and ethylene 

glycol are used as base fluids. The nanoparticle-base fluid duos determine the agglomeration and size of the particles 

in the nanofluid and hence affect their optical properties. Therefore, ZnO-based nanofluids are synthesized in-house 

to correlate the effects of agglomeration and particle size on the optical properties of the nanofluids derived from the 

developed theoretical model. Using ethylene glycol as a base fluid has a significant impact on reducing 

agglomeration, resulting in smaller and more stable nanoparticles, in comparison to using de-ionized water. 

Furthermore, the influence of particle size, dispersion in the base fluid, and optical length on the optical properties 

of the nanofluid are examined. It is concluded that adjusting the size (dispersion), concentration, and optical length 

of the particles can allow for the efficient use of the solar spectrum to generate both electrical and thermal energy. 
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Abstract 

Datacenters are major components of the Information and Communication Technologies (ICT) responsible for 

storing, processing and transmitting enormous amounts of data every second. The significance and importance of 

datacenters in the world economy can be identified from studies which report that in 2023, datacenter infrastructures 

consumed a total of 4 % of global electricity and contributed 3–5% of global carbon emissions, whereas between the 

years of 2017–2021, datacenters added $2.1 trillion to the U.S. Gross Domestic Product (GDP). A big portion of 

energy supplied in datacenters is consumed by the required cooling systems hence companies do not favor 

developments in hot climate countries. However, due to environmental and climate change concerns along with the 

steep increase of energy production costs in recent years made the industry look for alternatives. This work includes 

an in-depth feasibility and comparative study of datacenter construction and operation in hot and cold European 

countries and addresses the environmental impact of photovoltaics integration in the electrical supply system. The 

study considers cost parameters (land, operating expenses, photovoltaic system, etc.), the net present cost and 

levelized cost of energy which are different for each European country under investigation. Furthermore, for every 

country under consideration, the PV generation was simulated using the PVsyst software which includes multiple 

meteorological databases, whereas the feasibility analysis was simulated using the HOMER Pro software which 

integrates components, resources and economic calculations. An elaborate analysis of the results knocks down the 

common belief that datacenters have lower operational and running expenses in cold climates because of lower 

cooling requirements. On the contrary, this study shows that hot climates with high solar radiation levels may favor 

the operation of datacenters by providing 45 % higher green energy and 35 % lower CO2 emissions, whereas the 

cooling cost is only 5 % higher. In addition, the break-even period for the photovoltaic system in Southern European 

countries with hot climates is 3–4 times faster. 
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Abstract 

The increasing prominence of digital tools for city-scale solar analysis emphasizes the need for validation 

methodologies, which include urban environmental monitoring and data quality control. This study addresses this 

gap by introducing a quality control scheme for solar irradiance measurements, using a typical street canyon in 

Geneva (Switzerland) as a case study. The developed quality control scheme is replicable and effectively addresses 

challenges posed by the built environment, distinguishing it from existing methods that mostly apply to 

measurements from unobstructed sensors. The experimental data used in this study were retrieved from the 

monitoring system installed on two opposing facades of the street canyon case study, as well as a nearby weather 

station. Measurements were recorded from December 22nd, 2022, to December 19th, 2023, at a one-minute time 

resolution. Five quality checks – nighttime check, range limit tests, precipitation check, shadow detection, and 

consistency check - were defined to identify the potential flaws and disturbances in the dataset so that these data 

points could be flagged accordingly. The results consist of reliable solar irradiance data over one year, which can be 

used in the future for validating a new component for modeling façade solar potential within the Grand Geneva Area 

Solar Cadaster. 

 

Keywords: Global tilted irradiance, Solar radiation Data quality control, Building façade, Shadow detection, Urban 
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Abstract 

According to previous studies, gas pressure regulating and metering stations (GPRMS) in Germany account for a 

primary energy consumption between 1.4 and 2.0 TWh/a for the preheating of natural gas flowing through. This 

work assesses the potential of reducing this consumption through the combined use of expansion turbines, heat 

pumps, and solar thermal collectors. For this purpose, operation data of 57 GPRMS of a German gas network operator 

are used to design systems combining in different scenarios two and three of these technologies in each GPRMS. 

Using an in-house model developed in Python the 57 systems are simulated over one year with an hourly time step. 

The results show a potential for the installation of expansion turbines with a total capacity of 3.57 MWel, leading, 

combined with the renewable heating technologies, to a reduction of more than 99 % of the original gas consumption 

for gas preheating. The results are then extrapolated to the whole country using scaling factors, showing a potential 

for feeding-in between 510 and 1,140 GWh/a of surplus electricity into the grid, on top of the almost complete 

elimination of the gas consumption for gas preheating. In total, the use of the complete technical potential available 

would lead to net primary energy savings between 1,710 and 3,650 GWh/a and net CO2 emissions reductions 

between 470 and 1,010 kt/a. Overall, this work demonstrates that the combination of expansion turbines and heat 

pumps technically allows an almost complete decarbonation of the operation of GPRMS in Germany. In addition, 

significant amounts of electricity could be fed into the grid, especially during the winter months, which would 

contribute to decarbonise the electricity mix of the country. The amount of electricity fed into the grid can be 

increased with the additional use of low-temperature solar thermal systems. To exploit this potential in the future, 

current regulations should be adapted and targeted support programmes launched.  

Keywords: Gas pressure regulating and metering station, Expansion turbine, Heat pump, Solar heat for industrial 

processes, Potential analysis 
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Abstract 

This study evaluates multisectoral energy planning to decarbonize Punta Arenas, Chile, transitioning from fossil 

fuels to renewable energies by 2050. Scenarios aligned with the Carbon Neutral 2050 (CN2050) plan, developed 

under the Long-Term Energy Planning (PELP) program by the Chilean Ministry of Energy, were assessed using 

EnergyPLAN. In 2019, Punta Arenas emitted 1.32 million tonnes of carbon dioxide equivalent (CO₂eq), projected 

to rise to 2.2 million tonnes by 2050 under a business-as-usual (BAU) scenario, with annual costs of 947 million 

euros. Implementing PELP CN2050 measures reduces emissions to 1.2 million tonnes and costs to 560 million euros, 

demonstrating that decarbonization can be achieved alongside economic savings. This validates the PELP CN2050 

plan's effectiveness, highlighting that renewable energy integration supports sustainability and economic benefits. 

Reductions are achieved through energy efficiency, technological changes, and integrating renewable energies—

particularly wind and solar thermal—in industrial, transport, and residential sectors. Electrification and green 

hydrogen for motive, thermal, and transport applications are crucial. Two cases were evaluated: importing green 

hydrogen or producing it locally via renewable-powered electrolysers. Sensitivity analyses increasing wind capacity 

from 13 MW to 310 MW showed that higher renewable integration reduces CO₂eq emissions and costs, indicating a 

negative abatement cost. Further decarbonization could be achieved by incorporating cogeneration, district heating, 

and synthetic fuels. 

Keywords: Multisectoral energy planning, Decarbonisation of cities,Energy efficiency, Integration of renewable 

energies, Wind energy, Solar thermal energy, Electrification, Green hydrogen, EnergyPlan© 
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Abstract 

This paper presents a comprehensive techno-economical potential analysis for integrating solar heat for industrial 

processes (SHIP) in Chile. Utilizing TRNSYS software for simulation and Python for data analysis, the study 

evaluates the levelized cost of heat (LCoH) and solar fraction for various industrial sectors across different regions 

of the country. The findings indicate that regions such as Coquimbo, Antofagasta, and Metropolitan exhibit high 

solar fractions and competitive LCoH values, particularly in hot water production. The central zone, especially the 

Metropolitan region, demonstrates significant potential for steam generation, achieving an average solar fraction of 

50 % and producing 295 GWh/year of solar thermal energy. Validation with real-world data demonstrated an average 

error margin of 21 %, underscoring the developed heat load calculation model's reliability. The study concluded that 

SHIP is a viable solution for reducing energy costs and greenhouse gas emissions in Chile. It has the potential to 

displace over 3,500 GWh/year of fossil fuel energy in the considered productive sectors. These findings highlight 

the strategic importance of supporting SHIP implementation through favorable policies and investments. 

Keywords: Solar heat for industrial processes, TRNSYS, Techno-economical potential, Levelized cost of heat, Chile 
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Abstract 

The decarbonization of the building sector is linked to the electrification of buildings, thus, increasing the stress on 

the electric grid. The concept (or vision) of positive energy districts (PEDs) aims at supporting the energy transition 

in cities by fostering the development of both, planning processes and tools as well as technologies. Furthermore, 

the goal is to raise awareness about sustainable cities and to showcase the feasibility to reach a positive energy 

balance on the district level. While with improved efficiency of buildings, with heat pumps (HP) and on-site PV, a 

net positive energy balance is possible for new buildings, in existing or in high-density districts, reaching a positive 

energy balance on the footprint of the district is very challenging. Using a real case study from Austria and different 

archetype PEDs, electric load and supply curves are generated by means of dynamic simulation and are characterized 

with the aim to support decision-making in terms of minimum required energy efficiency level, HP system concepts 

and renewable energy integration. Even if the net energy balance is achieved, a significant gap in winter remains that 

has to be covered by the grid. Addressing the mismatch between energy demand in winter and RE generation in 

summer (so-called winter gap) is crucial for building a sustainable, affordable and resilient energy system. The grid 

stress cannot be relevantly reduced by increasing on-site PV and on-site storage but instead can be significantly 

limited by efficiency measures (electric peak load reduction by ca. 50 %) and is one of the most relevant KPIs to 

evaluate and optimize PEDs on the path to or transforming districts into PEDs. 

Keywords: Positive energy district, Energy efficiency, Heat pump, Load curve, Renewable energy, Energy storage, 

Flexibility, Winter gap, Peak load 
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Abstract 

Numerous studies have demonstrated the significant impact of the resolution of solar irradiation data on the outcomes 

of hourly production models. Accurate integration of photovoltaic (PV) systems sometimes demands a high-

resolution global horizontal irradiance (GHI) time series to capture the rapid fluctuations in PV power output induced 

by swift irradiance changes. Most of the available databases provide data at hourly resolution, leading to a lack of 

accuracy in PV simulations. Those existing hourly averages of global horizontal irradiance in open sources fail to 

represent this volatility adequately, especially when PV systems are coupled with fast ramp rate technologies. In the 

present work, an easy-to-use algorithm is implemented to synthesize high-resolution GHI time series from hourly 

averaged and clear sky irradiance datasets. By employing Linear interpolation, a technique that helps to achieve the 

desired time resolution and afterward computing critical factors, the algorithm identifies periods characterized by 

short-term weather phenomena, thus creating a high-resolution time series that accurately represents these dynamics. 

Avoiding the probabilistic components and machine learning techniques conserves computational power and reduces 

calculation time, but this comes at the cost of reduced fidelity in reproducing the results. Improving accuracy in PV 

simulations is not always directly related to reproducing real phenomena, but enhancing the amount of information 

contained in the data is sufficient. This study’s approach enhances user-friendliness and facilitates seamless 

integration into existing energy modeling frameworks, aiming for representation with sub-hourly time steps. The 

algorithm’s effectiveness is demonstrated by applying the model to hourly averaged data to revert them to a one-

minute time step, and finally comparing the synthetically produced one-minute GHI data to the original measured 

data. The comparative analysis between synthesized and measured data demonstrated a strong agreement, with 

normalized mean bias error (MBE) values ranging between 1.8% and 9.6% and normalized root mean square error 

(NRMSE) values between 2.7% and 16.1%, depending on weather conditions. Additionally, the coefficient of 

determination (R) consistently remained above 0.64. Successful algorithm validation makes our algorithm suitable 

for use in meteorological datasets and locations, with similar climatic characteristics. 

Keywords: Global horizontal irradiance, Solar integration, Downscaling synthesis, Minute time resolution, Data 

validation, Solar-to-hydrogen coupling 
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Abstract 

Double Skin Façade (DSF) system comprises two glazing layers with a ventilated cavity. Integrating photovoltaic 

(PV) modules within the outer layer of DSFs offers an efficient method for electricity generation. Current tools for 

modeling and analyzing DSF systems are complex and resource-intensive, lacking the capability to evaluate the 

performance of innovative PV-DSF systems during the early design stage. This study develops a mathematical model 

to evaluate the electrical and thermal performance of PV-DSF systems, considering architectural design elements 

such as PV color and relative orientation. Based on an energy balance approach, the model is particularly suited for 

designing PV-DSF systems in heritage buildings, which often have color and relative orientation constraints. The 

model is applied to assess the performance of PV-DSF systems with conventional clear glass PV and colored front 

glass PV modules under the climatic conditions of Montreal, Canada. Results indicated that conventional clear glass 

PV module exhibit higher PV cell temperature than colored PV modules due to greater transmissivity, with peak 

temperature differences at noon of 5.5 °C, 6.2 °C, and 6.5 °C for orange, blue, and gray PV modules, respectively. 

On the contrary, the influence of PV's color front glass on room air temperature is non-significant. Furthermore, the 

optimal orientation for maximum energy yield is not always south-facing; it depends on the hourly distribution of 

the beam, diffuse solar irradiation, and ambient air temperature. For Montreal, west-facing DSFs produce more 

electrical and thermal energy on a summer design day because the hourly distribution of beam radiation is skewed 

towards afternoon hours.  

Keywords: Double skin façade, PV-DSF systems, Coloured PV modules, Energy balance approach, Early design 

stage, Mathematical model 
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