


Proceedings of the ISES Solar World Conference 2015

Edited by
Dr. Manuel Romero, Vice President of ISES
Solar World Congress 2015, Co-Chair of Scientific Committee

Dr. Taebeom Seo, President of KSES
Solar World Congress 2015, Co-Chair of Scientific Committee

Dr. David Renné, ISES President
Solar World Congress 2015, Chair of Organizing Committee

Copyright © 2015 by the International Solar Energy Society and the Authors

International Solar Energy Society
Wiesentalstr 50

79115 Freiburg

Germany

Tel  +4976145906-0
Fax  +4976145906 - 99
Email hq@ises.org

Web  http://www.ises.org

ISBN  978-3-981 4659-5-2

All rights reserved. No part of the publication may be reproduced, transmitted, in any form
or by any means, electronic, mechanical, photocopying, recording or otherwise, without
permission of the publisher, except in the case of brief quotations embodied in critical
articles and review or where prior rights are preserved.

Produced by
International Solar Energy Society



Notice

The International Solar Energy Society, the Korean Solar Energy Society nor any one of the
supporters or sponsors of the ISES Solar World Congress 2015 makes any warranty, express
or implied, or accepts legal liability or responsibility for the accuracy, completeness or
usefulness of any information, apparatus, product or process disclosed, or represents that
its use would not infringe privately on rights of others. The contents of articles express the
opinion of the authors and are not necessarily endorsed by the International Solar Energy
Society, the Korean Solar Energy Society or by any of the supporters or sponsors of the ISES
Solar World Congress 2015. The International Solar Energy Society and the Korean Solar
Energy Society do not necessarily condone the politics, political affiliation and opinions of
the authors or their sponsors.

Disclaimer

We cannot assume any liability for the content of external pages. The operators of those
linked pages are solely responsible for their content. We make every reasonable effort to
ensure that the content of this web site is kept up to date, and that it is accurate and
complete. Nevertheless, the possibility of errors cannot be entirely ruled out. We do not
give any warranty regarding the timeliness, accuracy or completeness of material
published on this web site, and disclaim all liability for (material or non-material) loss or
damage incurred by third parties arising from the use of content obtained from the web
site.



ISES Solar World Congress 2015 Proclamation

Achieving the Renewable Energy Transformation

The International Solar Energy Society is committed to accelerating the transformation of the
global energy system to 100% renewable energy for all, used wisely and efficiently. This transforma-
tion is necessary for the long, and short, term health and wellbeing of our planet and our people.
We know this goal is technically and economically achievable and we know the challenges this
entails. The renewable energy movement needs a strong, unified voice to accelerate this transfor-
mation, and ISES is expanding its mission to be this voice. To do this, ISES will continue to grow its
strong core of solar energy and related renewable energy and environmental professionals,
essential for the technical foundations of the movement. In addition ISES will expand its partners-
hip building and outreach with like-minded groups and individuals who can help strengthen the
movement through their support. Future ISES events, webinars, publications, participation in global
decision making, and other outreach activities will continue to provide the highest quality
information on solar energy, and through collaboration with its growing partnership base, address
the other wide range of issues central to achieving a 100% renewable energy world.

The Congress brought together a wide range of contributors to the renewable energy movement.
Hundreds of participants from 58 countries presented recent developments in solar technologies,
and latest updates on financing, policies, access and public support around the world. Young
professionals joined with long time solar energy mentors to enrich the discussion of challenges and
opportunities for making a difference in all of these areas. The Congress provided an excellent
environment for fruitful collaboration and planning, and resulted in the affirmation that we can and
will attain the needed energy transformation.

ISES Solar World Congress 2015 participants at the closing ceremony
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Welcome of KSES

| It is a great pleasure and honor for us to welcome you to the Solar
World Congress 2015 which will be held on November 8 to 12, 2015 at
EXCO, Daegu, Korea. We aim to help you accomplish ISES's objectives of
developing and expanding renewable energy technologies throughout
the world.

The Solar World Congress in 2015 would provide an excellent opportunity
for renewable energy experts and companies from many nations to
meet their colleagues, and offer visitors a chance to discover and enjoy
Korean culture during your stay. Based on our successful experience of
hosting the SWC1997 in Korea, we expect to achieve outstanding results
through the Solar World Congress in 2015, encouraging international
colleagues to develop and deploy the renewable energy technologies in
the world.

Besides thought-provoking academic challenges and discussions, SWC
2015 also offers a lovely time to enjoy Korea through diverse social
programs featuring Korean history, culture and natural scenery.

Korea boasts an enticing blend of modern and traditional culture, warm
hospitality and collection of tempting food. In particular, Daegu has
been designated as solar city, in recognition of its efforts to apply the
renewable energy technology into their daily life.

We assure you that this congress will be an academically enriching,
socially enjoyable, and truly memorable experience for all the delegates

and their guests.

Thank you.

Prof. Kwang Hwan Choi, President
The Korean Solar Energy Society



Welcome of ISES

| The International Solar Energy Society is pleased to welcome you to the
ISES Solar World Congress in beautiful Daegu, Korea, 8-12 November,
2015. The Congress is hosted by the Korean Solar Energy Society. SWC
2015 continues a long tradition of connecting the renewable energy
research and academic community with decision makers, financiers, and
practitioners. The Congress will provide the most up-to-date information
on renewable energy technology trends and breakthroughs, global and
regional policies, and market opportunities. The Congress will feature
a broad spectrum of technical presentations on the latest renewable
energy developments, plenary and keynote addresses from global
experts, workshops and discussion forums, and a variety of networking
and social events.

ISES is committed to achieving the vision of 100% renewable energy
for all, used efficiently and wisely. Achieving such a vision will require
a transformation of our energy system, addressing technology
developments, innovative financing, political will, and, most important,
community acceptance of these transformative technologies. In addition,
for this vision to become a reality, we must address gender engagement,
community involvement, and public education. SWC 2015 offers many
examples of progress in all of these areas, as well as addressing the
challenges that remain.

| wish you a successful Solar World Congress 2015 and hope that you

have a fruitful and enjoyable experience, and are able to meet old friends
and colleagues and make many new important contacts to support your
work.

Dr. David Renné, President
International Solar Energy Society



Committees

Co-Chairs

President ISES
President KSES

- Dave Renné

- Kwang Hwan Choi

International Organising Committee

- Dave Renné President ISES
- Kwang Hwan Choi President KSES
- Taebeom Seo Former President KSES

- Manuel Romero

- Jennifer McIntosh

Vice-President ISES
Head of Secretariat ISES

Local Organising Committee

- Chair : Yongheack Kang

- Booseop Nam
- Sang-Yang Noh
- Hyungjin Kim

- Changhyung Park

- Jajoong Kook
- Wonyong Lee
+ Jongdal Kim

- Taebeom Seo

- Doo Sam Song
- Seung Ho Yoo

- Jun-Tae Kim

- Gihwan Kang
- Donggun Lim
- Hyun-Goo Kim
- Ju-Yeop Choi

- In Soo Cha

- Jeong-Bae Kim

- Jae-Han Lim

- Eung-Jik Lee
- Jung-Ha Hwang

- SunJinYun

Director, Korea Institute of Energy Research
CEO, Korea Energy News
President, New and Renewable Energy Center

President, Green Energy Institute

Associate President, Korea New and Renewable Energy Association

Associate President, Korea Photovoltaic Industry Association

Director, Korea Institute of Energy Research
Professor, Kyungpook National University

Professor, Inha University

Progessor, Sungkyunkwan University

Professor, Korea University

Professor, Kongju National University

Ph.D, korea Institute of Energy Research

Professor, Korea National University of Transportation
Ph.D, korea Institute of Energy Research

Professor, KwangWoon University

Professor, DongShin University

Professor, Korea National University of Transportation
Professor, Ewha Womans University

Professor, Semyung University

Professor, Kyungpook national University

Ph.D, Electronics and Telecommunications Research Institute



Solar World
Congress 2015

Scientific Committee

Co-Chairs
- Manuel Romero Vice-President ISES
- Taebeom Seo Former President KSES

Theme Chairs

- Solar Buildings and Architecture

- Maria Wall Lund University, Sweden
- Haruki Sato Keio University, Japan

- Resource Assessment and Energy Meteorology
- John Boland UNISA, Australia
- Hyun-Goo Kim Korea Institute of Energy Research, Korea

- Renewable Electricity Technologies: Photovoltaics
- Nicola Romeo University Parma, Italy
- Jae-HoYun Korea Institute of Energy Research, Korea

- Renewable Electricity Technologies: CSP, Biomass, Geothermal, Wind, Hydro, Ocean & Other
- José Gonzalez-Aguilar IMDEA Energy, Spain
- Zhifeng Wang IEE Chinese Academy of Sciences, China

- Solar Heating and Cooling: Fundamentals & Applications
- Andreas Haberle Fraunhofer Chile Research Foundation, CSET, Chile

- Jieldi University of Science and Technology of China, China

- Solar Energy and Society

- Paulette Middleton Panorama Pathways, USA

- Guofeng Yuan IEE Chinese Academy of Sciences, China
- Energy Storage

- Luisa F. Cabeza GREA, University of Lleida, Spain

- Hong-Soo Kim Korea Institute of Energy Research, Korea

- Renewable Energy Grid Integration & Distribution
- Christof Wittwer Fraunhofer Institute for Solar Energy Systems ISE, Germany
- Yong-Hwan Chun Hongik University, Korea

- Off-Grid & Rural Energy Access
- Ajay Chandak SSVPS BSD COE, India
- Jangho Lee Kunsan University, Korea

- Clean Transportation Technologies & Strategies
- Scotte Elliot Mid-Ohio Regional Planning Commission, USA
- XuhuiWen IEE Chinese Academy of Sciences, China



Committee Members

- Arancibia-Bulnes Camilo UNAM, Mexico

- Bai Fengwu IEE-Academy of Sciences, China

- Bajare Diana Riga Technical University, Latvia

- Barthelmie Rebecca Cornell University, USA

- Bellan Selvanl MDEA Energy, Spain

- Beltan Liliana Texas A&M University, USA

- Bernardo Ricardo Lund University, Sweden

- Blanc Philippe Mines-Paristech, France

- Bosio Alessio Universita degli Studi di Parma, Italy

+ Brunner Christoph AEE, Austria

- Bruno Frank University South Australia, Australia

- Castro Manuel UNED, Spain

- Chandra Laltu [IT Jodhpur, India

- Charalambides Alexandros Cyprus University of Technology, Cyprus
- Chiu Ningwei Justin KTH, Sweden

- Collares-Pereira Manuel University Evora, Portugal

- DaiYanjun Jiao Tong University, China

- David Mathieu Reunion University, France

- Epstein Michael Weizmann Institute, Israel

- Erb Dave University of North Carolina Asheville, USA
- Esbensen Torben Esbensen Consulting, Denmark

- Escobar Rodrigo Pontifici Universidad Catolica, Chile

- FanJanhua DTU, Denmark

- Analnés University of Barcelona, Spain

- Gracia Alvaro de University of Antofagasta, Chile

-+ Grantlan Bureau of Meteorology, Australia

- Gutierrez Andrea University of Antofagasta, Chile

- Han GuiYoung Seonggyunkwan University, Korea

- Hasager Charlotte Technical University of Denmark. Denmark
- He Wei University of Science and Technology of China. China
- Holm Dieter Soltrain, South Africa

- Horvat Miljana Ryerson University, Canada

- Jaeger-Waldau Arnulf European Commission DG JRC, Ispra Italy
- Jiang Jiuchun Jiao Tong University, China

- Julia Enrique University Jaume |, Spain

- Kanters Jouri Lund University, Sweden

- Kato Yukitaka Titech, Japan



- Kay Merlinde
- Kim Jonggyu

- Kleissl Jan

- Kodama Tatsuya

- Kramer Korbinian

- Kumar Satpathy Rabindra

- Kuznik Fredericl
- Lamberts Roberto

- Lauret Philippe

- LiXin

- Lim Donggun

- Liu Qibin

- Luna de Abreu Samuel
-+ Marano Vincenzo

- Martin Viktoria

- Martinez Diego

- Martinez-Moll Victor
- Matsumoto Yasuhiro

- Negro Macado Wilson

- Neti Sudhakar

- Oliphant Monica
- Paksoy Halime
- Pei Gang

- Pérez Manuel

- Pinheiro Vaz Jerson Rogério

- Pisello Anna Laura
- Probst Maria

- Rajagopal Surabhi

- Remund Jan
- Renné David
- Roeb Martin
- Ruivo Celestino

- Sakai Koji
- Scognamiglio Alessandra

- Simone Marilena de

- Stapleton Geoff

- Suh Ae-Suk

Univ. New South Wales, Australia

KIER, Korea

Solar World
Congress 2015

University California San Diego, USA

Niigata University, Japan
ISE Fraunhofer, Germany

Trina Solar, India

NSA Lyon, France

Universidade Federal de Santa Catarina, Brazil

Reunion University, France

IEE-Academy of Sciences, China

Korea University of Transportation, Korea

IET-Academy of Sciences, China

Instituto Federal de Santa Catarina, Brazil

University of Salerno, Italy
KTH, Sweden

Qatar Environment and Energy Research Institute, Qatar

University Balearic Islands, Spain

CINVESTAV, Mexico

Universidade Federal do Par3, Brazil

Lehigh University, USA
Consultant, Australia
Gukurova University, Turkey

University of Science and Technology, China

Universidad de Almeria, Spain

Universidade Federal do Par3, Brazil

CRBNET, Italy

EPFL, Switzerland
Selco Foundation, India
Meteotest, Switzerland

ISES/Dave Renné Renewables, USA

DLR, Germany

University Algarve, Portugal
Meiji University, Japan

ENEA, Italy

Universita della Calabria, Italy

Global Sustainable Energy Solutions, Australia

Hydro-meteorological Cooperation Center, Korea



- Tao Hel
- Tavares PinhoJoao
- Tawada Yoshihisa

- Tivari Ayodhya

- Ueda Yuzuru
- Ushak Svetlana

- Vajen Klaus

- Valenzuela Loreto
- Vallvé Xavier

- Vela Nieves

- Wald Lucian

- Wang Ruzhu
- Wang Jin
- Wang Lifang

- Wilbert Stefan

- XuHonghua
- Yang Tae-Hyun
- Yoon Jongho

- Zahnd Alex

- Zarzalejo Luis F.
- Zhang Lixi

- Zhang Xiaosong
- Zheng Hongfei

- Zhou Rongwei

EA/SHC ExCo, China

Universidade federal do Par3, Brazil
Osaka University, Japan

EMPA, Switzerland

Tokyo University of Science, Japan
University of Antofagasta, Chile
University Kassel, Germany
CIEMAT, Spain

Trama Tecnoambiental, Spain
CIEMAT, Spain

Mines-Paristech, France

Jiao Tong University, China

The Ohio State University, USA
IEE-Academy of Sciences, China
DLR, Germany

IEE-Academy of Sciences, China
KIER, Korea

Hanbat University, Korea
RIDS-Nepal, Nepal

CIEMAT, Spain

Northwestern Polytechnical University, China

Southeast China University. China
Beijing Institute of Technology, China

China Meteorological Administration, China



Congress Themes and Topics

Theme 1: Solar Buildings and Architecture

» Solar Architecture and Building Integration
= Building Material and Components

= Net Zero Energy Buildings

¢ Advanced HVAC

= Daylighting

= Rational Use of Energy in Buildings

s Other issues related to Solar Buildings

Theme 2 : Resource Assessment and Energy Meteorology

» Solar Radiation Availability and Variability = Resource Forecasting

» Renewable Energy Resource Assessment ¢ Instrumentation and Tools
» Theoretical, Technical and Economic Potentials

» QOther issues related to energy meteorology and resource assessment

Theme 3: Renewable Electricity Technologies: Photovoltaics

o PV Cells, Materials and Components = Thin Film Solar Cells
= Advanced Materials and Concepts = Concentrating PV

= Design, Operation and Performance of PV Systems

= Balance of Plant Components

o Grid-integrated PV

# Other issues related to PV fundamentals and technologies

Theme 4: Renewable Electricity Technologies: CSP, Biomass,

Geothermal, Wind, Hydro, Ocean & Other

#» Solar concentration fundamentals and optical engineering @ Solar Fuels and Chemicals

heat transfer, materials and components
¢ Solar Thermal Electricity Systems

= Solar Detoxification and Photo-catalytic Processes

= Biomass Energy, Geothermal & Other thermal Renewables

© Wind Energy, Ocean Energy, Hydro and other direct conversion renewables
o QOther issues related to renewable thermal electricity

Theme 5: Solar Heating and Cooling: Fundamentals & Applications

» Solar Collectors (including Thermal-PV collectors) = Solar and Heat Pump Systems

= Testing, Certification and Quality Assessment, = Solar Cooling and Air Conditioning
Simulation and Engineering Tools

= Solar Domestic Hot Water and Combisystems

» Solar District Heating and Cooling

o Solar Heat for Industrial and Commercial Applications

¢ Solar Distillation and Solar Thermal Desalination




Congress 2015

o Strategies and Policies

o International Renewable Energy Review

e Solar Cities

# Development of Community Renewable Energy Projects
= Education and Training

= Workforce Development

= Gender and energy

Theme 7 : Energy Storage

o Electrical Storage, Pumped Hydro and Mechanical Storage
s High Temperature Thermal Energy Storage

o Low-Medium Temperature Thermal Storage

¢ Energy Storage in Buildings

= Novel storage concepts

Theme 8 : Renewable Energy Grid Integration & Distribution

e Grid integration of variable renewable energy systems
¢ Automation and control

s Smart Grids strategies including smart metering

o Active Demand-Side Management

» Communications & Data

Theme 9 : Off-Grid & Rural Energy Access

¢ Electrical and Thermal Energy Supply

= Small Wind and Small Hydro Power

= Micro power and hybrid systems

= Energy Access and Security

= Expansion of RE in developing countries, off-grid systems
s Solar Cooking and Clean Cook Stoves

o Solar Food Processing, including crop drying

Theme 10 : Clean Transportation Technologies & Strategies

» Renewable Energy in transport sector

= Solar powered vehicles

= Transport electrification and integration of Renewable Energy
» Hydrogen vehicles

@ Policy, planning and economics
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Abstract

The use of building integrated photovoltaic/thermal (BIPVT) collector modules is one of the most effective
ways to harness the solar energy within the building environment. Using static reflectors along with BIPVT
absorbers may be a cost effective way to utilize these in fagade applications. In order to precisely predict the
overall performance of such building integrated fagade collectors it is crucial to develop a mathematical model
that represents such systems. As such, a mathematical model was developed to describe the performance of a
fagade integrated BIPVT solar concentrator system and subsequently this was validated with a physical

prototype.

Using the validated model, a sensitivity analysis was performed to determine the design parameters that
significantly influence the efficiency of the collector. It was shown that key parameters such as tube spacing
and thermal conductivity between the solar cell and the absorber have a significant effect on the overall
efficiency while mass flow rate does not have any significant effect on the overall performance.

Keywords: building integrated photovoltaic/thermal, facade, concentrator, BIPVT

1. Introduction

Energy consumption in the built environment accounts for nearly one third of the global energy demand (IEA
2011). A significant portion of this could be met through onsite energy generation utilising solar energy, while
intelligent building design practices and incorporating solar energy systems within the building envelope are
two solutions that could reduce the long term energy costs and reduce environmental impacts. However,
traditional solar energy systems such as photovoltaic panels or solar thermal collectors retrofitted onto
buildings after they have been built may result in poor aesthetics and sub-optimal energy outputs. Therefore,
integration of combined photovoltaic/solar thermal collectors into a buildings fabric could give greater
opportunity for the use of renewable energy technologies in buildings.

Generating thermal and electrical energy simultaneously from solar irradiation using photovoltaic/thermal
(PV/T) systems is an area of research that has received significant attention in recent years (Ibrahim et al. 2014,
Fudholi et al. 2014, Tripanagnostopoulos 2012). However, there have been relatively few attempts to utilize
such systems with low concentration ratio concentrating systems to increase the radiation incident on the PV/T
absorber, and even fewer that incorporate such systems into the fabric of a building. A significant advantage
of low concentration reflectors is that they do not need to track the sun making them ideal for integration into
a building’s facade, though by doing this they will have a lower acceptance angle range compared with tracking
collectors (Rabl 1976). Despite this disadvantage, low concentration ratio collectors offer the advantage of
collecting diffuse radiation as well as the beam component (Petter et al. 2012). This increases the possibility
of using the traditional Si solar cells with less need for precise optics.

In 2002 Tripanagnostopoulos et al (2002) analysed PV/T combined collectors incorporating low concentration
ratio booster reflectors with a view to achieving high combined efficiency. In a parallel study, (Tselepis and
Tripanagnostopoulos 2002) performed a life cycle assessment of the combined collector and concluded that
they were more cost competitive, had a shorter payback time and less environmental impact than that of
standalone PV panels. As such, the combination of low concentration ratio reflective elements along with
hybrid absorbers may further improve the cost competitiveness of the system by increasing the radiation on
the absorber plate.

© 2016. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientific Committee
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Despite the work showing the benefits of using reflectors with PV/T absorbers, there are few studies that have
investigated systems with a static reflector combined with a hybrid absorber plate for fagade applications. A
study by Gajbert, et al. (2007) found that low concentration ratio PV/T modules have advantages over
traditional modules and proposed a PV/T collector with a parabolic reflector. However there appears to be few
active attempts to utilise concentrating BIPVT systems, and a lack of detail in describing their combined
thermal/electrical performances.

In light of this, this study examines the performance of a fagcade integrated solar collector that incorporates a
flat reflective element with a view to increasing the radiation on a photovoltaic/thermal (PV/T) absorber plate,
as shown in Figure 1.

Insulation
| Reflector

Glass cover
Cooling channel N\ <

\\ &+—  Absorber

Fig. 1: Facade Integrated Concentrator

2. Mathematical model

In order analyse the performance of the proposed fagade integrated collector, a one dimensional steady state
thermal model was developed. A simplified thermal resistance network as shown in Figure 2 was used to
undertake a heat balance of the absorber plate.

Gtot

l he

" ' W

hfc g

Collected heat
Fig. 2: Simple thermal network of the proposed module
For a typical solar thermal collector, the useful thermal energy gain Q can be determined from equation 1.
Q = AFp[(t@)py G — UL (T; — Ty)] (eq. 1)

This equation can be further modified, as shown in equation 2, to incorporate the concentration ratio C of the
proposed low concentration collector.

Q = AFR[(ta)pyG.C — UL (T; — To)] (eq.2)

Here Q is given by a function of absorber area (A4), heat removal factor (), the transmittance-absorptance
product for the photovoltaic absorber (zopy), the solar radiation (G), the concentration ratio (C), the overall
heat loss coefficient (U;) and the temperature difference between inlet and the ambient temperature.

In practice it is not possible to cover the whole absorber module with photovoltaic cells, hence equation 2 can
be further modified to include a packing factor (S) and the transmittance-absorptance product of the thermal
absorber and the PV material, as shown in equation 3.
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Q = S[AF[(ta)pyG.C = UL(T; = TI] + (1 = $)[AFR[(za)7G.C = UL (T; = T,)]] (eq. 3)

The ratio of the heat collected against the irradiation falling on the absorber plate gives the thermal efficiency
of the collector as shown in equation 4

(Ti-Ta)

Nenermar = FrISTa)py + (1 = S)(za)r] — FRULT (eq. 4)

Following on from this, to determine the optical concentration ratio in terms of the radiation reaching the
absorber, equation 5 can be used (Kostic L et al. 2010).

— GtOt
¢ ="t/ Gt (eq.5)

Where G, is the sum of the radiation directly falling on the absorber G and the radiation from the reflector
G, on the absorber, while G, is the amount of radiation received by a horizontal absorber alone without the
reflector. By incorporating the reflectance p; of the reflector, C can be expressed as equation 6

Gair+paiG
C = dirtPAlGref (Cq 6)

Gtot

Now from the work of Piratheepan and Anderson (2014), and basic geometry, the relationship for the average
optical concentration ratio C for the proposed collector can then be expressed by equation 7. Where a is the
elevation angle of the sun and the y is the inclination angle of absorber relative to the horizontal.

cos (a+y)(tan(a+y)+tany) 1
|{ [ Sin a 'DAl+cosy a< (90_2]/)
(a+y)(3+tany) 1
¢= [COS - ;,inoc =+ cos v (90 =2y) <a< (90 —y) (eq. 7)

t sin (a+y) (1-3tan(a+y—90))(tan(a—(90-vy)))
sin a

90—-y)<a<90

Furthermore, the collector heat removal efficiency factor (F) can be expressed in terms of heat loss coefficient
(UL), mass flow rate (m) and the collector efficiency factor () as given by equation 8.

(eq. 8)

AULFI]

E. = mTcp[l —exp ™

The collector efficiency factor (F’) can be calculated using equation 9 in terms of its fin efficiency factor F.

F' = /UL (eq. 9)

1 1 1
UL[d+(W—d)F]TwthATndhﬂ]

Here hpy4 accounts for the bond resistance between the PV cell and the absorber plate as shown by (Zondag et
al. 2002). The forced convection heat transfer coefficient (44) in the cooling tube can be determined from
equation 10.

Nu*kﬂ

hs = r (eq. 10)

Where £y is the conductivity of the fluid at the mean temperature and Nu is the Nusselt number that can be
determined from any number of relationships for forced convective heat transfer in a tube, in this study the
Gnielinski (Cengel 2007) correlation was used.

In order to calculate the fin efficiency factor F, it is necessary to calculate the coefficient (M) that accounts for
the overall thermal conductivity and the thickness of the PV/T absorber plate as given by equation 11 in terms
of overall thermal loss coefficient U;.

UL
KabsLabstKpvLpy

M= (eq. 11)

As such, the modified fin efficiency F' can be calculated using equation 12, where w is the tube spacing and d
is the hydraulic diameter of the tube.
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tanh[—M(v;_d)]

= —mMe—a (eq. 12)
2
In the determination of M in equation 9, the overall thermal loss coefficient U; is the sum of the heat losses

via top, rear and edge of the collector as given by equation 13.
U, = Utop + Ureqr + Uedge (eq. 13)

As the rear heat loss and edge losses are mainly through the insulation, the rear loss coefficient Uy, and the
edge loss coefficient Ue.q4e can be determined from Fouriers Law.

However, in the determination of the top losses the glazing on the proposed collector, as shown in Figure 1, is
not parallel to the absorber plate. Recently though (Piratheepan et al. 2014) showed that the natural convection
heat loss in an air filled enclosure such as this could be predicted by equation 14, where b is the breadth of the
absorber and / is the height of the reflector.

Nu = 0.67Ra°-36(b/h)1.75 (eq. 14)

This can subsequently be rearranged to determine the value of the natural convection heat transfer coefficient
h¢. inside the concentrator enclosure

To estimate the radiation heat transfer coefficient inside the concentrator 4,. the enclosure was assumed to be
a two-surface enclosure consisting of the absorber plate and the glazing by assuming the reflector is adiabatic.
Hence the expression of the /. can be written in terms of area of the absorber plate (4), area of the glazing
(4g), the view factor (F.¢) from the absorber to the glazing, and the emittance of absorber plate and the glazing
&and &, as expressed in Equation 15.

o (Tym—Tg)

(1—sc)+( 1 )+<1—£g) (eq. 15)

Agc AFcg Ageg

hye =

Where 7, and T, are the mean plate temperature and the internal glazing temperature of the collector
respectively.
The view factor Fe can be deduced from equation 16 in terms of enclosure dimensions

2b

(o) (eq. 16)

F. =
“ b(1+sinﬁ

Subsequently, the heat loss through the glass cover can be calculated using the heat transfer coefficient of the
glass k, internal glazing temperature T, and external glazing temperature 7 .

Now, the external heat loss from the glazed cover is the sum of the radiation, natural and the forced convection
heat losses. As majority of the collector faces the ambient environment, it was assumed that the glass cover
radiated heat to the surroundings with an ambient temperature 7,. Hence, the radiation heat transfer coefficient
from the glazing /., can be expressed in terms of external glazing temperature T, and the ambient temperature
T, as shown in equation 17

hycqg = 0€g (Tg’2 +TH(Ty; +T,) (eq. 17)

Furthermore, the losses due to natural and forced convection also must be taken in to account. The forced
convection heat transfer coefficient /., will be a function of velocity of the wind, an approximation of which
can be expressed by equation 18, where v is the wind velocity.

hfcyg = 4.214 + 3.575V (eq. 18)
The natural heat transfer coefficient %, can be expressed by equation 19
hneg = 1.78(T, — To) /3 (eq. 19)

Using this approximation it is possible to calculate the overall convection heat transfer coefficient /. by
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integrating both forced and natural heat transfer coefficient using equation 20 (Eicker 2006)

1
he = (R + Rocg) 2 (eq. 20)

In summary; the combination of heat losses and the total useful energy extracted, considering the energy
balance of the collector, mean the thermal efficiency of the fagade integrated collector can be established.

Now in examining the electrical performance of the system, one trade-off of using silicon solar cells under
concentrated radiation is that their efficiency degrades with the temperature increase. Hence it is essential to
express the electrical efficiency in terms of the temperature of the absorber plate.

The electrical efficiency of the solar cell can be determined by firstly determining the power generated by the
cell at its maximum power point, as given by equation 21.

P =1lnyVinp (eq. 21)

This can also be expressed in terms of fill factor (FF) and the open circuit voltage V,. and short circuit current
I, as shown in equation 22.

P = FF IV, (eq. 22)

However, V,. and FF decrease significantly with increased temperature, while short circuit current increases
marginally with the temperature (Zondag 2008). Taking this into account using equation 23 (Dubey et al. 2013)
gives a good approximation of the electrical efficiency of a photovoltaic cells under various temperatures given
that the nominal operating cell temperature (NOCT) and the temperature coefficient (5) and the efficiency of
the cell at NOCT conditions are known from the manufacturer’s datasheet.

Ne = Nyocr (1 — .B(Tpm — NOCT)) (eq. 23)
for typical crystalline Si modules /5 can be assumed as 0.004 (Notton et al. 2005).

When the packing factor S is taken in to account, the electrical efficiency of the collector on a relative area
basis 7. can be expressed by equation 24.

Netece = Nwocr (1 = B(Tym — NOCT)) + S (eq. 24)

By combining equation 4 and equation 2 the combined efficiency 7 of the collector can be calculated from
equation 25.

Ntot = Nthermat + Netect (eq. 25)

3. Experimental testing and results

In order to validate the mathematical model and findings derived from its use, it is necessary to compare the
outcome with an experimental model. As there is no standard method for testing photovoltaic/thermal hybrid
modules it was decided use a standard steady state test method similar to the one describing the thermal
performance of glazed liquid heating collectors given in AS/NZS 2535.1 (2007). As such, an experimental
testing system was constructed on the roof of Auckland University of Technology’s School of Engineering
building, facing true north. In doing this, T-type thermocouples were used to measure the inlet and the outlet
of the coolant as well as the ambient temperature. A cup anemometer and a wind vane were mounted adjacent
to the collector to measure the wind speed and direction. Finally, a Delta-T SPN1 type sunshine pyranometer
was used to measure the beam and diffuse radiation. For the electrical output, the voltage and current were
measured simultaneously while keeping the system loaded at maximum power point.

Now, fabrication of the facade collector involves three main parts; the PV/T absorber, the reflector and the
insulation elements including the glass cover. For this work the finned tube absorber plate was fabricated from
a 1.2 m length of 2 mm aluminium painted matte black, with two absorbers mounted in series. A 10 mm square
aluminium tube was attached to the back of each absorber using a thermally conductive adhesive to act as the
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cooling channel. Square tube was used as it provides a larger contact surface between the absorber plate and
the cooling tube, thus improving the fin efficiency. Each absorber plate was then fitted with a custom made
string of seven 150 mm crystalline solar cells connected in series and bonded to the absorber using a silicone
conformal coating. This thin layer of clear conformal coating protects the cells under extreme environmental
and climatic condition and insulates the rear wiring of the solar cells when the absorber is exposed to the
concentrated radiation. Reflector was prepared by attaching a silver metalized film on an aluminum sheet.

Due to the practical issues associated with integrating the fagade integrated collector into an actual building
fagade, two vertical “wall” sections were fabricated to mount the concentrators. Each wall was packed with
mineral wool insulation (R2.8) to insulate the rear of the concentrator, and replicate a building fagade, while
the front surface was glazed using a low-iron glass cover. A schematic representation of the combined collector
test system is shown in figure 3.

Cup anemometer

Fagade integrated collector
/ / Pyranometer

Volt meter /
e
_@_ Amp meter _
V Electric heater <—

4
_W@_ 1000L Water feed
Tank
/ :" A ~

\ \
7 \ \
Flow meter Flow control valve Pum

Thermocouples

P Drain

Fig. 3: Experimental test rig and the circuit diagram for electrical measurements

In summary, the design parameters of the prototype collector tested here are given in table 1.

Table. 1: Physical characteristics of experimental prototype

Parameter Symbol Value Unit
System flow rate m 1.33X10° m?/S
Collector length L 2.4 m
Collector breath b 0.2 m
Reflector height h 0.6 m

Collector area A 0.48 m?
PV Transmit/apsorpt TOpy 0.78 (De Vries 1998) -
Thermal Transm/apsorpt Tar 0.925 (Anderson et al. -
2009)
Absorber thickness Labs 0.002 m
PV thickness Lpv 0.0004 m
PV conductivity Kpy 130 W/mK
Tube hydraulic diameter d 0.0088 m
Tube spacing w 0.2 m
Cell-absorber Quasi heat hpva 45 W/m?K
transfer coefficient
Insulation conductance Kins 0.045 W/mK
Back insulation Lins 0.1 m
thickness
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Edge insulation Ledge 0.025 m
thickness
Absorber conductivity Kabs 130 W/mK
Packing factor S 0.7 -
Conductance of glass ke 0.9 W/mK
Reflectance of silver DA 0.9 -
metalized film

3.1 Experimental results and model validation

To validate the mathematical model several sets of readings were taken from the test rig under various solar
elevation angles and input temperatures. These were taken when the sun was near solar noon, such that the
effect of shading, due to the design of mounting enclosure, was minimised. As shown in figure 4 the
mathematical model incorporating with new heat transfer relationships for the concentrator, as well as the
concentration ratio, is capable of predicting the performance with good accuracy.

1
0.8
3 0.6
e \%\
S o K
G
5 0.4
- ~\.
0.2 M thermal eff theory @ thermal eff experiment
combined eff theory X combined eff experiment
O T T T T T
0 0.005 0.01 0.015 0.02 0.025 0.03
(Ti-Ta)/(Gyqr)
Fig. 4: Experimental and theoretical efficiencies of facade integrated collector
3.2 Modelling Results

Now in table 1, there are number parameters which can be modified to improve the performance of the collector.
Hence, having validated the mathematical model it was used to perform a sensitivity analysis on the system.
In this study, only one design variable was varied at a time and the effect of that particular parameter on the
efficiency was observed. This allows us to determine the design variables that are critical in terms of efficiency
of the system and its design.

In the concentrator it is likely that high temperatures will be achieved and so there is a need for improved
cooling. Heat transfer in the cooling channel is a function of Reynold’s number and thus varying the flow rate
may have the effect on the overall efficiency of the collector. However as shown on figure 5, the efficiency of
the collector does not significantly improve with the increased fluid flow rate. The slight increase in efficiency
can be attributed to an increase in the turbulence in the system increasing the heat transfer marginally.
Furthermore, a reduction in temperature will increase the electrical efficiency marginally though the pumping
power required to achieve this may offset any gains by doing this.
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Fig. 5: Combined efficiency by varying flow rate

Another means of improving the efficiency could be to reduce the width of the absorber for a single tube, or
by decreasing the spacing between adjacent tubes in systems with multiple cooling tubes. As shown in figure
6, this will increase the efficiency significantly. This can be explained by the fact that an increase in the number
of tubes across the absorber plate improves the fin efficiency and thus increases the performance of the
collector. However it can be seen that, at higher (7Ti-Ta)/G*C values they tend to converge. This suggest that
although decreasing the tube spacing increases the efficiency initially, there are other factors which will
decrease the efficiency at higher (7i-Ta)/G*C.
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Fig. 6: Combined efficiency by varying tube spacing

Further, the combined efficiency of the collector could be also improved by improving the heat transfer
coefficient between the solar cells and the thermal absorber. Unlike a thermal collector that has a bond
resistance between the tube and absorber (Duffie and Beckman 2006), a “quasi” heat transfer coefficient, with
a value of 45W/m?K, between the PV cells and the absorber plate is used (Zondag et al. 2002). Based on this
Anderson et al (2009) stated that this thermal conductance might be improved by means introducing a
thermally conductive adhesive. Following on from this recommendation, it can be seen in figure 7, that when
the heat transfer coefficient is doubled from 30W/m?K to 60W/m?K the efficiency is improved by
approximately 10%.
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4. Conclusion

From the results, it was shown that the mathematical model incorporated with the heat transfer empirical
relationships presented in this paper was able to predict the performance of the particular system. Further, from
the sensitivity analysis, there are number of conclusions that can be drawn. Firstly, increasing the flowrate in
the cooling tubes appears to offer little benefit with respect to increasing the efficiency of the collector.

However, the combined efficiency of the collector can be improved by increasing the number of cooling
channels across the absorber plate though this may not be economical. Hence increasing the number tubes has
to be considered as a trade-off between the efficiency and the cost of the collector. Finally, improved thermal
contact between the solar cells and the thermal absorber will increase the efficiency dramatically and appears
to offer significant potential in improving the performance of the fagade integrated BIPVT solar concentrator
system.
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Abstract

A semi-transparent solar cell window system is one of the most recent building integrated PV window
technologies (i.e., BIPV window). This type of BIPV window systems can generate photovoltaic electric energy
and can be designed to admit a specific amount of natural light and/or view to an indoor space. This study
evaluates potential energy benefits of integrate semi-transparent solar cell windows on a 2009 International
Energy Conservation Code (IECC) code-compliant residential building in a hot and humid climate. The energy
analysis is based on a whole-building simulation model with a DOE-2.1e, which include a BIPV window module
specially made for this study. The study analyzed peak demand, energy use, and electricity production from each
orientation (east-, west-, south-, and north-facing). As a result, the south-facing window showed the greatest
potential to generate electric power and to reduce building loads and system energy use. In comparison to the
code-compliant base-case model, the BIPV windows provided noticeable energy savings about 12-21% in annual
site energy use.

Keywords: Building integrated PV, Energy simulation, Residential building, International Energy Conservation
Code, DOE-2.1e simulation program

1. Introduction

Hot and humid climates demand significant electricity for cooling. In 2001, Texas implemented the Texas
Emissions Reduction Plan (TERP) program that aims to diminish the pollution in the state by energy efficiency
and renewable energy measures. To lower pollution to generate electricity from fossil fuels, Texas has been
utilizing applications of renewable energy resources for both power plants and buildings.

As one of the efforts to reduce pollution, Texas has built renewable energy plants to generate electricity from
eco-friendly fuel resources (e.g., mainly wind, solar, and biomass) (Haberl et al., 2014). Texas is one of the largest
renewable energy producers in the United States (US), leading the nation in wind-powered generation capacity
with over 14,000 megawatts (EIA, 2015; Haberl et al., 2015).

In addition to these efforts, other renewable energy applications to buildings (e.g., photovoltaic, PV, technology
integrated into buildings) have been used to reduce the building’s energy demands due to onsite power generation,
and it resulted in reducing energy demands on power plant (Haberl et al., 2014; NREL, 2015). Recently, an
interest in a semi-transparent solar cell window system (i.e., a building integrated photovoltaic (BIPV) window)
has increased worldwide (bccResearch, 2011; DOE, 2015b; Kang et al., 2013; Sivanandan, 2009; SNE, 2011)
because the these solar cell windows generate electricity without constructing additional PV structures on a
building envelop and also provide natural light transmission (Kang et al., 2013; Lee et al., 2014; Li et al., 2009;
Yoonetal., 2011). Due to these features, building designers and engineers may use the BIPV windows to generate
electricity and to create unique daylighting features in building facades (e.g., window and sunroof), which at the
same time reduce unwanted cooling load and glare associated with architectural glazing (Li et al., 2009).

In the US, a new residential construction must comply with a residential building energy code for its energy
certificate. A number of residential building energy codes and standards (e.g., IECC, ASHRAE Standard 90.2,
California Title 24, etc.) have been developed and adopted. In the US residential sector, the IECC is widely
adopted as the state energy code in approximately 40 of the 50 US states (DOE, 2015c). Since January 2012,
Texas has adopted the 2009 IECC (ICC, 2009) even though newer versions of IECC (i.e., 2012 and 2015 IECC)
are available (DOE, 2015a; SECO, 2015). The aim of this study is to evaluate the potential effects of
implementing semi-transparent solar cell windows on a residential building that complies with the adopted state
energy conservation code (i.e., 2009 IECC) and is located in a hot and humid climate.

© 2016. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientific Committee
doi:10.18086/swc.2015.08.02 Available at http://proceedings.ises.org
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2. Semi-transparent solar cell windows

A semi-transparent solar cell window system (BIPV window) is one of many of the PV technology applications
to buildings. The BIPV window system can generate photovoltaic electric energy, and can be designed to admit
a specific amount of natural light and/or view to an indoor space (Yoon et al., 2011; DOE, 2015a, 2015¢c; SECO,
2015). In comparison to the conventional PV cells, it has several advantages: ease-to-manufacture due to no need
for vacuum processes, capability to be colorable and transparent, applicability to flexible thin structure, and light
weight (Miyazaki et al., 2005).

To calculate the electricity generation from the BIPV window, the PV efficiency (1) is determined as the fraction
between the maximum power which a solar cell can convert from absorbed light to electrical energy (B,,4,) and
the incident power (P;,). This study used Eq. (1) and Eq. (2) for the efficiency calculation, which are basic solar
cell efficiency equations (Duffie and Beckman, 2013; Servaites et al., 2009; Sze and Ng, 2006). The degradation
of the solar cell efficiency due to the increased cell temperature in operation was not considered in this study.

VumpIup
FF = -MPMP (eq. 1)
Voc'lsc
_ Pmax _ VmpImp _ VoclscFF 5
n=-—— = : = , (eq. 2)
Pm Pln Ptn

where B, 1s the maximum power (W), FF is the fill factor to determines the maximum power from a solar cell,
Vyp 1s the maximum power voltage (V), Ip is the maximum power current (A), V¢ is the open-circuit voltage
(V), Ig¢ is the short-circuit current (A), 1 is the PV efficiency, and P;, is the incident power (W), which is based
on 1 kW m for the efficiency calculations. The BIPV window electric power generation is estimate using Eq.
(3) (Chae et al., 2014; Corrao and Morini, 2012; Duffie and Beckman, 2013; Servaites et al., 2009; Sze and Ng,
2006).

P=n-4-G (eq. 3)

where P is the generated electricity from a BIPV window (W), A is the BIPV window surface area (m?), and G
is the global irradiance on a BIPV window surface (W m?).

3. Semi-transparent solar cell windows

To evaluate the potential energy benefits from implementing the BIPV windows instead of conventional windows,
this study simulates a 2009 IECC code-compliant residential building. The simulations are conducted under a hot
and humid climate; this study selects the city of Houston, the Climate Zone 2 classified in IECC. The overall
research methodology is briefly presented in Fig. 1.

Step 1: Develops a code-compliant residential house model
Development of . .
simulation model - DOE-2.1e simulation program
- 2009 IECC reference design
Development of Step 2: Develops DOE-2 BIPV window module
BIPV window module - DOE-2 Input FUNCTION
Determination of Step 3: Determines optical/thermal properties of windows
BIPV window properties - WINDOW 7.3 program
Analysis of Step 4: Analyze simulation results
whole-building energy - Energy use & peak cooling demand
simulation - Power generation from BIPV windows

Fig. 1: Diagram of overall research methodology

In order to develop a code-compliant residential base-case simulation model, the requirements as defined in
Chapter 4 of the 2009 IECC were referenced (ICC, 2009); the input parameter values such as envelope insulation,
window area, and system efficiency were determined according to the code requirements (Do and Haberl, 2015).
The developed base-case model (see Fig. 2) had a simplified structure with a rectangular geometry, flat roof, and
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no attic space; they are a single-story, single-family, south-facing and detached house that has 232 m? of floor
area and a 2.4 m floor-to-ceiling height without a plenum. For this study, the base-case model was modified to
have five interior thermal zones, including east, west, south, north, and core. The base-case model used a double-
pane window with a bronze-tinted glass. The window area on each exterior wall was determined using a 15%
window-to-floor ratio (WFR), which was equivalent to a 23.4% window-to-wall ratio (WWR) for the base-case.
In addition, this study used the Residential System (RESYS) in the DOE-2.1¢e program (DOE2, 2015) for a typical
residential air-source heat pump system. The simulations for this study were performed using Typical
Meteorological Year version 3 (TMY3) weather file.

North Zone

West Zone Core Zone East Zone

South Zone

Fig. 2 (a) Fig. 2 (b)
Fig. 2: View of the base-case simulation model: (a) exterior 3D view; and (b) interior thermal zoning

In order to calculate the electricity power generated from BIPV windows on each exterior wall, the BIPV window
module was developed using the DOE-2 input FUNCTION commands, which can be written in the Building
Description Language (BDL) input file without debugging the DOE-2.1e program (LBL, 1993). The BIPV input
FUNCTION commands collects the incident solar radiation on each outside window surface for each hour of the
run period, and calculates hourly electric power generation from each BIPV window. The results of the calculated
hourly electricity generation are separately saved as an output file.

In order to add the calculation of the BIPV window power generation into the DOE-2.1e calculation algorithm,
the BIPV input FUNCTION commands were written in the LOADS section of the input BDL file. This study
selected three types of the BIPV transparency: 40%, 20%, and 10%. The electrical performances of the selected
BIPYV types were obtained from the published data (Episolar, 2015). Table 1 presents the BIPV properties for the
electrical performances.

Table 1. Electrical performance properties of the selected BIPVs

BIPV Transparency Nominal Power Voc Isc Vmp Imp Pin Fill Factor  Efficiency
(%) W) (%) (A) ™) A) W) - (%)
Type I 40 48 116 0.59 87 0.55 720 0.6992 6.65
Type II 20 64 116 0.78 87 0.73 720 0.7019 8.82
Type 111 10 72 116 0.88 87 0.82 720 0.6989 991

The base-case window had a double-pane unit consisting of two layers of glasses, and the two layers were
separated by an air gap. To evaluate the thermal performance of the window glass, three glass properties are
required as the simulation input parameters: glass conductance (i.e., U-factor), shading coefficient (SC), and
visible transmittance (T,;;). These input parameters were estimated using the WINDOW 7.3 program which is a
windows and daylighting software developed by Lawrence Berkeley National Laboratory (LBNL) (LBNL, 2015).
Using the glass library data in the WINDOW 7.3 program, the thermal and optical properties of the glasses used
for the base-case and BIPV windows were determined. Table 2 presents the details of the window input parameter
values used for performing DOE-2.1e building energy simulations.
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Table 2. Defined window input parameters for simulations

BIPV

DOE-2 Input Parameters Base-Case Type T TYPE I Type III Note
GLASS-CONDUCTANCE (W/m?K) 2.699 2.603 2412 2.308 Glass conductance
SHADING-COEF 0.574 0.422 0.253 0.182 Shading coefficient
VIS-TRANS 0.468 0.359 0.183 0.091 Visible transmittance

To implement a daylight-dimming system in simulations, this study used the existing daylighting calculation in
DOE-2.1e. One reference point at which daylight illuminance levels were to be calculated was used for each
exterior thermal zone (i.e., east, west, south, and north zones); it was assumed that a photocell controls the electric
lighting system that responds to the light levels at the specified reference point. In simulations, the desired
minimum lighting level (i.e., illuminance set point) was defined as 323 lux (30 fc), assuming a general ambient
lighting level for a residential building. The lighting reference point was located at the middle of each space with
0.8 m (2.5 ft) height.

4. Semi-transparent solar cell windows

4.1. Power generation from BIPV windows

The electricity power generated from the BIPV window on each exterior wall was evaluated using the developed
BIPV window module. Fig. 3 presents the estimation of the electric power generation from the BIPV Type 11
windows for different orientations.
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Fig. 3: Electric power generation from BIPV II for different orientations: (a) monthly total; and (b) annual average power
generation intensity

In general, the largest annual power generation was observed in the south-facing BIPV window whereas the
smallest annual power generation was observed in the north-facing BIPV window. The east- and west-facing
BIPV windows resulted in the similar amount of power generation. In addition, the east-, west-, and north-facing
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BIPV windows generated more power during the summer period (May through August) than the winter period
due to larger solar radiation and longer sunshine hours. On the other hand, the south-facing BIPV window
generated less power during the summer period (especially in June) than the other periods due to the relation
between the sun angle at a given time/location and a 90° exterior wall. That is, the projected area of the south-
facing window during the summer period was relatively small to absorb solar radiation.

4.2. Building loads

The simulation results showed that the implementation of the BIPV window provided benefits in the annual
building load reductions in comparison with the baseline case. This reductions came from the BIPV thermal
performance that decreased shading coefficient in comparison with the base-case window (see Table 2). Fig. 4
presents the estimated distribution of the total annual building loads reduction from the implementation of the
BIPV Type II windows in each of the orientations. The largest reductions occurred in the south-facing space;
east- and west-facing spaces resulted in the similar annual reductions; and the north-facing space had the least
reductions. This indicates that a south-facing space will be the most beneficial space in annual total building loads
reduction from a BIPV window at a given location with a hot and humid climate.
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Fig. 4: Distribution of total annual building loads reductions for the implementation of BIPV type II windows according to the
orientation

4.3. Cooling peak demands

The simulation results for the peak demands during the cooling season, including energy uses for cooling, lighting,
others (i.e., miscellaneous equipment, heating, pumps, fan, and hot water), and for the generated BIPV power for
the three BIPV types analyzed are presented below in Fig. 5.
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Fig. 5: Comparison of peak demands during the cooling season

The BIPV type and daylight-dimming system reduced the peak demands in a range from 14.0% (0.69 kW) to
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26.1% (1.29 kW), in comparison with the baseline case. When using a daylight-dimming system integrated with
the BIPV window, the savings increased in both the cooling energy and the electrical lighting energy use. In
general, the system’s peak demands influences the determination of the system capacity, and thus the peak
demands reductions indicate that there is a possibility for the cooling system to be downsized, which provides
additional energy and cost savings due to lower compressor’s power consumption.

4.4. Annual site energy use

As it has been presented above, the implementation of BIPV windows and daylight-dimming system influence
the building energy performance: electricity power generation, decrease supplementary lighting, decrease
building cooling loads, and decrease cooling peak demands. As a consequence, the BIPV window provided
energy benefits in annual energy use of the building system. Fig. 6 presents the resultant annual energy use for
the three analyzed window type, including cooling, heating, lighting, others (i.e., miscellaneous equipment,
pumps, and hot water), and the BIPV power generation. In addition, Fig. 6 includes percent savings from the
BIPV window in comparison with the code-compliant baseline which does not include a daylight-dimming
system.
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Fig. 6: Comparison for annual site energy consumption: (a) annual energy use; and (b) percent savings against the base-case
without a daylight-dimming system

The cooling energy use was significantly decreased with in a range from 10% (645 kWh/yr) for the BIPV type I
to 26% (1,637 kWh/yr) for the BIPV type III. On the other hand, the heating energy use was increased from 6%
(133 kWh/yr) for the BIPV type I to 17% (367 kWh/yr) for the BIPV type III. The increase/decrease amount of
the cooling/heating energy use appeared to be caused by the BIPV window shading coefficient values (see Table
2); a low SHGC value led to a decrease in cooling energy use and an increase in heating energy use. In the
simulations for a daylight-dimming system, the transparency value of the BIPV glazing appeared to influence on
the electric lighting energy use; a higher transparency value resulted in bigger reduction in electric lighting energy
use. Regarding the electric power generation, the higher electric power was generated from the BIPV type 111
because of the different BIPV’s efficiency values (see Table 1).
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In the calculation of the percent savings for the annual total site energy use, the generated electric power
compensated the system’s electricity consumption. The amount of the percent savings resulted from the BIPV
window and a daylight-dimming system ranged from 11.9 to 20.5%. The BIPV type III resulted in the largest
savings for the annual total site energy due to the significant cooling energy reduction and power generation.
However, the daylight-dimming system using for the BIPV type III did not result in noticeable energy savings
due to low transparency value. A cost analysis to evaluate economic benefits may be required to determine the
optimal energy savings goals when using a daylight-dimming system for a BIPV window.

5. Summary and conclusions

To quantify the energy benefits of the BIPV window in hot and humid climates, a typical residential building was
simulated in DOE-2.1e. A BIPV window module was developed for DOE 2.1¢ and implemented it into the 2009
IECC code-compliant residential building model. Based on the energy simulation results, potential energy
benefits from utilization of the BIPV system were realized including: power generation, annual building loads,
cooling peak demands, and annual total site energy use. Based on the analysis results completed in this study, the
following conclusions can be made:

e The electric power generated from the BIPV window depends on its efficiency value, area, orientation,
and incident solar radiation. The south-facing windows can produce the largest annual electricity, but the
east- and west-facing windows present the highest potential to generate electricity during the summer period.

e Implementation of the BIPV window resulted in a reduction in the total annual building loads, ranged
from 6 to 15%. In addition, the south-facing space was identified as the most beneficial space in reducing
annual building loads. However, it should be noted that the BIPV power generation from the south-facing
window was also reduced during the summer period when higher electricity power was consumed than the
other periods. Therefore, the further study is required to optimize building loads reduction and BIPV power
generation.

e The BIPV window and daylight-dimming system led to reductions in the peak cooling demands, from
14 to 26%. At the cooling peak day and time, the BIPV window significantly reduced the cooling energy
use, and a daylight-dimming system resulted in additional savings in electrical lighting energy use.
Therefore, the BIPV window has a potential to downsize the system due to the reduced peak demands; and it
may result in additional energy savings due to lower compressor’s power consumption.

e The BIPV windows provided electricity power generation, decreased electric lighting energy use,
decreased annual building loads, and reduced he system’s cooling peak demand. As a consequence, the
percent savings in comparison with the base-case window were about 12 to 21%. This indicates that the
BIPV window with the daylight-dimming system provide great energy benefits for a code-compliant
residential building. However, a cost analysis to evaluate economic benefits may be required to determine
the optimal energy savings goals when using a daylight-dimming system for a BIPV window.
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Abstract

Today, Asian cities have been full of high-rise and compact buildings with large population. In Seoul,
Korean capital city where millions of people have lived, over 20 or 30 floors residential buildings are
common sight. As a result, half of the Korean population is living in high-rise residential buildings like
apartments. However, large residential buildings in cities have consumed huge energy provided from fossil
fuels to support occupants' environmental convenience, and they are currently a major energy-consuming
sector. To resolve this environmental and energy issues, solar systems are promising one of effective
solutions to supplement energy demand for urban residential buildings. Therefore as fundamental approach
this paper studies solar potential and constraints in high-rise residential buildings to understand unfavorable
urban environment for solar energy based on diverse interferences from other urban factors. To maximize
solar potential and to utilize effective renewable systems on the surface of buildings, this study analyses
Korean typical multi-family housing buildings and also includes a case study to deal with an apartment
complex to figure out the effective ways for solar energy. This result can be expected to be utilized for
architects and engineers in their design process to plan low energy buildings.

Keywords: Solar potential, High-rise buildings, Solar constraints, Building forms and arrangement

1. Introduction

1.1. Backgrounds

Buildings, as a major energy consuming sector in the world, accounted for 21 .2percent of total final energy
consumption, consisting of 9.3percent and 13percent in commercial building and residential building
respectively (Korean Energy Census, 2010). Building sector's share is still lower than transportation and
industry sectors, but it will be expected to increase like other developed countries reported by IEA. They
reported their residential buildings have averagely consumed about 27percent of total final energy
consumption. In Korea, the Photovoltaic (PV) and Solar thermal (ST) market is consistently growing by
government promotion projects since 2008, due to their green growth policy. Firstly, Korea Energy
Management Corporation (KEMC), a public institution, has operated supply business projects for renewable
energy systems such as PV and ST with financial packages. The budget are totally about 20 million won in
2015, and they have pursued green-village project that provides financial aid for owners to receive
35~50percent per total installation cost. However, unlike governmental support, major eight metropolitan
cities in Korea just showed 8.3percent of renewable power production by region, and of that, the power
portion by residential buildings is only 0.4percent in 2013 (Renewable Energy Dissemination of Statistics,
2013). Consequently, in Korea, to encourage solar system use is important strategy to improve energy
efficiency of urban buildings. However, in the respect of building shape and arrangement, Korean high-rise
residential buildings are unique and standardized unlike other countries' residential buildings. In a census on
population and housing conducted Korean National Statistical Office (KNSO) in 2010, they also found that
multi-family housing continuously has shown a growth from 53percent in 2005 to 59percent in 2010. Above
all, over 75percent of total multi-family housing buildings is over ten stories buildings. Given this context,
half of Korean today is closely connected to the life in high-rise residential buildings consuming lots of
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energy to stay their urban life. Therefore, to make environmentally-friendly urban space, successful energy
efficient strategies for urban residential buildings are required such as renewable systems.

Also, in today’s global society, many countries are worrying energy matters that fossil fuels will definitely be
depleted in near future even though fossil fuels are still necessary in all fields of industries and public
livelihood. According to a new UN Department of Economic and Social Affairs (DESA) report in 2015, the
world population will reach 9.6 billions people until 2050 (UN database, 2015) and International Energy
Outlook 2013 by IEA reported that world energy consumption will increase 56percent from 2010 to 2040 by
world economic growth and specially, electric power demand will grow by 80percent between 2012 and
2040 (IEO 2013). Hence, as mass energy consuming sectors, future buildings should be considered to
increased energy consumption by growing economy. For that, it is required to achieve better design and
energy efficiency in all kinds of manufacturing industries and in all kinds of buildings. As the result of this
movement for energy saving, many world nations are planning to go into effect on mandatory building codes
to design low and zero energy buildings and to renovate existing buildings into high performance buildings.
Along many European countries' plan which will reach zero energy building (ZEB) between 2015 and 2030,
Korean government has also driven the policy to phase in ZEB as mandatory policy from 2008 to 2025. This
means that many multi-family housing, so called apartments in Korea, will have to consider renewable
energy systems to satisfy mandatory zero-energy efficiency because only plan for passive design and
efficient HVAC systems cannot guarantee ZEB performance on site. Therefore, in order to maximize
building energy performance and to design better green buildings in urban area, urban solar constraints and
potential should be properly understood and settled by designers and engineers. For this, this research studies
urban solar potential based on high-rise residential buildings in Korea and, depending on the features of their
typical forms and arrangement, the study can be generalized and utilized for whole country.

1.2. Objective of the study

The research goal is to study solar potential in urban areas and to focus on high-rise multi-family buildings
which have been very dominating in Korean housing market. The study has three major purposes; At first,
multi-family housing in Korea has shown standardized forms and arrangements. This is due to the fact that
forms of multi-family housing have been affected by governmental institutes and contractors for decades and
sometimes, their principles for building arrangement have been guided by District Unit Planning by regional
governments. As a result, multi-family housing complex have shaped the urban context in Korean cities.
While they are not particularly good in urban scape design, it can be useful to generalize and to establish
dissemination strategy for renewable energy. On the second purpose of this study, in architectural viewpoint,
solar potential on building envelope can be easily affected by building physical features such as mass
projection and curved mass design. Besides, in large multi-family housing complex, solar potential may be
strongly influenced by adjacent building structures. Last but not least, the development in very densely urban
areas usually requires high energy efficiency and performance following their enhanced building energy
codes and for that, renewable systems should be optimized and effectively planned in the buildings. Given
this, this study will be meaningful in the importance for practical experts. Therefore, this study investigates
Korean high-rise residential buildings focusing on their forms and arrangement, and diagnoses solar potential
in single building level. And then, the study analyses solar potential through case study of urban residential
complex. By means of the result of this research, architects, engineers and building owners can more
understand solar potential and effectively design green buildings reflected urban solar strategies.

1.3. Research process

This study analyses solar potential on residential building envelope and roof where can be used for PV and
ST. In single building and urban scale, this study looks at urban solar limitations and solutions. This research
is composed of three-step procedure:

(a) The first step is to do literature review on solar potential. Solar potential is usually used to explain a term
for solar applicability or solar radiation that is calculated by a ratio of area on the building envelope. This
paper deals with some research and their result of solar potential studied by other authors.
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(b) On the second step, the research is to study solar potential and constraints in single building types. For
this, this study looks into main residential types in Korea and simulates their solar performance by doing
simulation tools. With this analysis, solar limitations and solutions are drawn.

(c) At the last step, case study in the single building complex is carried out to estimate actual solar potential
on the building surface. Then, analyzing high-rise multi-family complex is done because this can explain
how building direction and arrangement in the complex can affect solar potential in urban context. As the
final outcome, solar potential and constraints are analyzed to draw solutions.

2. Literature review

Housing market in Korea has greatly changed for last several decades in their types and forms. In 1975,
detached house occupied over 92 percent of total housing by total ground area. However, multi-family
housing ' and row house” had explosively grown over 10 times from 6 percent to 63 percent in total
residential stock (Housing Census, 2010). Actually, plenty of new cities had been constructed since 1980s
with multi-family housing buildings and consequently, housing supply ratio recorded from 86 percent in
1995 to 118 percent in 2014 in housing census by KNSO. In 2013, over 71 percent of existing multi-family
housing has over 15" stories, which means most of multi-family housing is high-rise buildings (Apartment
Housing Statistics, 2013). Therefore this study regarding solar potential in Korean high-rise residential
buildings can have powerful influence for many apartments to become better energy efficient.

There are many ways to optimize building solar potential in preceding research. Many studies have already
showed possible approaches to improve solar access on the surface, but still have a distance to explain urban
solar limitations in residential buildings. Because residential building types in Korea are different from other
countries in their residential types, density and patterns. Also, research in Korea mainly focused on the right
of solar access (Changho Choi, 2007, Dosung choi 2009). Building’s major design parameters (i.e. building
aspect ratio, azimuth, site coverage, density and arrangement) are generally considered to assess solar
potential in urban area because these are largely able to affect solar potential on the envelope of buildings.
According to a study by Dapeng Li et al (2015), the research reported solar potential in urban residential
buildings that can be raised when building aspect ratio increases, and thus they studied increased site
coverage. Also, this study revealed that photovoltaic(PV) and solar thermal(ST) yield decreased up to 50%
and 26% respectively by mutual shade in high-density scenario. However, it explained solar systems to be
able to satisfy yearly electrical and thermal demands of residential buildings. Min-Hee Lee et al (2009)
conducted a feasibility study to review business value on solar systems and assessed solar potential depended
on urban structure. For applicability to urban buildings, the research describes that roughness affects solar
potential. Such result is especially remarkable in high-rise and high-density buildings. Similarly, while high-
rise buildings has lower solar potential than low-rise buildings, it is possible that solar systems harvest stable
solar energy since probable areas for solar system installation are generally converged to particular upper
floors in special buildings. However, M. Karteris et al (2013) reported that PVs in the urban environment
may not be efficient than suppositions. This is due to the fact that urban obstacles, such as density, heights
and shafts, often significantly lower valid surface areas above 50% on the roofs. This research reviewed the
actual solar potential as developing a model for roof-top surfaces through a statistical analysis by using
existing multifamily buildings in a general Greek city, Thessaloniki. Like above studies, at present,
availability and limitation on urban solar potential are still in progress. On account of specificity in location,
design and analytic condition, more research to be generalized and exploited should be studied for more solar
energy use in Korean urban areas.

' The definition of apartment is an over 5floors permanent building to include many households, and each household can independently
live in their apartment. (KNSO, www kostat.go.kr)

2 Row house is a permitted building as a row house by law and its height is limited below 4 floors. Also, several households can live in
row houses. (KNSO)
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3. Single building analysis

3.1. Korean multi-family housing

In 2007, Ministry of Land, Transport and Maritime Affairs in Korea reported that residential buildings took
up the largest portion in national cities and were occupying 68percent of all building stock. Among all cities,
Seoul and Kyunggi-do have formed the largest metropolitan area where 43percent of Korean population has
lived and the greatest number of residential buildings have been built. However, regardless locations, Korean
multi-family apartment have typical patterns in their forms. Doosung Choi and Jinseok Do (2009)' surveyed
74 multi-family housing complex and 919 multi-family housing buildings built after 2007 to classify multi-
family housing category. Consequently, it informed that flat-type and tower-type occupied 57percent and
43percent respectively among investigated building types. Building size depends on the number of units and
it can be changed following building conditions. Classified single building types of multi-family housing are
as below table.1. Types of multi-family housing have significance on analysis of solar potential because their
building forms restrict surface areas that can get solar energy and be installed for renewable energy. Hence,
as first step this research studied solar performance in single buildings.

Tab. 1: Dominative Multi-family Housing Types in Korea (Doosung Choi 2009)

Flat-type Tower-type
— type Bending-type L-type L-type Y-type Singile—wing
ype
68.1% 17.6% 14.3 30.9% 22.1% 21.5%

3.2. Solar potential analysis

The aims to solar potential in this study are to understand cause and effect of urban solar limitations in the
scale of single building and urban complex. In general, the forms and envelope designs of multi-family
housing are primary factors to affect solar potential on the building surface. Severe building shade can also
reduce solar potential on the surface by adjacent buildings that usually causes shading through its high
density or mass projection. Moreover, Korean residential building has an unique character that it relatively
has broad surface area per volume to get more solar radiation due to general Korean resident’s preference of
sunshine. However, in the analysis of an independent building, there is no interference from adjacent urban
environment and buildings. This being so, there is no solar influence caused by density or height that these
factors can be possible in complex level. Therefore, assessment in building types focuses on the amount of
solar radiation, orientation, seasonal changes and restrictions by building design.

Tab. 2: Multi-Family Residential Buildings for Single Building Analysis

Flat-type Tower-type
— type Bending-type L-type L-type Y-type Single-wing
i 1 1 _ type
Floor plan P a3 ™ e P
“ms,.._ I & -" ’»qf. | '-} v" ] ’,/,,
X 7= ) P A9/ & "]
bbbl \.a r‘«:—.. Y “‘_ \*v ] ' r 3 ’.(;*JP-.’), }’, g
e - . e S L‘J
Units 6 5 4 3 3 4
Floor height (m) 2.8 2.8 2.8 2.8 2.8 2.8
Area (M) 571 404 827 569 523 694
Tilt (deg. 90/90/0/0 90/50/0/0 90/90/0/0 90/90/0/0 76/120/166/76 90/141/0/51
E/W/S/N)*

* Horizon is 0 degree and counterclockwise rotation

For this, building height are decided to 16 stories that is one of standards to define Korean tower types, and
also in single building analysis, building height don't affect building solar radiation and changes. This study
simulated single buildings by utilizing IES-VE Apache and Sun-cast that can have ability to review solar
radiation and building shade through their modules to estimate quantitative performance on the envelope.

! Doosung Choi (2009) defined a term of tower-type that ratio between long and short sides doesn’t exceed 4:1 and by using one
elevator and stairs, people can directly enter into their apartment units, and it is 16 and more stories with reference to Article 29.3.1 in
Seoul Architecture Regulation. Also, Euntae Park (2007) gave tower-type a definition that ratio between long and short sides is under
4:1 on the authority of Article 86 for solar access right in the Building Code.
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Building location is set on Seoul and Seoul weather data is extracted from ASHRAE design weather database
v5.0, and the location is latitude 37.57N°, longitude 126.97E°, Altitude 86m and standard meridian 135.0E.

Analysis duration is from January Ist to December 31th and their daylighting hours are based on monthly
solar altitudes in Seoul calculated by VE-SunCast.

(1) Solar potential

In general, building forms in solar access, significantly affect solar gain and building shading to itself. Solar
potential in each building type considered in aspect of annual average value, directional and seasonal effect
to solar radiation. The longest, max and min solar gain sides on each direction side are reviewed of solar
potential because diverse and tilted sides on the same direction show different solar potential due to different
azimuth and projection by building designs. As a result of simulation analysis, solar radiation on the roof is
the same as 105.2 W/m* hr because building roof has no shading by building itself. According to types, Flat-
types basically have an advantage that long sides are commonly arranged to face south and can thus get more
solar radiation in the amount of total solar potential. Hence, if Flat — type can face south, its most units can
have an optimal direction for solar access. Values of simulation reported that annual solar radiation on long
sides in typical floor by directions is that east, west, south and north are sequentially 65.2, 61.3, 81.8, 39.8
w/m* hr. Although Flat bending-type has partial refraction on the building mass, generally it can be exposed
to originally arranged, because even though a bending side takes different azimuth, bending angle is less than
45 degree. Its each directional solar potential represents that east, west, south and north are 62.3, 49.6, 81.7,
39.3 w/m* hr in a row. Flat L-type has a form that its mass is perpendicular crossing which makes two
continuing sides have completely dissimilar directions when they receive solar energy. At the same time, two
perpendicular inner sides are relatively weak to gain solar energy due to be shaded by building mass itself.
Its directional solar potential is 65.3, 62.0, 78.3, 39.9 w/m’ hr in a row from east to west south and north.
According to solar radiation data in passive design guideline (PCAP, 2012), average solar radiation* by
directions in Seoul is that east, west, south and north on the vertical side are 65.9, 88.4, 96.5, 19.9 w/m’ hr.
Comparing solar potential to average solar radiation by building types in Seoul, there are some different
ranges; on the east side, 94.5~99.0%, on the south side, 81.1~84.7%, on the west side, 56.1~70.2%, on the
north side, 197.5~200.3%. Some values under average show that each type can have a weak-point on less
solar potential sides. For example, Flat-bending is vulnerable to west and south sides.

120

100

80

60 - B West
South
40 - S
North
20 4 o
0 T T T T T T 1

Flat -- type Flat_bending Flat_L type Tower-L type Tower-Y type Tower-Single Wing Annual Avg*

— M East

Fig. 1 Annual solar potential on the external walls (unit : W/m’ hr)

Also, solar potential on long side by Tower L-type is that east, west, south and north are 64.5, 63.6, 79.8,
39.9 w/m* hr in a row, and solar potential in Tower Y-type is also 70.4, 73.7, 80.6 and 58.4 w/m* hr. Tower

single-wing-type is 50.9, 764, 81.7 and 50.0 w/m* hr. On comparing these data to Seoul’s average solar
radiation, east side has 77.2~106.8% difference, west, south and north separately show 71.9~86.4%,
82.7~84.7% and 200.3~293.3% difference in solar radiation on the surface. One of causes is azimuth
difference at each side on the building envelope and building itself shades its surfaces due to its roughness
and projected mass, such as Tower single-wing type is delicate on east side. Actually, while optimal
orientation in Seoul is east-south or south (135~210 degree), Tower types are comparatively exposed to
unfavorable directions since their building forms preferentially decide their orientations before their building
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arrangement. Consequently, even if all buildings face to the same direction on their placement, surface
azimuth and area size on each side can be different owing to their types and forms have large effects on the
amount of solar gain.

(2) Seasonal changes
On the other side, seasonal changes in Korea make considerable influence on solar potential by altering solar

altitude, azimuth and daytime hours. Seoul’s solar altitude is that spring and fall equinox are 52.4°, summer
solstice is 75.9°, and winter solstice is 28.9° depended on Latitude 37° 34'. According to seasonal changes in

Fig.2, east and north sides get the annual highest solar radiation on summer solstice and fall equinox. West
pattern is similar with south in aspect that it takes large solar radiation on fall equinox. Besides, single
building types and seasonal changes have a little correlation on their solar gain per the unit area even though
they have azimuth difference on external surface. Hence, in respect of seasonal changes, influence on solar
potential by single building types is insignificant.

' . J il

Fig. 2 Seasonal solar radiation on the external walls
(L-top: east, L-down: west, R-top: south, R-down: north, unit : W/m’ hr)

Tab. 3: Building Mass Information

Flat-type Tower-type
— type Bending-type L-type L-type Y-type Singtle-wing
ype

POP (%) 67 69 49 66 63 63
L/W * 4.12 1.87 147 0.95 1.10 091
Tilt E 90** 90/142 90/90 90/90 76/76 51/90
(Max/ w 90/90 142/50 90/90 90/90 120/120 141/90
Min S 0/0 0/172 0/0 0/0 166/166 0/0
deg.) N 0 142/0 0/0 0/0 76/165 51/0

Weak Sum- " ;

point mer i m 4 -

22 Jun 17:00 22 Jun 16:00 22 Jun 16:00 22 Jun 16:00 22 Jun 10:00 22 Jun 12:00

Win )
-ter 5 - y -
J .
o3 4 A
22 Dec 17:00 22 Dec 09:00 22 Dec 11:00 22 Dec 09:00 22 Dec 12:00 22 Dec 09:00

* Length/Width (L/W) ratio on a typical plan, ** Existing only one side on a particular direction



Chul Kim / SWC 2015/ ISES Conference Proceedings (2015)

(3) Building constraints

So far, this study analysed directional and seasonal solar potential by single building types of multi-family
housing. On the independent building level, solar limitations are as the following; 1) building itself shade, 2)
solar potential changes on surface affected by seasonal changes on solar azimuth and altitude. On account of
seasonal solar changes are natural, solar potential and limitations by building forms are studied in this part.
Generally, building shape, which is able to alter building exposure to external environment, is reviewed in
the design stage to reduce energy consumption and to increase energy efficiency. On the design planning, to
examine building mass, some indicators such as Surface/Volume (S/V) ratio, Length/Width (L/W) ratio and
POP ratio can be used. Therefore, to find limitations in the independent building level, building types are
diagnosed through such indicators. Table 3 demonstrates POP and L/W in case building types. Applied POP
equation is like this;

POP = 22 X 100 (%) (eq.1)
b

In the equation from Passive Design Guideline (2012), A, = building area, P, = perimeter length. High POP
building commonly has a benefit in building heat gain or loss, whereas low POP ratio building has a weak-
point in building heat gain or loss. This is because low POP ratio indicates that the building has relatively
lots of protruded parts on its envelope, and if its weak-point is not revised on building arrangement, self-
shade can largely reduce solar potential. Among building types, Flat L-type has the lowest POP value and
other buildings are almost alike. In the table.3, weak point of Flat L-type shows a probable problem in low
POP ratio buildings. To improve solar potential, low POP ratio building should consider dented parts on the
surface and have an optimal placement to avoid perpetual shade. L/W ratio is also normally optimized on
1.5:1 which can affect annual heating and cooling loads by changing heat gain area by solar radiation and
shaded heat loss area. Flat-types have L/W ratio that is almost 1:5 or more. However, Tower-types take
around 1:0 in L/W ratio, which means that they have a weak spot on the surface by their shapes. Given this,
preferably, wider building surface on Tower types should be more exposed to optimal direction to have
better solar potential and reduce building loads.
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Fig. 3 Solar potential difference between max and min values on the same orientation (unit : W/m’ hr)

Single buildings’ self-shade presents another limitation. It makes solar potential difference and degradation
on the same direction. Fig.3 reports how much self-shade by mass projection aggravates solar potential. Flat
—type and Flat bending-type are almost even in their forms because it is merely 18 degree different on mass
bending. On the contrary, in solar radiation on the same orientation, the bending makes large solar
performance difference between the max and min values. Furthermore, Tower types reveal larger dynamic
dispersion range than Flat types, which indicates Tower types in urban area are disadvantageous on solar
potential and inevitable to have lower solar availability due to their structural problems. Accordingly, in
order to solve these limitations in urban space, simplification on sun-exposed envelope and optimal
arrangement to direction should be far outweighed.

4. Residential complex analysis

4.1. Arrangement of residential complex
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Building arrangement methods have been developed following national building codes and the demands of
social trends. Primary features of arrangement as follows: Since 1941, practice in fields of construction and
design dominated by governmental institutes and construction contractors has generally used typical building
drawings, which have affected current residential complex forms and urban context (Booseong Kang et al.,
1999). After 1998, residential complex planning in Korea has a new trend that is remarkable changes of
building forms. Some residential complex is consisted by only tower-type buildings, but most complexes of
them have combination of flat-type and tower-type buildings. Also, the frequency of residential complex
applied by diagonal line was increasing. The background of this is the result of chronological changes by
preference of diversity, views and direction of urban scape planning. Moreover, wall area in flat-type-
dominant residential complex is mainly larger than that in tower-type-dominant residential complex
(Byeongho Lee et al., 2010). Also, all Korean residential buildings should meet governmental standard for
solar access right in accordance with the provision of Article 53 in the National Building Code and Article 86
of the its Enforcement Ordinance. Thus every building that faces other buildings has to have 0.8 times
distance between buildings based on due south (Yoonbok Seong et al., 2004). In this context, the solar
limitation of case residential complex can have direct implication to improve solar potential in residential
complex planning.

Tab. 4: Residential Complex (47BL) Information

Project : 47BL Dontan-2 District, Hwasung
Type : National sales and rental housing
Location : the whole region around Seoku-dong, Bansong-dong
and Dongtan-myeon, Hwaseong-si, Gyeonggi-do
located to 40km South from Seoul
Lot area (m*) : 56,353
- i Floor area ratio (%) : 180 or less
Units : 930 households
Number of stories : 9F~23F
Building types : total 12 buildings (Flat — type, Flat-bending-type,
Flat-L-type, Tower single-wing-type)

4.2. Solar performance
(1) Case information

This case study is to analyze solar performance of a residential complex in order to figure out the influence
of building shade on the solar potential. The case complex is a design planning of a prize winner in 47 Block
in Dongtan-2 District, Hwasung and it is currently under construction following this design. Above all, this
project is a governmental project to distribute affordable houses to general people and the number of unit is
around 930 households. Building size is diverse from 9 floors to 23 floors and east-southern located
buildings are comparatively lower than west-northern located buildings due to satisfy a solar access code and
get more sun shine that is preferred by many Koreans. IES-VE Apache and Sun-cast modules are used to
analyze changes of solar potential and building shade on building surface. Weather data is Suwon, a
neighboring city nearby Hwasung, of ASHRAE design weather database v5.0.

(2) Solar potential analysis

On the result of analysis, due to adjacent building’s shades, gradation of solar potential is very different in
vertical building surface. Solar potential on the surface in 20F is maximum value reflected by little influence
of other buildings, and solar potential difference from 1F to 20F is the extent of building intervention that
worsen urban solar potential and mainly become one of urban limitations for renewable use. In the table 5,
the middle part located buildings in residential complex (702, 712) are Flat-bending-type (701) and Flat —
type (712) that their forms are generally favorable performance to get solar energy than tower-types.
However, in this complex, they are easily exposed by surrounding buildings which deteriorate solar potential
on their different vertical stories, especially difference between 1F and 20F is obvious. For example, in 701
building, east side-solar potential shows about 3 times gap between 1F and 20F and if there is no interference
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from other buildings, solar potential in each story by floor is the same as already confirmed in chapter 3. This
means that in urban area, neighboring buildings can cause severe influence on solar potential and give rise to
lower solar potential for use of renewable system.

On the east part in the complex, buildings (702, 710, 711) are Flat-bending-type (702, 710) and Flat-L-type
(711) buildings. They represent that these buildings obtain almost same solar potential regardless their
different stories and it signifies that the effect of adjacent buildings is small because the buildings are
exposed to open space on the east side and there are only a few buildings along solar path. On the south side,
buildings (708, 709) are Flat-L-type (708) and Tower single-wing-type (709). 708 building has a pattern that
regardless of their floors, they show good efficiency due to open space in front of the buildings. Whereas east
side of 709 building is influenced by 710 Buildings and its 1F solar potential is nearly one-third of 20F. On
the west side are Flat-L-type (706, 707). Their solar potential gap by height is from 8.5 to 24.9 w/m’ hr.
Buildings located on the north are Flat — type (703) and Flat-L-type (704, 705). Their solar potential gap by
height is from 0 to 25.1 W/m’ hr. Also, comparing differences on the 1* floor, east, south, west and north side

gap (max-min) are 48.8 W/m’ hr, 26.2 W/m* hr, 52.1 W/m* hr and 14.2 W/m* hr respectively. East and west sides

are relatively heavily affected by neighboring buildings. Therefore, in order to improve urban solar potential,
the number of building in the middle part of complex should be relatively reduced or secure long distance
from adjacent east and south buildings to make better solar potential.

Tab. 5 Solar Potential by Height and Direction (Unit: W/m’ hr)

Bldg EAST SOUTH WEST NORTH Note
No. IF 10F 20F IF 10F 20F 1F 10F 20F 1F 10F 20F

701 284 72.1 78.7*% | 56.4 67.3 75.5% 56.4 67.3 75.5% 29.0 349 | 40.6* | *19F Value

702 748 | 75.0*% N/V 68.6 | 75.5% N/V 248 | 34.7* N/V 39.2% | 408 N/V *9F Value

703 68.9 69.9 N/V 61.7 744 N/V 340 379 N/V 359 36.1 N/V

704 53.6 64.4 78.7 53.6 64.4 78.7 343 37.1 45.1 343 37.1 343

705 520 58.6 739 63.0 622 76.2 63.0 69.2 76.2 26.9 459 320

706 53.6 65.1 713 61.8 67.6 75.5 61.8 67.6 75.5 233 240 31.8

707 53.1 66.6 78.1 62.6 68.8 75.7 62.6 68.8 75.7 26.9 339 46.3

708 60.4 62.6 734 76.9 76.9 76.9 76.9 76.9 76.9 21.7 23.1 303

709 272 69.6 79.6 78.9 74.9 742 69.6 69.9 76.9 254 310 50.1

710 772 78.6 N/V 79.8 79.8 N/V 30.7 318 N/V 30.7 35.8 N/V

711 757 | 771.2* N/V 57.1 | 69.0*% N/V 57.1 | 69.0* N/V 222 | 240* | N/V *9F Value

712 393 436 | 78.7* | 57.8 672 | 74.6* | 57.8 672 | 74.6* 333 399 | 47.6% | *19F Value

(3) Urban solar limitations

Urban solar limitation in the complex is mainly building shades between adjacent buildings. Building
interference significantly deteriorates solar potential on middle and lower floors (Tab.5). The approach to
improve solar potential in arrangement level is two way; (1) building density planning, (2) distance and angle
between adjacent buildings. Building density can be decided on the basis of principles of solar access. In this
case study, residential building pattern, in density aspect, is that east and south-east located buildings are
relatively lower than west and north-west located buildings. This is due to the fact that optimal direction for
solar potential in Korea is south or south-east, and with optimal arrangement, lower front located buildings
can have an advantage to reduce building interference to adjacent the back or the left other buildings.
Therefore, building density planning based on optimal arrangement is one of better ways to settle urban solar
limitation.

East nude North side

» .
. . -
. ! A

Fig. 4 Density and arrangement in a case high-residential complex
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Another obstruction to solar potential is distance and angle between the front and the rear adjacent buildings.
Below Fig.5 is an example of triangle interference. In general, residential complex is designed to have short
distances between buildings to maximize using the floor area ratio. In Fig.5, the back building of the two
front buildings is easily shaded by the front buildings, especially, in the middle and lower floors which is
crucial one of urban limitations. Hence, to minimize building shaded area on the surface, suitable distance is
secured from the front buildings or wider angle among two front located buildings is needed. Given this
context, high-rise residential housing in Korea has particular points in parts of building forms and
arrangement. Therefore, in order to maximize solar potential in urban area and to exploit it for renewable
energy system, above-mentioned points should be considered in the design stages.

L2
. »
- Mormag Almocem .
M- O
.
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Fig. 5 Triangle interference concept and an example in a case high-residential complex

5. Conclusions

This study reviewed urban solar potential in high-rise residential buildings which are the most universal
housing type in Korea. This study can be summarized as follows. In the single building level, surface
azimuth and area size on each side can have large effect on the amount of solar gain. Also, building shapes
can significantly affect solar potential because they can make self-shade on their surface which worsen
vertical solar potential in urban areas. For instance, Flat-bending is weak to west and south side, and Tower
single-wing type is feeble on east side when they face due south. Also, Tower types report larger dispersion
range on the vertical solar potential than Flat types, which means Tower types in urban area are unfavorable
on solar potential and inevitable to show lower solar availability because of such structural problems. On the
other hand, high-rise residential building is disadvantageous for solar energy use. However, in urban
environment, it is inevitable to avoid interference on solar potential between neighboring buildings due to
high density. Therefore, high-rise residential building cannot help but consider effective mass design and
arrangement to maximize solar potential and to use solar systems on upper floors or specific orientation. In
triangle interference, in order to improve solar performance in lower and middle floors, proper distance is
secured from the front buildings or larger angle among buildings is required. This study regarding building
types and complex case can be valuable to understand urban solar potential in Korea. This result is expected
to contribute, as a fundamental, for architect and engineers to create designs for low energy building.
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Abstract

Urban planners are often faced with the formulation of plans for multiple buildings, where they need to
consider the available solar energy. Presented work tackles this problem using an evolution-based algorithm
in combination with modelling of buildings within a real environment that was captured with laser-based
LiDAR (Light Detection And Ranging) technology in order to optimise the design and layout of a pair of
buildings regarding their solar potential. To solve the constrained optimisation problem the self-adaptive
differential evolution (DE) is considered. The method was tested with a pair of rectangular buildings on a hilly
LiDAR dataset, where the influence of shadowing between buildings and additional design parameters (the
distance between buildings and orientation of the building pair) was analysed.
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1. Introduction

Solar energy has an important role for the development of sustainable urban areas. Buildings are accounted for
40% of total European energy consumption and a considerable amount of carbon emissions (Parliament, 2010).
With appropriate utilisation of solar energy and effective solar building design we can significantly reduce
carbon emissions and maximise passive solar heating as well as electricity production. Hence, the layout of
buildings within urban areas needs to be planned with the available solar energy in mind. This can be difficult
for urban planners, especially when designing layouts of buildings in a real environment, where the availability
of solar energy can be affected by many factors, such as shadowing from surroundings (e.g. man-made objects,
vegetation or terrain), local climate and terrain topography. Difficulty increases with the number of buildings
planned to be build. Before we can optimise more buildings, it is imperative to know how to optimise a single
building regarding its solar potential.

In the past few years, several approaches have been developed for the optimisation of a solar building (Bizjak
et al., 2015; Hachem et al., 2011a; Ouarghi and Krarti, 2006). When another building is considered, further
factors need to be considered, such as mutual shadowing and relative position. Various studies have focused
on optimising the design of residential neighbourhoods regarding the availability of solar energy at the urban
scale. Some (Hachem et al., 2013, 2012, 2011b; Kanters and Horvat, 2012) manually inspected parameter
space using predefined values, whilst others (Kdmpfand Robinson, 2009; Kampfet al., 2010) used automatic
approach. None of them considered actual environment from real locations or focused on the layout of a pair
of buildings.

Hachem et al. (Hachem et al., 2011b) developed a methodology for the investigation of the influence of two-
storey housing units design parameters and neighbourhood patterns on the received solar irradiance. They
investigated straight and curved roads as site layouts. Later they (Hachem et al., 2012) investigated solar
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potential and energy demand for heating and cooling of housing units. Their work continued in 2013 (Hachem
et al., 2013) where previously developed methodologies were used to perform a parametric study to develop a
design methodology for solar residential neighbourhoods based on an evaluation system that uses weighted
objectives method. Kanters and Horvat (Kanters and Horvat, 2012) studied the impact of geometry form of
urban blocks regarding the solar potential. Kampf and Robinson (Kdampf and Robinson, 2009) proposed a
novel evolutionary approach for optimising the placement of buildings regarding the availability of solar
irradiation. However, buildings' design was not considered. Kampf et al. (Kampf et al., 2010) developed a
multi-objective optimisation algorithm to optimise geometric parameters of building design on a range of urban
typologies.

In this work we present a novel optimisation of the design and layout of a pair of buildings within LiDAR data
and investigate the influence of geometrical design parameters of a pair of buildings on the received solar
irradiance. To our knowledge, this is the first method for the optimisation of a pair of buildings to consider
environment of real locations. Real environment is provided by LiDAR (Light Detection And Ranging) data.
LiDAR is an active remote sensing technology that scans surface topographies and is normally mounted on an
aircraft. The result of such scanning is an unstructured point cloud. As manual inspection of parameter space
is exhausting, an evolutionary approach is used to perform the optimisation based on the methodology used in
(Bizjak et al., 2015). The proposed method is therefore performed in two stages. In the first stage, user provides
the footprint of a building model, which is then used as a base model for both buildings modelled within
LiDAR data. During the second stage the pair of buildings is optimised with a modified self-adaptive
differential evolution (DE) (Brest et al., 2006). The optimisation criterion is the cumulative estimation of solar
potential (Lukag et al., 2013) of both buildings. Next to the design parameters of a single building model we
consider the following optimisation parameters: the distance between the pair of buildings and orientation of
the pair.

The paper is structured into four sections. The next section describes the proposed method. The third section
presents the results and the last section concludes this paper.

2. Design and layout optimization of a pair of buildings

The following subsections describe the proposed method in detail. Subsection 2.1 details the method for the
optimisation of a solar building, which is the base for the proposed method. The next subsection describes the
design and layout optimisation of a pair of buildings.

2.1. Basic method for the optimisation of a solar building

The basic method’s input is a classified LIDAR (Light Detection And Ranging) point cloud (see Fig 1a) that
is arranged into a regular 2.5D grid, where each cell is defined by the height and classification of the highest
point in the cell (Bizjak et al., 2015). The empty cells are interpolated with inverse distance weighting (IDW)
method (Shepard, 1968). Points are classified as either building, ground or vegetation. The utilisation of
LiDAR data enables us the optimisation within a real environment, where the influence of the local climate,
terrain topography and shadowing from buildings and terrain are considered. Buildings are then modelled on
the 2.5D grid, where the following design parameters are considered: position, rotation, facades’ height, roof’s
height and roof’s slope, as shown in Figure 1b. Buildings’ position is bounded by an area of interest, which is
defined as a user selected polygonal area on the grid. When modelling is completed, the building is rasterised
into the 2.5D grid (see Figure 1c), where the highest point of the roof over each covered cell is considered. The
cells of the rasterised building represent the input to the method for solar potential estimation (Bizjak et al.,
2015), which is the considered optimisation criterion. An evolutionary approach is considered for the
optimisation of a building model regarding the received solar potential, based on methodology used in (Bizjak
et al., 2015). Evolutionary algorithms are inspired by biological evolution (Brest et al., 2006). One of them is
differential evolution (DE) which is a direct parallel search method developed by Price and Storn (Storn and
Price, 1997) that operates with P n-dimensional vectors x;s;i =1,...,P as a population throughout the
optimisation for each generation G. Each vector goes through mutation, crossover and selection operations in
a single generation G. During the mutation and crossover new candidates are generated, while selection
regulates which vector survives the current generation. The decision regarding which candidate is selected is
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based on the estimation of solar potential which is described in the next section.

(b)

€}

Figure 1: (a) Classified LIDAR point cloud; Building model on a 2.5D grid with the following building design parameters: r-
rotation axis, f — facades’ height, a — roof’s slope and h — roof’s height; (c) Cells of the rasterised building (Bizjak et al., 2015).

2.2. Building pair’s solar potential maximisation

The optimisation method in (Bizjak et al., 2015) focuses only on the design of a single building, which is why
this paper proposes a novel extension to the method’s capabilities to assess the optimal design and layout of a
pair of buildings. With an additional building, the influence of shadowing between buildings and the placement
of a pair of buildings on a user defined area of interest can be estimated, in order to maximise the received
solar irradiance. This is performed by introducing additional design parameters: the orientation y of the pair
of buildings and the distance d between the pair. The pair of identical buildings is parallel for any orientation
angle. Two types of layouts of a building pair are considered. For the first layout type, the buildings lie on two
parallel lines (see Figure 2a and equation 2) and for the other the buildings lie on the same line (see Figure 2b
and equation 1). The lines for the layouts are defined as follows:

y =tan(y)x + yp — tan(y) xp (eq. 1)
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()

cosy

(eq. 2),

where P(xp,yp) is the center point of the area of interest and w is the width of the building. Moreover,
buildings can be mirrored over y-axis before rotated.

y =tan(y)x + yp —tan(y) xp

(a) (b)

Figure 2: Two types of layout with orientation angle at 20°, where (a) buildings lie on two parallel lines and (b) buildings lie on
the same line. The distance between buildings is defined by d.

The final model of the pair of buildings is rasterized into 2.5D grid by the rasterization of each individual
building (see Figure 1c). The cells of both buildings are considered as input to the method for solar potential
estimation (Lukac et al., 2013), that operates with the 2.5D grid that was generated with LiDAR data. Solar
potential is roughly calculated as follows:

e (Calculation of a normal vector for each building’s cell.

e Time and location dependent terrestrial irradiance is calculated using cell’s aspect and slope angles
(Duffie and Beckman, 2006) together with long-term on-site diffuse and global solar irradiance
measurements.

e The solar potential of a cell at a given time is defined as:
KWh
le= 1o, (1= 5) + I, [57] (eq. 3)

where I, and I, are the terrestrial direct and diffuse irradiances of a given cell, whilst S. € [0,1] is
the shadowing coefficient that affects the direct irradiance.

e ], is considered between sunrise Ty, and sunset Ty with the fixed time-step to estimate the daily solar
insolation:

Tss kWh
Je = I 1 (oyde [, (eq. 4)
e The solar potential is defined as an average daily insolation throughout the year (Lukag et al., 2013).

e The average amount of the daily solar energy the pair of buildings receives is the result of the fitness

function. It is calculated as the sum of the solar potential of the pair’s cells.
During the optimisation the initial population is not randomly generated over the parameter space only for the
roof slope and the pair of building’s orientation parameters. For these two parameters a simple heuristic is
used, where the initial population is generated in Gaussian distribution with its peak at the expected value
(Bizjak et al., 2015). Optimal roof slope is expected to be approximately at the location’s latitude, whilst for
the orientation most roof surfaces of the pair are assumed to be oriented towards equator. Figure 3 presents the
workflow of the upgraded method.
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Figure 3: Workflow of the proposed method.

3. Results and discussion

The experiments were performed on two LiDAR datasets, one that represents a hilly landscape (located at 46°
37'0.61" N, 15° 52'37.59" E) and the other a flat landscape (46° 35' 59.43" N, 16° 13'25.89" E) as can be
seen in Figure 4. Testing was performed at a specified location on each dataset using a building in rectangular
or L shape as a base for the optimisation of the pair. For the calculation of terrestrial irradiance of each pair of
buildings candidate the average measurements from the closest meteorological station over the previous decade
were used. The population size P for DE was set to 80 and the DE/best/1/bin strategy was considered, as
proposed in (Bizjak et al., 2015).
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(b)

Figure 4: Flat (a) and hilly (b) LiIDAR datasets with designated area of interest (purple rectangle).

The results of the optimisation for all combinations of layouts and datasets are presented in Figures 5 and 6.
Figure 5 shows the optimised pairs of buildings on the flat LIDAR dataset. The buildings’ roofs were sloped
on average at 46° (£2°). Buildings’ height varied for each pair, which is caused by the lack of shadowing from
surroundings. The optimal orientation of both layouts for all pairs of buildings was on an east-west axis, where
the most exposed roof surfaces were facing equator. The distance between the buildings was the maximum
possible distance within the considered area for both layouts. This is a natural consequence of decreased
shadowing between buildings as the distance increases.

Figure 6 presents the optimised pairs of buildings on the hilly LiDAR dataset. The buildings’ roofs were sloped
on average at 45° (+1°). The difference in slope is caused by different topography and geographic location of
each dataset. Buildings’ height was maximal, which is a consequence of shadowing from the hill. Higher
building means lower shadowing and therefore better fitness. The optimal orientation of building pairs was on
an east-west axis for all cases except for L-buildings on the same line (see figure 6¢). The building pair was
oriented 2° from the east-west axis. This occurred due to internal shadowing, which happens when a building’s
cell is shadowed by another cell from the building. The distance between buildings was maximum on this
dataset as well.
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(a) (b)
(¢) (d)

Figure 5: Results of the optimisation for buildings on the same line (a,c) and buildings on two parallel lines (b,d). Area of
interest is located at a 2.5D grid generated from the flat LIDAR dataset (see Figure 4a).

(a) (b)
(c) (d)

Figure 6: Results of the optimisation for buildings on the same line (a,c) and buildings on two parallel lines (b,d). Area of
interest is located at a 2.5D grid generated from the hilly LIDAR dataset (see Figure 4b).
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4. Conclusion

This paper presented a novel method for the design and layout optimisation of a pair of buildings regarding
the received solar potential. The optimisation was achieved with a modified self-adaptive differential
evolution. For each candidate, a pair of buildings was modelled and assessed regarding solar potential. The
solar potential estimation considers shadowing from surrounding obstacles within real data and local climate.
The results suggest, that the method successfully optimises a pair of buildings, where the distance between the
buildings is maximal. To our knowledge, this is the first method that tackles the optimisation of two buildings
within LiDAR data regarding solar potential.
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Abstract

During the design and construction of house walls, certain factors such as building materials and external
climatic conditions, which are essentials and influence in human comfort, are generally ignored. The rice husk
is one of the most common organic wastes generated around the word, and in Ecuador this is not an exception.
The aim of this work is to study the feasibility of using a mortar which contains rice husk crushed (RHC). To
show this feasibility, experiments have been conducted with mortar samples of different proportions of water,
cement, sand, and crushed rice husk. The variables tested in this work include several parameters such as:
analysis of flow, compressive strength, curing time, and adhesivity. As part of this project, this particular
mortar is used during the construction of the housing walls in prototype houses located in one city of the
Ecuadorian coastline.

Keywords: Mortar, fluidity, compressive strength, curing time, adhesivity.

1. Introduction

The raising of the world population and consequently their food consumption, result in the increment of organic
and inorganic wastes. The overabundance of residual wastes causes a hard impact over the environment, and
therefore can produce irreversible environmental issues to solve for the future generations. There are different
initiatives to reduce the environmental impacts caused by the population’s consumption. For example, the
waste recycling process to reuse this material during the manufacture of other products can be mentioned.
Previous studies (Mahvi et al., 2004) mention the rice husk as one of the most common organic wastes
generated around the world. Nowadays, it is found in large quantities in husking machines of rice; which is
often burned, and in some occasions is thrown into rivers and estuaries, causing pollution and obstruction
(Ganesan et al., 2008).

Finding a suitable utility of the rice husk in building construction will help not only to decrease the amount of
this waste in the ambient, but it also improves the physical and thermal characteristics of the materials involved
in the wall fabrication (Barzola et al., 2015).

The purpose of this work is to reduce the pollution generated for the husk rice wasted, using this organic waste
during the manufacturing process of the housing wall mortar. According to its use, mortars in civil
constructions can be classified in different ways according to its binding and use (Simba, 2007). In the present
work, an innovative mortar for building applications that requires lower strengths like masonry and plastering
is taken into account. Based on the mentioned characteristic, the weight ratio of the components is considered.
However, the economic aspects of this alternative mortar with RHC was not considered during this study. It
has been suggested as the next phase of this research.

The mortar must meet with certain characteristics; one of them is not displaying segregation in both fresh and
hardened states; at inner and outer walls of a building. For this purpose, all mortar must follow technical
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processes and quality control in the laboratory, by reaching an optimal ratio among the constituent (Givi et al.,
2010). The tests carried out over the mortars correspond to fluidity, compressive strength, curing time, and
adhesion. Thus, the durability of mortar on the walls can be ensured, and it certainly will be complemented
with the maintenance performed.

The rest of this paper is divided as follows: in Section 2, a detailed information about the materials and methods
used to manufacture each sample is given. Section 3 is focused on the presentation of the results and
discussions. Finally, the conclusions are given in Section 4.

2. Materials and methods

Along this section, information about the materials involved in the brick fabrication is given. The methodology
followed and the composition for each sample mortar are presented.
2.1. Materials and mixture

Mortars are the result of a mixture of different materials, which in this work were added in different
proportions. Among the materials used during the manufacture of the mortars are cement, rice husk crushed
and other aggregates. Amount specification and characteristics about all of these materials are given in the
following sub-sections.

2.1.1. Cement

The main constitutive element of the mortar is the cement. Ordinary Portland Cement (OPC) obtained from
Holcim Cement Manufacturing Company of Ecuador conforming to ASTM-C1157 standard was used.

2.1.2. Rice husk crushed (RHC)

The rice husk was obtained from rice mill. Then, this waste was ground using mill for 30 minutes. Table 1
shows sieve analysis of the RHC conforming to ASTM-C33 standard.

Tab. 1: Sieve analysis of the RHC used in the samples

Sieve Cumulative Cumulative .

size Gram Retained % Retained % Passing | ASTM - C33
3/8” 100
No. 4 95-100
No. 8 04 0.03 99.97 80-100
No. 16 50-85
No. 30 179.7 64.36 35.64 25-60
No. 50 119.6 73.94 26.06 10-30
No. 100 122.9 83.79 16.21 2-10
PAN 202.3 100 0 0

2.1.3. Aggregates

Graded river sand passing through 0.425 mm sieve with a fineness modulus of 2.01, and specific gravity of
2.58 was used as fine aggregate.

2.1.4. Mixture proportioning

A total of four series of mixtures were prepared in the laboratory trials. MSCO series mixture which has
traditional proportions of cement, sand and water were prepared as control specimens. MCA1, MCA2, MCA3
and MCA4 series mixture were prepared with different proportions of RHC and water.

Table 2 presents the amount and proportions used for the different samples. The amount of water is not affected
because the container of the mixer is aluminum, and there is no absorption issue. (Mas i Barbera, 2006).
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Tab. 2: Amount of the different elements in the sample mortars and water/cement ratio

. Water /
Mortar Cement (g) Sand (g) Rice Husk (g) Water (g) cement
MCALI 233 700 233 200 0.86
MCA2 233 700 233 215 0.92
MCA3 233 700 46.6 220 0.94
MCA4 233 700 46.6 250 1.07

According to the information presented in Table 2, it is important to mention that each sample mortar has the
same amount of cement and sand. The variable that has been subjected to change is the corresponding to the
rice husk and water. The samples were prepared with two different amounts of rice husk, and four different
quantities of water. The last column of Table 2 presents the ratio between the water and cement for each sample
analyzed.

2.2. Preparation of test specimens

MCA1, MCA2, MCA3 and MCA4 series mixture were prepared by mixing the fine aggregate and powder
materials (cement and RHC) in a laboratory mortar mixer. They were mixed in dry condition for 3 min followed
by another 4 min after adding the water. The powder material in MSCO series mixtures was only cement.

2.3. Mortar flow

Fluidity is the physical property of a material that shows the ability to flow. Considering that each sample is
built from materials in different proportions, different values of fluidity are expected. Mortar flow is most
sensitive to water content and air content. Once prepared, mortar samples were placed immediately at the flow
table test in order to observe its workability. The test was done in accordance with the ASTM C 1437, the
Standard Test Method for Flow of Hydraulic-Cement Mortar.

2.3. Compressive strength

Mortar strength is very important because it reflects the mortar’s ability to carry intended loads. In our case,
the adhesion force between the masonry and mortar in the wall. For all samples, cube specimens of size 50 X
50 X 50 mm were used for the compressive strength test of mortar. They were tested at the age of 7, 14 and 28
days. The test was done in accordance with the ASTM C 109, the Standard Test Method for Compressive
Strength of Hydraulic-Cement Mortar.

2.4. Curing time

Another important property to analyze during the mortar fabrication is the hardening time, water retention and
curing start. The mortar samples should be cured with the normal OPC hardening. The test was done in
accordance with the ASTM C 191, the Standard Test Method for Time of Setting of Hydraulic-Cement by
Vicat Needle.

2.5. Adherence

Adherence is a property that must maintain both fresh and hardened mortar. The test was done in accordance
with the ASTM C 780, the Standard Test Method for Preconstruction and Construction Evaluation of Mortars
for Plain and Reinforced Unit Masonry.

Additionally, sclerometer method is applied in housing prototypes built in order to test this mortar. This
instrument measures compression strength in Q units, which can be converted in MPa units through of a curve
supplied by the manufacturer. For each point to evaluate, ten measurements were made. Then, the median Q
values are determined. These measurements are carried out in each both outer and inner walls, during the
September 14, 2014; September 28, 2014 and May 23, 2015.

3. Analysis and discussion of results

3.1. Fluidity

Figure 1 shows the percentages of fluidity obtained during the measurements to the samples, i.e., MCAI,
MCA2, MCA3 and MCAA4, each one presenting different fluidity. The results are contrasted with a traditional
pattern named MSCO, which does not contain crushed rice husk. Among the four samples of mortar with

43



44

Julio Barzola, Fausto Cabrera and Mayken Espinoza / SWC 2015/ ISES Conference Proceedings
(2015)

crushed rice husk, results show that the MCA3 sample has better fluidity. This is as expected, because of the
higher amount of water. This reduces the resistance to compression.

MSCO MCA1 MCA2 MCA3 MCA4

£

FLUIDITY (%)
E £

Fig. 1: Percentage of fluidity 319\ ﬁ%‘epléé%ples in the laboratory

3.2. Compressive strength

Figure 2 shows compression-resistance ratio. It is noticed that when W/C ratio increases, compressive strength
decreases. Laboratory tests were performed on the day 7, 14 and 28. MCAI shows a better performance in
compressive strength, and therefore this sample was selected for being used in the construction of the walls in
the prototypes.

1200
1000
N'nfl 800
=
Na - TDAY |
400 - L4 DAYS
~Or 28 DAYS |
200
MCAL MCA2 MCAS MLAL

SAMPLES
Fig. 2: Behavior of the compressive strength of the samples according ASTM C 109

Figure 3 presents a contrast between traditional mortar MSCO and MCAT1 selected. The traditional mortar
always has a higher strength compared to mortar MCA. In addition, on average MCA1 has a lower resistance
compared to traditional mortar, since crushed rice husk also absorbs water; however, as discussed later, it has
good adhesion.

300
2000
c Kgfl 10 >
e /o————_o
%0.0 -0~ MCAL
0= MSC0
00
7 14 b
DAYS
Fig. 3. Comparison of the Compressive Strength between the traditional mortar and mortar MCA1

selected.
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3.3. Curing time

Figure 4 shows the Vicat needle experimental penetration behavior applied to the sample MCA1, the data were
obtained every 15 minutes, according with the ASTM C 191, the Standard Test Method for Time of Setting of
Hydraulic-Cement by Vicat Needle. The result presents a very good approximation between the experimental
and the corrected (theoretical) curve. When 25 mm height is reached, the hardening of cement in the mortar is
achieved, which corresponds to about 4 hours (243.3 minutes) of curing time. This was a reference value to
consider for the curing stage of the mortars during their utilization in housing prototypes.

a1 o S —" Y o v
Cq

'..
n .*.o-.
E Br .-
=3

1 > ‘

g » Experimental curve ©
- 25 mm height |
=11 ~=—time (25 mm height) &
& Corrected curve \h
:
10 1000

100
TIME {mién)

Fig. 4: Penetration curves Vicat needle applied to mortar MCA1

3.4. Adherence

Figure 5 depicts prototypes plastered with MSCO and MCA1 mortars, the results showed good adhesion
(Barzola et al., 2015). All the prototypes have the same dimensions (2.8 m by side) and characteristics. In order
to improve the thermal isolation between the inner and outer ambient of the prototypes, windows and doors
were treated. Special isolation treatment on the roof was applied.

="

| E“‘?“w -
Fig. 5: From Ieft to r/ght Prototypes pIasteredA (MSCO) B (MCA1) and C (MCA1) in Atahualpa
parishes.

Figures 6 - 8 show the sclerometer measurements which corroborated the resistance and adhesion of the
mortars in each wall. For each point to evaluate ten measurements with the sclerometer were performed, and
with these values the median was determined. This instrument measures compression strength in Q units,
which can be converted in MPa units by using a curve supplied by the manufacturer. This process is carried
out in each outer and inner wall of each module. The dates considered for analysis of the evolution of resistance
were 14, 28 September 2014 and 23 May 2015.
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Radar charts summarize the results of the medians of the data obtained from the external walls. These walls
were labeled counter-clockwise, starting with the front wall, E1; right side, E2; posterior and left side are
labeled as E3 and E4, respectively. Each colored line depicts the measurements of a particular date according
to the legend box. It can be noted that the resistance at these test points has been increasing chronologically.

The results of applying sclerometer method evidences that the best compressive strength a short term is
obtained with MSCO mortar in Prototype A. However, the MCA1 mortar used to build the prototype C showed
better median values compared with Prototype B. Note that Prototype C was built with brick block, unlike
Prototype A and B with concrete block.

PROTOTYPEA

September 14, 2014

September 28, 2014

E4 E2

—May 23, 2015

Fig. 6: Resistance performance at external walls prototype A

El
30
PROTOTYPEB

September 14,2014

September 28, 2014

E4 E2

—ay 23, 201%

E3

Fig. 7: Resistance performance at external walls prototype B



Julio Barzola, Fausto Cabrera and Mayken Espinoza / SWC 2015/ ISES Conference Proceedings

(2015)
El
30
PROTOTYPEC
20
Seplember 14, 2014
E4 E2 September 28, 2014
——May 73, 2015
E3

Fig. 8: Resistance performance at external walls prototype C

4. Conclusions

An innovative mortar, which contains RHC was tested. Although MCA1 mortar has lower compression
strength compared to the traditional mortar, its feasibility for masonry and plastering due to both fluidity and
adhesion performances is demonstrated.

In (Barzola et al., 2015), field test results of the MCA1 are shown. Two different geographical locations of the
Ecuadorian coast were considered for this study, which have different weather conditions. The field test results
show a thermal behavior similar to the expected if traditional mortar with OPC is used.

Finally, this study suggests that the mortar made of RHC represents a viable alternative to being used in wall
constructions. At the same time using this type of mortar, the environmental impact of the overproduction of
organic wastes is reduced.
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Abstract

Buildings account for a significant fraction of energy use. Reduction of energy use in buildings has been the
subject of research for quite a while to date. Passive means for comfort provision is one way of energy use
reduction in buildings. A passive humidity and temperature control requires regeneration of the participating
building envelope materials at some point in order for the buffering to be possible when needed. The present
work focuses on investigating the potential for regenerating interior building envelope materials of an office
that have been enhanced with a desiccant (for moisture buffering) and a PCM (for temperature buffering).
The simulation study reveals that with an appropriate design the regeneration of both PCM and desiccant is
possible. In winter, the cooling of the PCM takes place at a faster rate because the outdoor air temperatures
are highly subdued during the night. The significantly low temperatures, however, are not favorable for the
silica gel regeneration but moisture content of as low as 0.04kg/kg is achieved at the fourth hour of
regeneration while beyond this hour the moisture content starts to increase. Temperatures are on a decrease
towards minimum as dawn approaches. In summer, it is possible to reach about 0.07kg/kg and at the same
time being able to freeze PCM that to dispatch about 470W of cooling power for a 10-hour period.

Keywords: Regeneration, Phase Change Material, Desiccant, Passive Humidity and Temperature Control

1. Introduction

Buildings account for a significant percentage of national energy consumption and HVAC systems
contribute a significant portion of the buildings’ energy demand (Shilei et al., 2007). Research into passive
cooling through the application of PCM has received a lot of attention (Shilei et al., 2007, Cabeza et al.,
2007, Baetens et al., 2010, 2012, Karim et al., 2014). Key comfort parameters include humidity in addition to
the commonly focused on parameter, temperature. While some interior finishes can offer some moisture
buffering, it is usually not enough to render the expected comfort. Efforts towards the application of
desiccants to interior building envelope materials as a means to enhance the moisture buffering capacity has
been limited; one known investigation towards this end is that of Rudd (1994). Potential regeneration for
interior surfaces laden with a desiccant at a constant temperature was investigated through spreadsheet
simulation (Manyumbu and Martin, 2013). The investigation did not look into the regeneration of the PCM,;
the assumption was that there is a constant phase change temperature of the PCM always. In the current
study, the investigation looks into the feasibility of regenerating both the desiccant as well as PCM.

2. Methods

2.1. The Regeneration Concept

The concept involves a solar channel that has a desiccant bed forming its absorber surface during day-time
operation, fig. 1. At night the channel operate as an air dryer, fig. 2, drying ventilation air passing through
into the room. While the air is dried in the process, it gets heated up since the process is exothermic (it

© 2016. The Authors. Published by International Solar Energy Society
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release heat of adsorption). The slightly warmer dry air is then responsible for the regeneration of the interior
wall surfaces that are laden with a PCM and a desiccant (silica gel).
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Fig. 1: Proposed Passive Regeneration Strategy for Exterior Desiccant
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Fig. 2: Proposed Passive Regeneration Strategy for Interior Surfaces

2.2. Passive Ventilation _ Airflow

The air flow rate is based on the simulated results of Manyumbu et al. (2014). A PCM channel is expected to
get charged during the day and then provide heating that then result in air flow in the channel at night time.
According to Manyumbu et al (2014) the average velocity of air through the channel during charging and

discharging is given by eq. 1.
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2 —
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A ventilation flow rate of circa lach was obtained in the simulations and this is used as input in the current
study.

2.3. Mathematical Formulations and Assumptions

Mathematical modeling and spreadsheet simulation are employed in this study. The mathematical modeling
is based on the mass and energy principles while applying appropriate boundary and initial conditions. A
Quasi-steady state and uniform assumptions are used in modeling the external silica bed processes.
Parameters of importance are evaluated, these include exit air temperature and humidity. Energy balance
equation for the external silica gel bed system during bed regeneration using solar energy including sorption
heat can be generally represented by the following eq. 2.

T -7+ MO (eq. 2)
2m,c,
In eq.1, 7,is the environmental air temperature, 7is the efficiency of converting solar radiation to useful
thermal regenerating energy, [/ is the normal solar radiation received by the channel, ¢, is specific heat
capacity of air and (, is the sorption heat of silica gel. During the night, outdoor air temperature is dried as it

passes through the channel whose absorber surface is the silica gel bed. Air conditions (temperature and
humidity) are obtained based on the following eq. 3 and eq.4.

QS(WI)J—I = ma Ca (Tf - Ta )+ mCYg (Tvg,r - Tig,r—l ) (eq 3)
4
X, = mln((X wt M (X -x, )}0.003732&06”] (eq. 4)
i, (1+ X)

Based on the obtained conditions of the bed and air, the humidity of the exit air is then obtained. The drying
power of the silica gel bed depends on the initial dry state and this together with the ambient air conditions
determines the extent to which the internal surfaces can be regenerated. Air leaving the bed is expected to be
drier and warmer than the night outdoor air, but must still be cool enough to effect PCM regeneration. While
elevated temperatures are favorable for the desiccant regeneration, PCM regeneration requires low
temperatures. This conflict is somehow compensated by the heat of desorption since the process is
endothermic.

2.4. External Bed Regeneration and Air Drying

Regeneration of the external silica gel bed is dependent on the condition of the bed, the conditions of the
drying air and the amount of air that is responsible for the drying process. One limiting (or boundary)
condition is the combination of the drying capacity of the air and the flow rate. If the air gets saturated it
means it cannot absorb any more moisture. The amount of moisture removed from the silica gel bed is the
function of moisture uptake by the drying air and its flow rate.

2.5. Internal Surface Regeneration

The condition of the air leaving the external silica gel bed determines the rate and extent of regeneration
achievable. While it cannot be disputed that heating air improves its drying capacity, it must be noted that air
humidity plays a significant role in the process. If air is saturated it does not matter at what temperature it is,
it will not take up moisture. Low-temperature regeneration is possible if the regenerating air is pre-dried to
low enough humidity levels. According to Ondier et al. (2010), it is clear that the relative humidity plays a
significant role in the moisture exchange process. The temperature affects the rate of drying, but the relative
humidity determines the extent of drying at the end of the process determined by the equilibrium moisture
content. While saturated vapor pressure of moist air exponentially increase with temperature, Buck (1981),
which trend is also followed by the reduction in moist air relative humidity, drying can sufficiently be
achieved with relative humidity reduction in low temperature situations. Janssen (2011) concluded that the
claim that thermal diffusion has a significant impact on vapor transport in porous media was flawed.
According to Dalton’s Law, moisture flux at a surface is given by;
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mW Zk(XSa[ _X) (eq' 5)

In eq.5 kis a constant that characterize the moisture exchange, X is the saturation (equilibrium) moisture

content while X is the moisture content, the difference of the two becomes the driving force. The surface

vapor pressure is dependent on the moisture condition of the silica gel. X, and X are evaluated at the

previous and current time steps respectively.

2.5.1. Silica Gel Regeneration

The relative humidity of the air leaving the external silica gel bed determines the rate and extent of silica gel
regeneration achievable. The relative humidity is a function of both temperature and the specific humidity.
The external silica gel bed dries the air and at the same time raises its temperature as the process is
exothermic. The sorption heat generated during air drying will raise the temperature of the bed as well as that
of the air being dried. Both drying and temperature increase lower the relative humidity, and this is desirable
for the internal silica gel regeneration. However, it needs to be noted that the increase in temperature is not
favorable for PCM regeneration. The specific humidity of air leaving the room is estimated based on eq. 6
below.

6x107°m

. (1 X) (X_XB)];0-0061X0'432980'062T] (eq_ 6)
m\l+

X, = max[(Xm. +
Ineq. 6 X, is the specific humidity of air leaving the room, X ,is the specific humidity of air entering the
room, X is the moisture content of silica gel, X, is the equilibrium moisture content of silica gel, 7 mass of

silica gel, m_ mass flow arte of air and is the temperaure of air in the room. Room air temperature is

estimated using eq. 7 below assuming the relationship of a vertical surface and the air interaction with it
convectionally (Paul and Alzwayi, 2010).

T;oom = TPCM + 038(]111 - TPCM) (eq 7)

Ineq. 7, T

room

is room air temperature, 7.,

temperature of air entering the room from the external silica gel bed.

is the PCM laden wall surface temperature and T is the

2.5.2. PCM Regeneration

PCM regeneration is a process of heat removal thereby freezing the PCM. The process, therefore, requires
regenerating air that is at a lower temperature than the phase change temperature. The greater the
temperature difference between the PCM and the regenerating air the improved the rate of regeneration and
the regeneration extend that can then be achieved within the given regeneration period. The increase in air
temperature during drying is therefore not desirable for PCM regeneration process. The night outdoor
temperatures are highly subdued hence despite the increase of temperature because of the sorption heat
during drying, the temperatures are still lower than the phase change temperature of around 26°C. The heat
transfer coefficient 4 at the wall surface is given by eq. 8 below. The heat transfer g is then denoted by the

subsequent eq. 9.

h=431AT"*” (eq. 8)

g =431AT"" (eq. 9)

PCM conduction has been ignored considering that the plaster/PCM mix will result in thermal bridges that
are assumed to render the rate of conduction higher than the convective heat transfer rate. According to Amin
et al (2009) for PCM of thickness less than Smm, the heat flow resistance can be considered to be negligible.
The heat transfer between the wall is, therefore, dependent on the difference between the wall and room air
temperatures.

3. Results and Discussions

The simulations were carried out using a simple spreadsheet program based on the equations presented in the
preceding sections. The results presented here are based on channel depth (air gap) of 0.02m, channel height
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and width of 3m with 5kg of silica gel bed. While there are conflicting requirements in terms of conditions
favorable for the regeneration of PCM and desiccant a compromise can be reached that result in desirable
regeneration for both. The mass of silica gel in the external bed must be simulated in relation to other
conditions such as the initial bed temperature and the desired temperature for the dried air meant for internal
surfaces regeneration. The complexity of the processes involved requires a careful analysis in order to predict
feasibility. The preliminary predicted regeneration conditions are; silica gel dryness of circa 0.07kg/kg and
circal20 kg of PCM frozen if the phase change heat of fusion of 200kJ/kg is assumed. During summer the
contribution of the desorption heat towards PCM regeneration is around 11% while in winter it is just 4%
when the silica gel has reached the lowest best regeneration level.
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Fig. 3: The extent of external bed regeneration for a west-facing channel (January and June 1999 data)

From fig. 3, it is clear that it is possible to bring down the moisture content of silica gel bed within a solar
channel from 0.3kg/kg to about 0.05kg/kg. It must be noted however that during summer, the regenerating
process result in an increase of the moisture content of the bed beyond 8hours of regeneration. If the process
is allowed to carry on up to 12hours the moisture content of the bed will approach 0.1kg/kg. In winter
moisture content of around 0.05kg/kg is reached around the 12™ hour of the regeneration process.
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Fig. 4: Air conditions entering and leaving the external silica gel bed (based on January and June 1999 data)



Author Name / SWC 2015/ ISES Conference Proceedings (2015)

Fig. 4 shows the outdoor temperatures, the simulated temperatures for air leaving the external silica gel bed
as well as the room temperatures (estimated from a correlation between PCM surface temperature and
natural convective air temperature of Paul and Alzwayi, 2010). The room air temperatures are generally quite
low around due to very low outdoor temperatures. Low temperatures coupled with the fact that the drying
effect of the external bed becomes less with time, continuing the regenerating process will instead result in
an undesirable effect of increasing the moisture content of the interior surfaces. In summer, the effect is less
due to generally higher temperatures. It is, therefore, important to have different regenerating time periods
for the two seasons.

Fig. 5 below shows the simulated regeneration curves for both silica gel and PCM for the winter season. The
moisture content of the silica gel of about 0.08kg/kg is possible. Beyond 6hours of the regeneration process,
the moisture content approaches 0.lkg/kg (which is less effective during humidity buffering), hence it
becomes advisable to stop the regeneration process since adequate PCM regeneration is already attained. For
summer, the regeneration process must go all the stretch to get high PCM regeneration percentage, fig. 6.
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An evaluation of the effectiveness of both the regenerated silica gel and PCM is shown in fig. 7 and fig. 8
below. Fig. 7 is indicating the effectiveness during winter with PCM phase change temperature being set at
27°C with varying mass of silica gel in the interior surfaces. PCM mass is assumed to be matching the
available coolness from the regenerating air. A mass of 8kg of silica gel result in the highest performance of
humidity buffering effectiveness (considering a 10% relative humidity change) of about 90%, and this

correspond to a cooling effectiveness of 122%. This implies that there is possible over cooling of 22%.
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Fig. 7: Variation of the buffering effectiveness with varying silica gel mass within the interior walls for winter season (PCM
phase change is set at 27°C), room volume is 27m’

Fig. 8 indicates the estimated humidity and temperature buffering effectiveness of the interior surfaces at
varying masses of silica gel within the surfaces for the summer season. Evaluations were carried out at two
PCM phase change temperatures of 27°C and 28°C. Improved buffering effectiveness is noted for both
humidity and temperature, more so on the later. Elevated PCM phase change temperature results in increased
temperature difference and hence improved regeneration. Similarly elevated temperatures have the effect of
improving the drying effect of the room air and thus improved regeneration. It is clear that while silica gel
regeneration is good, PCM regeneration is somewhat low because of the temperatures of the regenerating air

which are fairly high.
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Fig. 8: Variation of the buffering effectiveness with varying silica gel mass within the interior walls for the summer season (PCM
phase change is set at 27°C and 28°C), room volume is 27m’
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4. Conclusions

The possibility for regenerating both the PCM and Silica Gel for temperature and moisture buffering in an
office during daytime occupancy is demonstrated. Using simple mathematical transient models which were
implemented in an excel spreadsheet the regeneration of both PCM and Silica Gel in interior wall surfaces
could be predicted. Due to high parameter sensitivities and the rudimentary approach applied, it is imperative
to conduct an experimental validation in order to firmly establish the feasibility. With further analyses and
developments it is possible to have a feasible regeneration strategy that provides adequate humidity and
temperature buffering passively for an office space for certain climates.
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Abstract

The introduced building concept goes beyond the conventional high performance building
discussion by introducing an office building without any active systems for heating, cooling and
ventilation. The building is accomplished in July 2013 and is located in the cold climate of Austria.
The intelligent control of the building fagade is the heart of the innovative building energy concept.
It controls automated natural ventilation openings by using demand optimized automation strategies.
Results of the first two years of building operation are demonstrating that the comfort level is
acceptable in all seasons and that there are no complaints from beside the occupants. The exemplary
realized building project demonstrates how innovative building automation technology can be used
to reduce the total energy demand for building operation in a cold climate. Its technology can be
used in other climate regions as an innovative hybrid ventilation concept.

Keywords: Zero Net Energy Building, High Performance Building, Hybrid Ventilation, Solar Architecture

1. Introduction

The introduced building concept goes beyond the conventional high performance building discussion by
introducing an office building without any active systems for heating, cooling and ventilation. The building is
accomplished in July 2013 and is located in the cold climate of Austria. The intelligent control of the building
fagade is the heart of the innovative building energy concept. It controls automated natural ventilation openings
by using demand optimized automation strategies. Results of the first two years of building operation are
demonstrating that the comfort level is acceptable in all seasons and that there are no complaints from beside
the occupants. The exemplary realized building project demonstrates how innovative building automation
technology can be used to reduce the total energy demand for building operation in a cold climate. Its
technology can be used in other climate regions as an innovative hybrid ventilation concept.

Architects and engineers are in the agreement regarding the goal in net zero energy building design - to improve
the building envelope so that the energy demand not met by passive systems could be covered by on-site energy
harvesting systems (Torcellini,2006). Most researchers agree that this goals cannot be met in a building without
active systems (Sartori,2012,Lu,2015).

Office buildings have relatively high internal heat gains from occupants, electrical appliances, artificial lighting
and computer server stations. High internal heat gains result in generally higher room temperatures throughout
the year. These higher room temperatures are helpful to reduce the heating energy demand in the winter but
can increase the cooling energy demand in the summer. The right balance between heat gain and heat loss must
be found to meet the thermal demands in all seasons.

The technical system of the “Concept 22/26” takes a different road then the conventional zero net energy
building. An office building without any conventional active systems for heating, cooling and ventilation. The
“Concept 2226 was realized in July 2013 and is located in the cold climate of Austria. The name Concept
2226 reflects the technical goal of operating a building in the highest thermal comfort levels at an internal
temperature range between 22 and 26 C without any active systems. The thinking behind the Concept 22/26
system departs radically from conventional approaches.

© 2016. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientific Committee
doi:10.18086/swc.2015.08.07 Available at http://proceedings.ises.org
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Two methods have been applied to achieve the goal of the Concept 22/26 building. First, the building envelope
has been improved so that the internal heat release is able to cover the heating energy demand in the heating
season. Then, an innovative building automation system has been developed to control the natural ventilation
openings based on the internal carbon dioxide concentration, temperature levels, and occupant demands. The
challenge is to ensure comfortable room conditions and indoor air quality without using conventional heating
or cooling devices. The room temperature of a building is defined by the factors heat gains, heat loss and
internal thermal heat storage effects. To reduce the energy demand for building operation, we must control
these three factors in a way that the room temperatures are in or close to the thermal comfort field. In other
words, the room temperatures must be relatively low in the summer time and relatively high in the wintertime.

The outline of this paper is as follows: First, the methodology of the technical concept are explained in section
2. Section 3 presents the results of the measurements and the occupant surveys. Section 4 presents the
conclusions and implications.

Fig. 1: The realized office building Concept 2226 (Photo: E. Hueber)

2.1. Building Envelope

To meet the goal for the heating season, the “Concept 22/26” building is designred with a building envelope
with an extremely low heat transfer and with a high thermal capacity. The huge time delay of the heat flow
resulting from the 72 cm external wall construction helps to maintain comfortable conditions even in extreme
cold time periods (Tay et al., 1974, Shaviv, 2001). The building has a triple glazing with a U-value of 0.6
W/m?K and an SHGC value of 0.5. A blower door test was done after completion oft he building. The
infiltration was measured to have an average air change rate of 0.08 1/h. The deep structured facade design
with a huge dimension of the overhang and wingwall deals as a fixed shading device. No active shading devices
is added to the building. The building has an uncovered concrete slab of 20 cm . It is used as an internal thermal
mass.

Architects and engineers are in the agreement regarding the goal in net zero energy building design - to improve
the building envelope so that the energy demand not met by passive systems could be covered by on-site energy
harvesting systems (Torcellini,2006). Most researchers agree that this goals cannot be met in a building without
active systems (Sartori,2012,Lu,2015).

2.2. Building Automation

The goal of the building automation design is to operate the natural ventilation openings in a way so that
maximal comfort and indoor air quality can be achieved without the use of conventional HVAC units. A
balance must be found to (1) ventilate the amount of fresh air that needs to be supplied to achieve indoor air
quality requirements, and (2) conserved heat in the room in the heating season. A conflict arises in the
transition period and the winter season when natural ventilation is used as the fresh air supply source and the
external air temperature is below the minimal comfort indoor air temperature (Heisselberg and Tjelflaat, 2006).
Fresh air supply is needed to insure an appropriate indoor air quality by removing internal pollutants like CO.
However, natural ventilation in the heating season is a heat sink and the time period for natural ventilation
should be as short as possible.

To avoid too cool temperatures even in extreme situations, a new building automation system controls natural
ventilation openings individually for each room, depending on the user demand and the weather condition. It
uses predictive control strategies to use renewable energy sources and sustainable grid energy in a more
efficient way. To maximize the performance of the automated natural ventilation openings, a control logic was
developed and tested in a simulation model. It uses an on-off controller with death band, DB, (also known as
hysteresis controllers) to actuate natural ventilation openings, mechanical ventilation, and heating and cooling
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devices. A night ventilation strategy is used to cool the internal thermal mass in the summer time (Haase and
Amato, 2009).

The novel hybrid building automation uses automated window openers as the main part of the innovative
building energy concept. It controls the natural ventilation openings based on the internal carbon dioxide
concentration, temperature levels and the occupant demands to ensure comfortable room conditions in all
seasons (El Mankibi and Michel, 2009). The hybrid control logic is extended by the control parameters of
external humidity level and artificial lighting for the use in Building 22/26. It ensures that the internal thermal
comfort limit for relative humidity will not be exceeded and considers the internal humidity emission of
occupants. The control of the artificial lighting ensures that the illuminance value will meet the required
threshold value of 500 Lux at occupied working spaces. It will also provide additional internal heat gains in
extremely cold situations in the heating season. Figure 2 shows the flow plan of the building automation in a
simplified form.
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Fig. 2: Simplified illustration of the building automation

A simple predictive control strategy is integrated into the control strategy for the natural ventilation. The goal
of the predictive control is to support the novel building automation system in operating the building in the
winter or summer “mode”. Predictive control is particularly important in the Concept 22/26 to avoid too cold
temperatures caused by night ventilation. The operation mode is defined by the external temperature. The
system predicts too cold temperatures when the external temperature undergoes a predefined treshold value
for a given time period. It is the goal to use an advanced prdictive control logic in the future that involves
single zone simulation tools.

The building control concept includes a back up operation to ensure comfortable room conditions in extreme
cold weather situations. Additional internal gains are used for back up heating in time periods where extreme
cold temperatures are expected in the morning hours. The artificial lighting is going to be used as additional
heating to increase the surface temperature of the internal thermal mass. The back up system is controlled by
the predictive control logic.

2.3. Measurement Device

Each room is equipped with an air temperature, humidity and a CO, concentration sensor. The sensors are
located at the inside wall at a height of 1.1 m. The temperature, humidity and CO» concentration sensor is a
GIRA SKO1. The producer provides an accuracy of 0.3 K fort he temperature, 3 % fort he humidity and 50
ppm fort he CO; concentration. The room temperature, humidity and CO, concentration is measured for each
room in the building since August 2013.

2.4. Occupant Survey

An occupant survey is done in March 2015 to validate the occupant satisfaction for the termal comfort and the
internal air quality. The survey contains questions about the satisfaction in the winter and summer season in
general . It also includes questions about the most extreme time periods in each season.

The questions are similar to the method introduced by Fanger (Fanger), where the occupant has 7 options to
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evaluate the condition for much too warm, too warm, slightly warm, OK, slightly cold, too cold and much too
cold. For the indoor air quality, the occupants have had five options: good, OK, acceptable, poor, very poor.

Additional questions are asking for the gender, the typical type of clothing and the discomfort caused by air
drag effects.

2. Results

3.1. Room Temperatures

Results for the first 1.5 years of operation are illustrating that the room temperatures are in the comfort level
the winter season in all rooms of the building. The room air temperatures in the north oriented office space

are 0.5 K below these of the south oriented office space. The internal surface temperatures are at an average
of 22 C.

In the summer, the temperatures are in the comfort level in most of the time. There are a few hours with
temperatures above the comfort standard in the west oriented office space. However, the temperatures are in
the comfort field for 95% of the summer time.

Fig. 3 and Fig. 4 show the measured temperature in the west oriented office room at the most extreme weather
periods in the winter (fig.3) and in the summer (fig.4). The west oriented open space office room has the
highest challenge to be operated without mechanical systems because it does not have solar gains in the winter
and does have extreme solar gains in the summer time. The room is occupied by maximal 8 people and each
working space is equipped with a computer (180-230 W).
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Fig. 3: External and room temperature for the west oriented office space in the coldest week in 2015
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Fig. 4: External and room temperature for the west oriented office space in the warmest week in 2015

For the winter, the internal air temperature drops at time periods where the ventilation openings are open for
fresh air supply. However, the temperature never goes below the comfort limit of 20 C.

The measured data for the hottest week in the summer time illustrates that the room temperature rise to as
much as 3 K above the temperature goal of 26 C. It also illustrates that the night ventilation effect is not always
sufficient to cool the internal thermal mass to an appropriate level (Haase et al.,2009). However, the time
period with temperatures above the static comfort limit of 26 C is relatively short. The majority of occupants
do accept higher temperatures when the external temperature is high (section 3.4).
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3.2. CO:2 Concentration

Figure 5 shows the result of the CO» concentration for the west oriented office space. The measurement is done
in the same time period in the winter like the temperature measurement in figure 3. It illustrates that the CO,
concentration does not exceed the limit for the good indoor air quality of 1000 ppm. The automated natural
ventilation opening is activated three to four times a day. A comparison between the room temperature (fig. 3)
and the CO, concentration shows that the room temperature does not drop below the comfort limit at time
periods where the ventilation opening are open.
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Fig. 5: CO, concentration in the west oriented office space in the coldest week in 2015

3.3. Relative Humidity

Figure 6 shows the internal relative humidity in the west oriented office space. The measurements show that
the relative humidity is below 40%. It is above the recommended comfort limit of 30% and is therefore
sufficient to meet the thermal comfort expectations (ISO norm). The constant relative humidity in the room is
partly produced by the occupants. In the summer, the relative humidity is between 40 and 50%. It meets the
comfort limit of 60%.
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Fig. 6: Relative Humidity in the west oriented office space in the coldest week in 2015

3.4. Occupant Survey

Fig. 7 and fig. 8 shows the results of the occupant survey for the heating and the cooling season. It shows that
the majority of the occupants are generally satisfied by the human comfort in both seasons.

Fig. 9 and Fig. 10 show the evaluation of the indoor air quality. The results are demonstrating that the occupants
are satisfied with the indoor air quality in all seasons. None of the occupants evaluated the indoor air quality
as to be only “acceptable”.

Fig. 11 shows the evaluation of the human comfort at the coldest period. It shows that the majority of the
occupants are satisfied with the comfort in the extreme period. One female occupant describes the room
temperature as to be too cold. However, there is a larger group of occupants evaluating it as to be slightly too
warm.

Fig. 12 shows the comfort evaluation for the warmest time period. Like in the figures before, it illustrates that
the majority of the occupants are satisfied with the thermal comfort in the warmest season. The diagram shows
that there is a group of four occupants which are evaluating the thermal comfort as to be too warm. These four
occupants are located in the west oriented office space.
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Fig. 11: Results of the occupant survey for the indoor air quality for the coldest time period in winter 2015
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Fig. 12: Results of the occupant survey for the indoor air quality for the coldest time period in winter 2015

Notice: the occupants in the west oriented office space are mainly complaining about the temperatures with
overheating in the time period from June 11 to June 13. The room temperatures in this time periods are above
the comfort field even when the external temperature is relatively low. This illustrates that the adaptive comfort
model introduced by Brager and DeDear (2008) is applicable in the controlled natural ventilation environment
in this study.

None of the occupants have had any discomfort caused by the cold air drag effect at the ventilation openings
or at the large windows. The occupants do not use additional local heating or cooling devices like resistance
heaters to control the temperatures at the working space.

3.5. Indoor Air Quality

The Indoor air quality have been evaluated for the building at operation by a professional company. The
concentration of the most critical components and pollutants have been measured. Also the VOC and germ
concentration is measured. Their results are showing that the natural ventilation provides excellent indoor air
quality conditions even in time periods where the ventilation openings are closed. Further tests will follow in
the future. The results are showing that the pollution concentration is comparable like for a building with
mechanical ventilation (Chou et al.2006).

3.6. Energy Demand

The total use energy demand for building operation including artificial lighting and electrical devices is
measured for the Concept 22/26 for all time periods after completion of the project. The average specific use
energy demand of the building is 38 kWh/m? year (measurement time period 9/1/2013 to 8/30/2014). The
office space has a specific use energy demand of 42 kWh/m?. The owner of the building operates the building
with electricity that is produced with renewable energy sources (photovoltaic, hydropower). This type of
primary energy source ensures that the building can be operated almost without greenhouse gas emission. The
data shows that the use energy demand of the Concept 22/26 is 30% below comparable high performance
buildings.

3.7. Improvements in Building Operation

Like every prototype, minor improvements needed to be done on the building control logic. (1) It was planned
to operate only two ventilation openings per room to provide night ventilation. The operation logic have been
changed to have 5 ventilation openings available for the night ventilation. (2) Some of the windows are now
equipped with curtains to avoid radiation asymmetry in the summer time.

4. Conclusion

The measurement results for the Concept 22/26 building demonstrates that a building can be operated without
conventional heating, cooling and ventilation systems in a cold climate when innovative building automation
technology is paired with a well designed building envelope. It also illustrates that the demand controlled
natural ventilation technology can significantly reduce the overall energy demand of an office building.

As indicated in the results section, measured room temperatures have been shown to be at least 21 C for all
occupied hours in the year and in all rooms of the building. A small number of hours with overheating problems
have been counted in the west oriented office space. However, the results demonstrate that the number of hours
with overheating problems never exceed 3% of the total operation time of the building. Furthermore, the results
of the occupant survey are illustrate that the higher temperatures are accepted when the external temperature
is high.
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In general, the automation concept of the Concept 22/26 is very effective in a building with hybrid ventilation
to increase the number of hours where no mechanical heating or cooling is needed. The results are promising
to be effective as a natural ventilation control in a hybrid ventilation system in even more challenging climate
regions.

The results of the occupant survey illustrate that the controlled natural ventilation concept provides comfortable
conditions for the majority of occupants in most of the operation time. It shows also that there is a minority of
occupants, which are not satisfied in most extreme time periods with very cold or hot weather. Localized active
solutions might be a good solution for these very short time periods.

On the basis of these results, we believe that the Concept 22/26 can be effectively applied into hybrid-
ventilated office buildings suiltable for a wide range of climate regions.
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Appendix: UNITS AND SYMBOLS IN SOLAR ENERGY

In 1977, a committee of ISES developed a set of
recommended nomenclature for papers appearing in
Solar Energy. This is a condensed and revised version

Volume
Volumes are measured in m? or litres (1 litre = 107
m?). Abbreviations should not be used for the litre.

Flow

Temperature

The S.I. unit is the degree Kelvin (K). However, it is
also permissible to express temperatures in the degree
Celsius (°C). Temperature differences are best
expressed in Kelvin (K).

When compound units involving temperature are
used, they should be expressed in terms of Kelvin,
e.g. specific heat J kg' K.

2. NOMENCLATURE AND SYMBOLS

Tables 1-5 list recommended symbols for physical
quantities. Obviously, historical usage is of
considerable importance in the choice of names and
symbols and attempts have been made to reflect this
fact in the tables. But conflicts do arise between lists
that are derived from different disciplines. Generally,
a firm recommendation has been made for each
quantity, except for radiation where two options are
given in Table 5.

In the recommendations for material properties (see
Table 1), the emission, absorption, reflection, and
transmission of radiation by materials have been
described in terms of quantities with suffixes 'ance’'
rather than 'ivity', which is also sometimes used,
depending on the discipline. It is recommended that
the suffix 'ance' be used for the following four
quantities:

b

. E M,
emittanceg =E— or —

absorptance o = 2
p @,

reflectance p =

Bls

transmittance 7 =

8s

where E and ¢ is the radiant flux density that is
involved in the particular process. The double use of
a for both absorptance and thermal diffusivity is
usual, as is the double use of p for both reflectance
and density. Neither double use should give much
concern in practice.
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Table 1: Recommended symbols for materials

properties
Quantity Symbol Unit
Specific heat c Jkg'!' K!
Thermal conductivity & Wm'!K!
Extinction coefficient” K m!
Index of refraction n
Absorptance a
Thermal diffusivity a m? s
Specific heat ratio y
Emittance £
Reflectance P
Density P kg m
Transmittance T

*In meteorology, the extinction coefficient is the product of
K and the path length and is thus dimensionless.

Efficiency

Frequency
Stefan-Boltzmann
constant

Time

n
Wavelength y)
v
o

Quantity Symbol Range and sign
convention
Altitude a 0 to £ 90°
Surface tilt B 0 to &+ 90°; toward the
equator is +ive
Azimuth (of surface) y 0 to 360°; clockwise
from North is +ive
Declination ) 0to +23.45°
Incidence (on surface) @i 0 to +90°
[ 0 to + 90°
1/ 0 to £+ 90°; North is +ive
) -180° to +180°; solar
noon is 0°, afternoon is
+ve
eflection (from surface) r 0 to +90°

Table 3: Recommended symbols for
miscellaneous quantities

Quantity Symbol Unit
Area m?
Heat transfer coefficient 4 W m?K!
System mass m kg
Air mass (or air mass M
factor)
Mass flow rate m kgs’!
Heat 0] J
Heat flow rate 0 w
Heat flux q W m?
Temperature T K
Overall heat transfer U W m?2K!
coefficient

Table 4: Recommended subscripts

Table 5: Recommended symbols for radiation

Quantity

Symbol

Ambient
Black-body

Beam (direct)
Diffuse (scattered)
Horizontal
Incident

Normal

Outside atmosphere
Reflected

Solar

Solar constant
Sunrise (sunset)
Total of global
Thermal

Useful

Spectral

©w = oD Mo aco e

72
(e}

st, (ss)

t, th

quantities
Preferred name Symbol Unit
a) Nonsolar radiation
Radiant energy 0 J
Radiant flux 1)} w
Radiant flux density @ W m?
Irradiance E H W m™
Radiosity or Radiant MJ W m?
exitance
Radiant emissive power Ms, E W m?
(radiant self-exitance)
Radiant intensity L W m?2sr!
(radiance)
Irradiation or radiant H Im?
exposure
b) Solar radiation
Global irradiance or solar G W m?2
flux density
Beam irradiance G» W m?2
Diffuse irradiance Ga W m?2
Global irradiation H I m?
Beam irradiation Hy Im?
Diffuse irradiation Ha Im?
c) Atmospheric radiation
Irradiation @l W m?
Radiosity ot W m?
Exchange Dy W m?
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Retrofitting Electrically Heated Single-Family Houses to Net-Zero
Energy

Ricardo Bernardo1, Henrik Davidsson'

' Division of Energy and Building Design, Lund University, Lund (Sweden)

Abstract

Only in Sweden, single-family houses account for approximately 30% of energy use in all buildings and a
large part uses only electricity for heating. The potential for improvements on energy efficiency in these
houses is large. This study theoretically investigates retrofitting of electrically heated Swedish single-family
houses by using an air-source heat pump for both space heating and domestic hot water. Combination with
solar collectors and solar cells were also theoretically investigated. Since this solution is an add-on to the
existing heating system the investment cost can be reduced compared with a new heat pump installation for
domestic hot water. The total annual energy reduction for domestic hot water and space heating in a Swedish
single-family house when using the combined heat pump and solar thermal collectors was estimated to be
roughly 70%. The remaining electricity demand for electric appliances can be covered by approximately 10
kWp solar cells therefore reaching net-zero energy level.

Keywords: retrofit, net-zero energy houses, solar thermal, heat pump, single-family houses.

1. Introduction (SWC_Heading1)

In order to meet the current energy and climate targets for 2020 and 2050 in EU countries, the existing
building stock needs to be addressed. A construction boom was experienced across Europe after the Second
World War and there is now a need for renovation. Since such houses have high levels of energy
consumption, this is a good opportunity to also perform an energy renovation. For example in Sweden,
single-family houses account for about 30% of energy use in all buildings and a large part, around 500 000,
uses only electricity for heating (Swedish Energy Agency, 2013). The potential for improvements on energy
efficiency in these houses is large. A typical Swedish single-family house uses in average 12200 kWh/y for
space heating, 4500 kWh/y for domestic hot water (DHW) and 5000 kWh for household electricity (Swedish
Energy Agency, 2015). It is common to upgrade the space heating system, for example by installing an air-
to-air heat pump. Commonly, this decreases the space heating demand to levels close to the energy used for
domestic hot water, shown later in Fig. 3. However, simple and cost-effective renovation solutions for
reducing the energy consumption for domestic hot water production are not wide spread today.

This study investigates theoretically the retrofitting of electrically heated Swedish single-family houses by
using an air-source heat pump for both space heating and domestic hot water. The heat pump not only heats
the indoor air but is also connected directly to the existing hot water heater (boiler). The investigation
addresses the system configuration, comfort level, control strategies and energy savings. Combination with
solar collectors and solar cells were also theoretically investigated. Since this solution is an add-on to the
existing heating system no large changes are needed which has the potential to significantly reduce the
investment cost in comparison with a new heat pump installation for domestic hot water.

At this stage the investigation excludes some of the practical challenges and assumes that existing air heat
pumps reach desirable temperatures for domestic hot water. The focus is instead on evaluating whether a
conventional air heat pump can alternate on providing heat for space heating and domestic hot water and still
reach comfort on both. This is the ground for any further investigation. A short discussion on possible
practical problems and future work is addressed under the discussion chapter.

© 2016. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientific Committee
doi:10.18086/swc.2015.08.08 Available at http://proceedings.ises.org



2. Method

A model was built in TRNSYS in order to theoretically assess the potential for energy savings and possible
challenges of using an air-source heat pump for both space heating and domestic hot water in a Swedish
single-family house. The goal is to model a hybrid heat pump that alternates between providing lower
temperature heat to space heating and higher temperature heat for domestic hot water. This thought to
achieve high system efficiency. A sketch of the system is shown below in Fig. 1.

Fig. 1: Simplified sketch of the energy flow in the modelled system.

Since there is no standard TRNSYS model describing such a hybrid heat pump, the model was built by using
two separate heat pump models: one air-to-air heat pump, Type922 Tess library (2015), and one air-to-water
heat pump, Type941 Tess library (2015). For this purpose it was assumed that each of these heat pumps are
common heat pumps in today’s market and that they have conventional performance parameters such as
described in the respective technical data sheets. In reality, a hybrid heat pump that delivers heat for both
DHW and space heating at different temperatures may have different parameters and this is therefore a
limitation of the investigation.

The operation of these two heat pumps was set in order to only allow one of them working at the time since
the goal is to model one single heat pump. In this case, the air-to-water heat pump for DHW was prioritized.
Hence, both the DHW storage and the house will work as heat “batteries” with only one heat source. These
two heat “batteries” are charged alternately at different temperature levels and therefore at different
efficiencies. In case there is deficit energy for space heating the existing direct electric heating was also
modelled and is used as a backup heater. The heat pump starts at 20 °C and the direct electric heating at 18
°C. The solar collectors are used to preheat the incoming cold water to the air-to-water heat pump. When
possible, during the summer period, the solar collectors alone will provide heat to DHW.

The model was used to estimate the comfort level, control strategies and energy performance. An overview
of the modeled system in TRNSYS, the used components and the most relevant assumed parameters are
illustrated in Fig. 2 and Tab. 1.
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Fig. 2: Overview of the TRNSYS model.

Tab. 1: Parameters and TRNSYS types used in the simulation tool.

Type 12, house

The building has an average UA-value of 142 W/K. The internal gains
were assumed to be approximately 900 W. Temperature setting 20 °C for
the heat pump and 18 °C for the direct electric heating with a power of 7

kW.

Type 15, weather data

The weather data is data from Stockholm, Sweden.

Type922, air-to-air heat
pump

The inputs are based in the heat pump model Thermia Aura (Thermia,
2015). This heat pump can work at two power levels: rated heating
capacity 1,4-6 kW and rated heating power 0,3-1,7 kW.

Type941, air-to-water heat

The inputs are based in the heat pump model Nibe F2030 (NIBE, 2015)

pump with a rated heating capacity 7 kW and rated heating power 1,8 kW
Type 1, flat-plate solar Collector area 6 m”, zero-loss efficiency 0,8, efficiency slope 3,6
collectors W/mz/K, efficiency curvature 0,05 W/m*/K? and first order incidence

angle modifier 0,2.

Type 4, storage tank

Tank volume 0,3 m’ , 8 nodes, height of nodes 0,2m, U-value 1,15
W/m?’/K. No auxiliary heater is used, all the heat is provided by the air-
to-water heat pump. The connections are fixed and placed at the top and

bottom of the storage.

3. Results

The simulation results show that, in total, the heating energy (DHW plus space heating) was reduced from
approximately 16760 kWh/y to 5170 kWh/y (69% decrease) without solar collectors and to 4790 kWh/y
(71% decrease) with solar collectors (Tab. 2 and Fig. 3). The annual energy need for space heating was
reduced from 12280 kWh/y to 4178 kWh/y. The heat pump in combination with solar collectors reduced the
annual energy need for domestic hot water from 4480 kWh/y to 620 kWh/y.




Tab. 2: Energy use for DHW and space heating before and after the heat pump installation; with and
without solar collectors.

Before the heat pump After the heat pump After the heat pump
. . . . . installation with
installation installation without collectors collectors
(kWh/y) (kWh/y) (kWhiy)
Space heatlng 12280 4178 4178
DHW 4475 989 616
TOTAL 16755 5167 4794
" 20000
| &
§ 16000
& 12000
3 B Domertic hot water
2 o B Space hesting
) - l l
O

Betore AMer Alter ren
rencvation renovation sad solar

Fig. 3: Annual energy use before and after the heat pump installation, with and without solar collectors.

During the coldest winter months the heat pump was in fact not sufficient to provide all the required heat for
space heating in order to keep the indoor temperature above 18 °C. To keep the indoor temperature above 18
°C during this period the existing direct electric heating system was used as an auxiliary heater. This
situation corresponds to reality where standard air-to-air heat pumps also need support from a direct electric
heater during the peak of the winter in Sweden. The comfort level reach for the indoor ambient and DHW is
illustrated in Fig. 4.

Fig. 5 illustrates the energy load and production. In Tab. 3 the space heating energy is divided in two parts:
the part covered by the heat pump (3667 kWh/y) and the remaining part covered by the existing direct
electric heating system (511 kWh/y). If one excludes the direct electric heating and the use of solar
collectors, the SCOP of  the air-to-air heat pump is equal to 3,2

space heating load — direct electric heating 12280-511 .
( - - - - — = ). The SCOP of the air-to-water

heat pump energy for space heating—without direct electric heating 4178-511
DHW load

heat pump energy for DHW

).

heat pump without solar collectors is equal to 4,5 (

It is roughly estimated that 10 kWp solar cells (67 m’ solar photovoltaic modules at 15% efficiency) should
be installed in order to cover the total annual electricity demand of roughly 5000 kWh/y for space heating
and domestic hot water and additionally 5000 kWh that are estimated to be the average use of household
electricity. Hence, net-zero energy level can be achieved.
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Pon & Pumas
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Fig. 4: Comfort analysis with heat pump and solar collectors: the upper curve shows the temperature at the top of
the storage tank; the middle curve shows the indoor temperature of the house and the lower curve shows the use
of the auxiliary direct electric heating system.
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Fig. 5: Estimated monthly energy load and production.

Tab. 3: Space heating energy consumption divided in the part that is covered by the heat pump and
the remaining covered by the existing direct electric heating system.

Heat pump only used | Heat pump also used for Variation Relative
for space heating DHW (kWh/y) variation
(kWh/y) (kWh/y) (%)
Air heat pump 3740 3667 -73 -2
Direct electric heating 361 511 +150 +42
TOTAL space heating 4101 4178 +77 +2

4. Discussion

One practical challenge in retrofitting existing hot water storages is the fact that, in reality, these lack
available connections to other heat sources such has heat pumps or solar collectors. This has been previously
investigated and shown that the two available connections can be also used by for example solar collectors
without a decrease in the system performance (Bernardo, 2013). This was kept outside of the scope of this




study.

The SCOP of the air-to-water heat pump is higher than expected and probably overestimated, especially
when compared with the SCOP of the air-to-air heat pump that works at a lower temperature. The reason for
this is the fact that the model did not include COP data for the desired temperature intervals and this was
therefore extrapolated and probably overestimated. Improvements regarding this data are needed in future
studies. This overestimation is thought to influence mostly the level of energy savings for DHW while the
other results are thought not to change significantly.

The fact that the air-to-air heat pump is also used to provide energy for DHW showed almost no change on
the annual energy spend for space heating. However, the contribution of the heat pump for space heating was
decreased by 2% (73 kWh/y) which was compensated by a 42% increase (150 kWh/y) of the direct electric
heating in the peak of the winter. This decrease in performance is largely compensated by energy savings on
the DHW of approximately 3500 kWh/y.

The solar collector add-on does not provide a significant energy reduction since most of the energy is already
saved by the heat pump. Since the SCOP of the air-to-water heat pump is 4,5, in order to save 1 kWh
electricity to the heat pump the collectors need to produce in average 4,5 kWh of heat. Also, the existing hot
water storage presents low levels of temperature stratification which also contributes significantly to the low
output of the solar collectors.

Existing air-to-air heat pumps may not be able to reach the desired temperature for domestic hot water
heating (approximately 55-60°C). This is a crucial limitation for the retrofitting and that needs further
investigation. One possible solution is to install an extra small compressor as shown on the left hand-side in
Fig. 6. Nonetheless, retrofitting can be complicated due to several factors such as complicated installation,
different type of heat pump configurations in the market, problems with warrantee and insurances, low
profitability, etc. Therefore, it might be more realistic to consider this concept for new heat pump
installations instead. In that case a heat exchanger for the DHW can be installed as one of the multi-splits
units as shown in the right-hand side in Fig. 6. The main competitive advantage of this new hybrid heat
pump compared with a regular air-to-air heat pump is the large energy savings for DHW production.
Depending on the eventual extra costs of using a stronger compressor that reaches 55-60°C, the extra
investment may be compensated by such large energy savings. This needs further investigation that also
includes costs.

Retrofitting New installation

Fig. 6: Sketch of the hybrid heat pump for retrofitting (left-hand side) and new installations (right-hand side).

5. Conclusion

A model was built for assessing energy savings of retrofitting a common air-to-air heat pump for providing
heat not only for space heating but also for domestic hot water (DHW). The heat pump was controlled in
such a way to alternate the heat deliver between DHW and space heating at different temperatures and
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therefore at different efficiencies. The DHW production was prioritized. Combining solar collectors into the
system was also investigated.

The simulation results show that the total annual heating demand (DHW plus space heating) was reduced
from 16755 kWh/y to 5167 kWh/y (69% decrease) without solar collectors and 4794 kWh/y (71% decrease)
with 6 m? solar collectors. The annual energy need for space heating was reduced from 12280 kWh/y to 4180
kWh/y while the annual energy need for domestic hot water was reduced from 4480 kWh/y to 620 kWh/y.
The remaining electricity demand for heating and electric appliances can be covered by approximately 10
kWp solar cells and therefore reaching net-zero energy level. The energy provided by 6 m” solar collectors
was only 370 kWh/y which confirms that this is not profitable combination. This is explained by the
combination with a high efficient heat pump and due to low levels of temperature stratification in the hot
water storage.

The comfort analysis showed that in order to prevent the indoor temperature to fall below 18 °C in the peak
of the Swedish winter the existing direct electric heating system had to use around 510 kWh/y. The rest was
provided by the heat pump. The temperature in the hot water storage did not drop below 50 °C indicating a
good comfort level.

Results indicate that this concept has potential for large energy savings but the implementation in retrofitting
(and upgrading) existing air-to-air heat pumps can be significantly complicated and compromise therefore
the cost-efficiency. It seems more realistic to apply the same concept at new installations where the heat
pump can be chosen from the beginning to reach higher temperatures. Such extra cost needs to be
compensated by the energy savings for domestic hot water production.
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Abstract

The use of energy performance software will become a necessity in the early design stages to quantitatively
verify the energy consumption of buildings. In this research, a simulation tool was used in designing a zero
energy senior community center for an apartment complex. After comparing and evaluating case 1 (code)
and case 2 (current design trend), each load element was analyzed to derive the low energy design for case 3.
For case 3, the thermal performance of the insulation and windows as well as the lighting efficiency
improved. In addition, photovoltaic solar power was considered as the renewable energy. For heating, the
percentage of heat loss from opaque surfaces is 52%, while that from infiltration is 31% and that from
window systems is 17%, demonstrating that the envelope has a significant effect on heat loss. For cooling,
the percentage of heat gain due to window systems is 43%, while that due to lighting is 33%, that due to
people is 17%, and that due to equipment is 7%, demonstrating that the internal and solar heat gain account
for most of the energy loss, while the envelope has an insignificant effect. Photovoltaic solar panels were
included as a source of renewable energy for the low energy design of case 3 to offset the heating and
cooling energy consumption. It was found that using renewable energy would result in an energy surplus of
3,438kWh/year.

Keywords: energy performance software, early design stage, zero energy design, renewable energy, PV

1. Introduction

Buildings with improved energy consumption in Korea are being designed and constructed according to the
Building Energy Conservation Design Standards (BECDS). The BECDS is categorized into sectors including
construction, machinery, electricity, and renewable energy, and is applied to insulation, windows, high-
efficiency mechanical and electric equipment, and renewable energy systems. Although the use of these
materials is regarded as energy saving, it is difficult to quantify the amount of energy consumption. Thus, the
standards are prescriptive requirements, not performance requirements. Also, the Korean government
announced its goal to achieve the passive house standard by 2017 and zero energy standard by 2025.
Likewise, Europe’s target year for achieving zero energy houses is 2020 and that of the U.S. is 2025. In the
future, building regulations will become more stringent in order to achieve low energy or zero energy
buildings, and this will be a challenge for designers. As a result, architectural designers have focused on
building geometry and envelope when designing low energy or zero energy buildings (Shady Attia et al.,
2012).

In practice, a high level of expertise is required to apply passive and active techniques in the early design
stages, since verifying energy performance is difficult, complex, and time consuming. The use of energy
performance software will become a necessity in the early design stages of buildings in order to
quantitatively verify energy consumption. In this research, EnergyPlus (Version 8.2) was used in designing a
zero energy senior community center for an apartment complex. The energy consumption for designs
adhering to the Korean government regulations and current design trends was verified. The purpose of this
research is to analyze the technical elements used and determine the effects of energy demand. The findings

© 2016. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientific Committee
d0i:10.18086/swc.2015.08.09 Available at http://proceedings.ises.org
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could be considered and applied to future designs for low energy buildings.

2. Methods

Utilizing the senior community center as the subject building, EnergyPlus was used in this research to
analyze and compare case 1 (code), which complied with the building code, and case 2 (design), which
followed the current design trend. The elements affecting energy in case 1 were verified.

After evaluating and comparing case 1 and case 2, each load element was analyzed to derive the low energy
design for case 3. Case 3 showed improved thermal performance of the insulation and windows. The only
renewable energy source considered was solar power generation.

2.1 Case study

The subject building for this research is the senior community center within an apartment complex. Figure 1
shows the floor plan of the community center, with the living room, grandfather’s room (Room 1),
grandmother’s room (Room 2), restrooms, kitchen, and storage rooms.

The heating system is floor heating via district heating. The cooling system consists of four air conditioners
fitted to the ceilings in the living room, kitchen, and Rooms 1 and 2.

(a) Floor plan (c) seniors who are taking a rest in the living room

Fig. 1: Plan and photos of case study

2.2 Energy Simulation Program - EnergyPlus

Developed by the U.S. Department of Energy, EnergyPlus is a program that uses climatological data for load
calculation and analysis of energy consumption characteristics. It combines the advantages of DOE-2 and
BLAST and has several new functions. It is a simulation to have input and output text files. Users can set a
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time-step to calculate the loads of a building. EnergyPlus then calculates the heating and cooling system and
the requirements of the plant, and predicts the accurate space temperature and humidity as well as occupant
comfort (Crawley et al. 2008).

Fig. 2: Modelling using Sketchup
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Fig. 3: Image of the EnergyPlus Input data
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2.3 Model Conditions

Sketchup was used to model the subject building, as shown in Figure 2, and the model’s data was entered
into EnergyPlus. Figure 3 shows the values entered into the modeling wall of EnergyPlus. One zone was
designated for the heating and cooling for the entire senior community center.

Table 1 shows the necessary elements for the building energy analysis of case 1 and case 2. The BECDS
values from the middle region of Korea are shown in case 1. The data for case 2 reflect the values that are
commonly used during construction. For the architectural sector, the thermal conductance of the roof, walls,
floor, and window systems were calculated and entered. This was then repeated for the lighting, ventilation
devices, and household appliances of the electrical sector. For the equipment sector, the district heating
system installed was assumed to consist of an individual heating system, while the cooling system was
assumed to consist of four air conditioners, each installed in the four main rooms. The number of occupants

was 17, while the set point temperature for heating and cooling was set to 23°C and 26°C, respectively. The

amount of infiltration was presumed to be 0.1 h-1(ACH) and the ventilation was designed to be 0.5 h-1
(ACH).

Tab. 1: Condition of the case 1 & case 2

Contents Case 1 Case 2
Roof 0.29 0.23
Wall 0.48 0.32
U-value Floor 0.34 0.29
(W/m* K) , 2.70 1.76
Window
(SHGC : 0.75) (SHGC : 0.52)
Door 3.70 3.26
Light 1o0W/m’
Electric Ventilation 0.5 ACH
Misc. Equipment-television, refrigerator
Boiler Efficiency : 90%
System Airsgsgiirﬁion Capacity : 23kW
Eic. Occupants 17 people (0.1 person / m’)
Infiltration 0.1 ACH

2.4 Schedule

A major factor in determining the energy consumption of a building is scheduling. It is important to set a
reasonable schedule that considers occupant time, lighting, running time of household electric appliances,
and the hours of operation of the building’s systems for weekdays, weekends, and holidays. The time period
set for this research was one year, starting on January Ist and ending on December 31st, with hours of
occupation set from 7:00 AM to 9:00 PM. The contents of the schedule are shown in Table 2.

Tab. 2: Schedules

Content Total / Week Total/ Year
Occupancy 98 hours 5,096 hours
Appliances 98 hours 5,096 hours

Lighting 84 hours 4,368 hours
Ventilation 84 hours 4,368 hours
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3. Results

3.1 Comparing case 1 and case 2

A simulation was used to verify the energy consumption for case 1 and case 2, with a focus on heating and
cooling. Figure 4 shows the monthly heating and cooling energy consumption for case 1 and case 2.

The heating energy consumption of case 1 was 5,861kWh/year and that of case 2 was 4,722 kWh/year,
which is 20% less than case 1. The use of improved materials that complied with the thermal conductance
code for both insulation and windows system, led to approximately a 24% and 35% reduction in thermal
performance, respectively. The cooling energy consumption of case 1 was 6,367 kWh and that of case 2 was
6,086 kWh, which is about 4% less than case 1. Therefore, enhancing the thermal performance of the
insulation and window systems has a significant impact on heating energy consumption, but a minimal
impact on cooling energy consumption.

According to the simulation results, case 2, which follows the current design trends in Korea, consumes 12%
less heating and cooling energy than buildings that follow the BECDS (casel).
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Fig. 4: Comparison of case 1 and case 2

3.2 Low Energy Design Elements

Figure 5 quantitatively shows the heating and cooling elements of case 1 according to load ratio. The heat
loss through opaque surfaces was 52%, infiltration 31%, and window system 17%. This shows that the
envelope has a significant effect on heat loss.

For cooling, heat gain due to window systems is 43%, lighting 33%, people 17%, and equipment (household
electric appliances) 7%, which shows that the opaque surface has a minimal effect However, the window
system, which is a major factor in solar heat gain, and other factors contributing to internal heat gain
including people, lighting, and equipment, have a significant effect on the overall heat gain. It follows that
the slight reduction of 4% in cooling energy consumption from case 1 to case 2 is due to the lack of change
in the factors for internal heat gain.

The analysis shows that in order to reduce the heating load, the insulation for the walls, roof, and flooring
must be improved. Infiltration is also a significant factor; insulation tape will thus be used during
construction to reduce heat loss.

In order to reduce the cooling load, the solar heat gain through the window systems must be reduced by
installing glazing with a low solar heat gain coefficient (SHGC). The internal heat gain factors such as
people and equipment (household electric appliances) cannot be changed so it is more important to have
highly efficient lighting.

Each factor for the load categories of case 1 was analyzed to reduce the energy consumption for the senior
community center’s design. The important objectives were to reduce the heating energy by enhancing the
thermal conductance of the walls and window systems and to reduce the cooling energy by installing
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windows with low SHGC glass and by installing LEDs.

caso 1 Opaque case 1

Window

(b) Heat gain

(a) Heat loss

Fig. 5: Analysis of the load elements

Table 3 shows the factors contributing to the low energy design for case 3. Compared to case 1, the thermal
conductance for insulation decreased by 57%, while the thermal performance for window systems
significantly improved by 60%, with a drastic decrease in the SHGC value and a 20% decrease in light
density. In addition, solar panels were added to the plans for a zero energy design with renewable energy.

Tab 3. Condition of the case 1 & case 3

Contents Case 1 Case 3
Roof 0.29 0.17
Wall 0.48 0.11
U-value Floor 0.34 0.16
(W/m* K) . 2.70 1.03
Window
(SHGC : 0.75) (SHGC : 0.13)
Door 3.70 2.1
Electric Light 10W/m’ W/m’
Renewable PV system - 8kW x 4hr/day

3.3 Energy Consumption-case 3

Figure 6 compares the heating and cooling energy consumption of case 1 and case 3. The heating energy
consumption of case 3 was calculated to be 3,929kWh/year, which is 33% less than case 1, while the cooling
energy consumption of case 3 was 4,313kWh/year, which is 31% less than case 1.

It was determined that the 33% reduction in heating energy consumption was due to the increase in the
insulation of the wall and in the thermal conductance of the window systems. The cooling energy
consumption was reduced by 31% by utilizing glass with an SHGC value of 0.134 for glazing, achieving a
light density of 8w/ni, and using LED lighting wherever possible.

To further reduce the energy consumption of case 3, the case 3 load ratios were analyzed, as shown in Figure
7. For heating, the infiltration was reduced and the insulation for the wall was improved. For cooling, the
lighting density was reduced. However, since reducing light density can increase the heating load, it is
necessary to calculate the lowest light density that does not fall below the recommended level of indoor
illuminance.
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Fig. 6: Comparison of case 1 and case 3
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Fig. 8: Analysis of the load elements in case 3

3.4 Photovoltaic using of renewable energy

Photovoltaic solar cells were included in case 3 to meet the need for renewable energy in a zero energy
design. Figure 10 shows that the combined heating and cooling energy consumption is 8,242 kWh/year,
while the solar panels produce 11,600 kWh/year. Therefore, by using renewable energy, the zero energy
design is feasible and can result in a surplus of 3,438kWh/year.

(a) Photo of the installed PV system (b) monitor of PV generation in the senior center

Fig. 9: Analysis of the load elements in case 3

= Coolng = Meatng

BT .... ; .

0 5000 0000 15000

Fig. 10: Energy consumption and energy generation
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4. Conclusions

An energy simulation was conducted to design a zero energy building accommodating a senior community
center within apartment complexes in Korea. Case 1 was designed according to the Building Energy
Conservation Design Standards (BECDS) and case 2 reflected the common designs of Korean construction
companies. By analyzing the factors that affect heating and cooling in case 1, low energy design factors were
derived to calculate the energy consumption for case 3, as shown below.

® Heating energy consumption was 5,861kWh/year for case 1, 4,722 kWh/year for case 2, and 3,929
kWh/year for case 3. Compared to case 1, case 2 and case 3 showed a 20% and 33% reduction,
respectively.

® Cooling energy consumption was 6,367kWh/year for case 1, 6,086 kWh/year for case 2, and 4,313
kWh/year for case 3. Compared to case 1, case 2 and case 3 showed a 4% and 31% reduction,
respectively.

® Analyzing the factors that affect heating and cooling for case 1 shows that 1) for heating, opaque
surfaces are responsible for 52%, infiltration is responsible for 31%, and window systems are
responsible for 17% of heat loss, which shows that the envelope has a significant effect on heat
loss; 2) for cooling, window systems are responsible for 43% of the heat gain, lighting is
responsible for 33%, people are responsible for 17%, and equipment is responsible for 7%, which
shows that internal and solar heat gain account for most of the energy loss, while the envelope has
an insignificant effect.

® Photovoltaic solar panels were included in the design as a source of renewable energy to offset the
heating and cooling energy consumption of the low energy design of case 3. Using renewable
energy would result in an energy surplus of 3,438k Wh/year.
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Abstract

The heat recovery system for ventilation is of major importance when low energy buildings are built. One
alternative to the mechanical ventilation systems with heat recovery is to use a brine based run-around system
that allows for heat recovery in for instance hybrid ventilated buildings. This type of heat recovery system has
the potential to lower the need for electricity for the fans. Also, the installation has the potential to be simpler
when pipes transporting the brine replace traditional air ducts. However, pipes needed to transport the brine
will suffer from thermal losses. This will lower the efficiency of the heat recovery system. High losses could
in practice make the system unusable. In order to estimate how much this affects the annual heat recovery a
simulation tool was developed using TRNSYS. The result from the investigation shows that the losses for a
system with 40 m pipes in total are approximately 300 kWh annually. This corresponds to approximately 9%
of the energy savings from the ventilation heat recovery system. Insulating the pipes can reduce this heat loss
by approximately 250 kWh annually.

Keywords: Hybrid ventilation, Heat recovery,

1. Introduction

One advantage with using hybrid ventilation is the reduced need for electricity consumed by the fans in a
conventional mechanical ventilation heat recovery system. The importance for this becomes apparent when
considering the following example: A typical single-family house in Sweden consumes approximately 4000
kWh to heat the incoming ventilation air. If a mechanical ventilation system with 75% heat recovery rate is
used it means that 3000 kWh is saved on an annual basis. However, if we include the 456 kWh of electricity
Swedish Energy Agency (2010) which corresponds to about 1370 kWh of primary energy (energy factor 3),
the annual recovery rate is reduced to about 40%.

One alternative to this is to use natural or hybrid ventilation. However, hybrid ventilation systems normally
lack the possibility to recover any of the energy that disappears with the outgoing ventilation air. This will lead
to high energy consumption for heating and it could also result in a poor comfort in cold climates due to cold
draught from the incoming ventilation air. One possibility could be to install hybrid ventilation systems with
heat recovery. Recent development concerning heat exchangers with very low pressure drop has made these
types of systems possible, Hviid and Svendsen (2011), and Davidsson et al. (2013a). These types of heat
exchangers can be used in run-around heat recovery systems, Davidsson et al. (2013b). A typical run-around
system equipped with a heat recovery system is shown in Fig. 1. The incoming air is heat exchanged in the
water/air heat exchanger at the bottom of the building. The brine is then pumped to the top of the building
where it is used to recover heat from the outgoing ventilation air. The heat is pumped to the bottom of the
building and the circle is completed. The temperatures in the figure are used as an example to illustrate the
heat recovery process.

However, in this type of system there will be losses from the indoor air to the brine. This means that heat will
flow from the indoor air to the brine. In the end this means that the heat recovery rate for the system will be
reduced. There are three effects that should be kept in mind regarding this heat loss:

© 2016. The Authors. Published by International Solar Energy Society
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1. Heat will be lost from the room to the brine.

2. The increased brine temperature will reduce the heat transfer rate in the heat exchanger at the top of
the house from the air to the brine.

3. The increased brine temperature will increase the heat transfer in the heat exchanger at the bottom of
the house from the brine to the air.

This rather complex behavior makes it more difficult to estimate the heat loss effect from the system over a
full year. Further complication arises when a full building is included in the energy system and therefore a
dynamic simulation model is needed to quantify the above listed behavior.
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Fig. 1: Run-around heat recovery system suitable for hybrid ventilation.

2. Method

In order to investigate the consequences of heat losses in the pipes a TRNSYS simulation model was
developed. The simulations do not include effects from dirt on the heat exchangers or air leakage. Nor does it
include uneven consumption of electricity in the building or cooling during hours with overheating. The
included TRNSYS components and the most important parameters are described in Table 1. The internal gains,
window gains and thermal losses for the building are all included in the simulation in order to give a realistic
surrounding for the ventilation system.

Tab. 1: Parameters and TRNSYS types used in the simulation tool.

Building, TRNSY'S type 88 The building has an average U-value of 0.5 W/m2K. The thermal
capacitance of the buildings was set to 40 MJ/K. This corresponds to
approximately 100 m? concrete floor, 100 m? brick wall and it includes
interior material and the roof.

Internal gains Windows facing south (6.5 m? glazing area), west (6.5 m?), north (4 m?)
and east (4 m?) with a g-value of 55% were installed in the building. This
gives a glazing to floor area ratio of approximately 14 %, which is a
typical value. The transmitted solar radiation was treated as internal
gains of the building. The gain from people and electricity was set to 500
W continuously.

Weather data The weather data is data from Malmoe in the south of Sweden. The
weather data was obtained from Meteonorm (Meteonorm).
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Ventilation: Heat The ventilation flow rate for all cases was set to 234 kg/h which is
exchangers, TRNSYS type approximately equal to an air change rate of 0.5 changes per hour. This
Sb value was chosen in order to meet the requirements in the Swedish

Building code BBR (2011). The brine in the ventilation circuit was
assumed to be water. The temperature efficiency was set to 75%.

Pipes: type 31 The pipes for the run-around ventilation system were assumed to have an
inner diameter of 12 mm and a total length of 20 meter for both flow
directions, i.e. to the roof heat exchanger and to the bottom heat
exchanger. The heat loss coefficient for the uninsulated and the insulated

pipes are given in Table 2.

The heat resistance and thus the U-value of the pipes, uninsulated and insulated, where calculated using the
program IsoDim from Isover (IsoDim). The values used in the different simulations can be seen in Table 2.
The calculated values only includes the pipes. Connections and diverters are not included.

Tab. 2: Heat transfer rate for pipes with various insulation thickness.

Insulation thickness / mm U-value / (W/m?K)
0 7.7
20 0.68
40 0.31
60 0.19
80 0.13
100 0.10

3. Result

This building was calculated to use 15000 kWh annually for space heating and heat for the ventilation. If the
building is equipped with a heat recovery system, shown in Fig. 1, for the ventilation air the annual heating
need is reduced to 11350 kWh per year. This assumes a temperature heat recovery efficiency of 75%. However,
this simulation does not include any heat losses to the water piping system. If this is included the heating need
is increased to 11660 kWh annually. This assumes a total piping length of 2-20 meters with heat loss rate for
the water pipes assumed to be 7.7 W/(m?-K). The effects of insulating the pipes are shown in Fig. 2 and Fig 3.
The first of the two figures shows the annual heating for buildings equipped with a run around ventilation
system with heat recovery. The results show that not including any losses in the calculations for the ventilation
system will result in an overestimate of its performance by approximately 300 kWh annually. However,
insulating the pipes heavily will reduce this effect considerably resulting in only 50-100 kWh losses annually.
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Fig. 2: The annual heating need for buildings with ventilation systems with different pipe insulation. Note the

broken y-axis.
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Fig 3 shows with red bars that the heat transfer in the Bottom HX increases as the losses are included. This
happens since the air inside the building will heat the brine going to the Bottom HX. This is not beneficial for
the total energy performance for the building since the heat comes from the building itself. At the same time
the energy transferred in the roof HX will decrease. This is shown with blue bars. This happens since the brine
is already heated and less energy can be transferred from the air to the brine. The phenomena can be described
as a partly short circuited system. The losses in the pipes going from the bottom to the roof are indicated with
black arrows and the losses for the pipes going roof to the bottom is indicated with grey arrows. The losses in
the system matches the difference in energy transfer rate between the Bottom HX and the Roof HX. Note that
both diagrams have broken y-axis.
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Fig. 3: Blue and red bars shows the heat transfer in the Roof HX (heat exchanger) and the Bottom HX. The black
and the grey arrows indicate the thermal losses in the brine pipes. The black arrow is for the pipe going from the
Bottom HX to the Roof HX and the grey arrow shows the losses related to the brine pipes going from the Roof HX

to the Bottom HX. Note the broken y-axis.

Another consequence of the heat losses from the indoor air to the brine is that the heat exchanger at the bottom
of the building will have slightly warmer incoming brine compared to a case with uninsulated pipes. The
incoming air will therefore also be warmer. Simulations show that the incoming air is approximately 0.5°C
higher for the case with uninsulated pipes compared to pipes without any heat losses.

4. Conclusion

Not insulating the pipes in a run-around heat recovery system will result in increased heating need. A typical
one family house with a total of 40 m piping for the ventilation system will suffer from approximately 300
kWh higher energy need due to the pipe losses. However, insulating the pipes has the potential to lower the
energy losses to approximately 50 kWh. It’s also apparent that the losses from the pipe is heavily suppressed
already by 20 to 40 mm insulation. Further insulation has limited impact.

Using uninsulated pipes will lead to a higher temperature for the incoming air due to heat losses from the
indoor air to the brine. However, these losses only lead to a 0.5°C temperature rise for uninsulated pipes
compared to pipes with no losses. This difference will not be significant for the performance of the ventilation
system. A 1 kW, PV module tilted in 40 ° placed in Lund in the south of Sweden produces approximately 1
000 kWh/year. That means that a 250 W, module would produce approximately the same amount of electricity
as the above discussed insulation saves for the ventilation system.

5. Discussion

Since the brine in the pipes can be considerably colder than the indoor temperature there is a large risk of
having condensation on the pipes. This is not bad only for the energy performance. It can also cause humidity
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related problems where the pipes are placed. If the pipes are insulated there will be less humidity from the
indoor air that condense on the pipes.

One of the main advantages with a run around heat recovery system for retrofitting of ventilation systems in
old building is the fact that the pipes needed for this system is in most cases easier to install than ducts are in
a traditional balanced mechanical ventilation system. This is not discussed in this article even though it is well
worth to mention.

The total savings of insulating the pipes in the ventilation system approximately corresponds to the annual
electricity production from a 250 W, PV module. However, it should be taken into account that the electricity
from the PV panels could be used to run a heat pump therefore producing more that the needed 250 kWh.
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Abstract

BIPV facades (integrated with opaque or transparent PV panels) have been accepted as an innovative
strategy to provide electricity, reduce peak electrical and cooling demands, improve daylighting utilization,
and achieve energy efficiency in buildings. This study presents a preliminary simulation study of impact of
BIPV fagades on visual and non-visual effects of daylight in an office building. DAYSIM and
EVALGLARE, two advanced packages, were used to evaluate daylighting and visual performances. In
general lighting and visual conditions can be expressed by the calculated Daylight Autonomy (DA) across
the working plane and Daylight Glare Probability (DGP) at vertical planes of specific positions. The non-
visual effect of lighting was indicated by the vertical DA at the same vertical positions. It has been found that
BIPV facade configurations obviously affect both visual and non-visual performances of daylight. A balance
of proper daylighting conditions and visual comfort should be a critical issue in the process of an office
fagade design.

Keywords: BIPV facades, Lighting, Visual Performance, Non-visual Effects, Office Buildings

1. Introduction

Building Integrated Photovoltaics (BIPV) has been generally adopted as one important solution to directly
utilize solar energy in buildings, especially for the systems installed at building facades (Farkas et al., 2013).
With respect to studies during the last ten years, the BIPV facades (with opaque or transparent PV panels)
can provide electricity, reduce peak electrical and cooling demands, improve daylighting utilization, and
achieve energy efficiency in buildings (Quesada et al., 2012). A case study in two modern buildings showed
that PV facade systems significantly benefit fossil energy savings and the reduction of CO2 emission in a hot
and highly luminous climate (Alnaser et al., 2008). According to simulations in northern, central and
southern Europe, urban factors (obstruction and orientation) would impact the energy performance of opaque
PV fagade and determine its optimal configurations composed of glazing and solid wall (Yun and Steemers,
2009). However, semi-transparent PV has actually received more attentions from designers and engineers for
the modern fagade systems. In Hong Kong such a transparent PV facade was investigated in an office
building (Li et al., 2009), which has been proved to produce a clear decrease of electrical lighting and
cooling energy consumption. Another study in a cold climate also expressed that semi-transparent PV facade
has a large potential to improve overall energy efficiency than opaque fagade due to its ability to utilize
daylighting (Robinson and Athienitis, 2009). A German simulation enhanced the fact that lighting, heating
and cooling loads in an office with semi-transparent PV glazing facade could be partially displaced through
the electricity produced by the PV systems (Mende et al., 2011). In contrast to this study, a Brazil research
found that a PV window works more efficiently in terms of artificial lighting and cooling loads under a
tropical climate than the central European climate (Didone and Wagner, 2013). Recently, a more
complicated facade design integrated with PV panels has occurred at the locations with warm climates. Two
studies of PV facade in a sub-tropical climate presented that a ventilated double-skin structure could improve
both PV performance and indoor thermal comfort in summer (Chow et al., 2009; Han et al., 2013). The
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combination of shading devices and PV panels has been regarded as another interesting research topic. A
movable shading device integrated with PV panels was proved as an efficient way to achieve the largest
potential of energy savings for cooling and lighting use under central and southern European climates (Janak
and Kainberger, 2009), while a similar result has been found in a study of fixed shading device at a
Mediterranean location (Mandalaki et al., 2014).

Visual performance is also a crucial research focus of the PV fagade in office buildings. An earlier
investigation has preliminarily studied the visual amenity (glare, view, contrast and lighting model) and
aesthetic quality of indoor spaces with various transparent PV windows at a Scandinavian location (Lien and
Hestnes, 2000). The assessment of visual performance in this study was basically focused on qualitative
aspects. Later, one study implemented under a similar climate has adopted quantitative methods including
lighting measurements and subjective survey to evaluate lighting performance and visual comfort in a room
with various transparent PV glazing facades (Markvart et al., 2012). It has been concluded that the
integration of transparent thin-film PV in glazed facades could significantly influence occupants’ perception
of daylight in the room and the view to the outside. Based on a complicated simulation method, the impact of
solar cell density of PV facade on indoor visual comfort was analyzed in an office building (Mende et al.,
2011). The finding showed that the transparent solar cells in glazing facade might have a limited effect to
keep a proper visual comfort and a supplement shading device might still be required.

Apart from the visual aspects, the non-visual effects of daylight (e.g. psychological and physiological issues)
in an office have actually become a new research trend due to an increasing requirement for a healthy indoor
working environment (Boyce et al., 2003). Even though daylight availability is generally accepted as a
standard to justify a proper design, it is still necessary to implement more investigations in an office with
various facades since there are still many unknown areas of human behavior related to daylighting (Aries et
al., 2015).

Thus, it can be found that energy performance is only one of important issues in office buildings with PV
facades. Directly and significantly influenced by the indoor lighting, occupants’ health, well-being and work
productivities in such a space could be more critical. This article therefore aims to study the visual and non-
visual performances of daylight in an office building with various PV fagade systems. A dynamic lighting
and visual simulation was completed in an office at two locations of Beijing (China) and London (UK).

2. Methods

This section presents locations and climates, office and fagade models, as well as simulation settings.

2.1 Locations and Climates

The simulation study was based on two locations with different climatic conditions: Beijing (39.9167° N,
116.3833° E) and London (51.5072° N, 0.1275° W). Beijing has a continent climate with cold winter and hot
summer, while a typical temperate climate dominates at London. The annual sunshine hours for Beijing and
London are 2707 and 1460 respectively (of a possible number 4383) (Database of World Climate &
Temperature, 2015). Beijing has clearly 29% more sunny days than London.

2.2 Office and Fagade Models

In this study a single office room has been chosen as a typical model (Fig.1), with a dimension of
5.4%3.6%2.85m (depth, width and height). The office room has one fully-glazed window facade, which the
PV panels were integrated with. The window fagade has a south-facing orientation. Five various fagade
configurations were studied as follows: bare window (no PV panels), facades with opaque PV panels (small
and large areas), facade with semi-transparent PV panels (small and large areas). For the facades with bath
types of PV panel, the large PV area means the ratio of glazing area to wall area is 30% (PV area: 70%),
while the value for the small PV area is around 60% (PV area: 40%) (Fig.1). The surface reflectances of each
room element are: 0.8 (ceiling), 0.6 (wall), 0.3 (floor) and 0.1 (glazing). The visual transmittance of facade
glazing is 0.72 (clear float glass). The part of PV fagade is made of the glass laminate thin film PV units with
two outer layers (clear float glass, thickness 4mm, visual transmittance 0.9) and one middle layer (PV
encapsulation panel, 0.8mm). The opaque PV encapsulation panel has a diffuse reflectance 0.1 whilst a
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diffuse transmittance 0.3 was set for the semi-transparent PV encapsulation panel. An average diffuse
transmittance of semi-transparent PV panel could be around 0.24.

Perspective view Front view
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Fig. 1: Dimensions of office model (left: perspective) and configurations of two PV facades (right: front view).

2.3 Simulations

As for the basic daylight availability in this office, Daylight Autonomy (DA) and Daylight Factor (DF)
across horizontal working plane (0.8m above floor) were calculated using a climate-based dynamic
daylighting modelling tool DAYSIM (Reinhart and Herkel, 2000). A calculation grid with a 0.5m distance
between two adjacent positions was used to get an average value of DA or DF. Also, eight positions were
selected along the centre line of room from window to back wall, with a distance to window as follows:
No.1-8 (0.51m, 1.18m, 1.86m, 2.53m, 3.21m, 3.88m, 4.56m and 5.23m). The design illuminance for DA
assessment at the working plane is 500lux within a daily time period from 8am to 17pm.

Glazing
Tatade
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Fig. 3: Examples of rendering fish-eye images of four various views (up: glazing fagade; bottom: PV fagade).

In addition, two positions in the office were studied in terms of visual and non-visual lighting performances:
No.l & 2 (Fig.2). Position No.l is exactly located at the room centre. Position No.2 is at the area near
window, which could be regarded as a common place for a working station. The distances of position No.2
to window and side wall are 1.35m and 0.9m respectively. Four view directions were also defined at the two
positions: C1 (at No.1, facing south), C2 (at No.2, facing east), C3 (at No.2, facing south east) and C4 (at
No.2, facing south). C1 and C2 were the main views in this study. According to previous studies (Aries et al.,
2015; Borisuit et al., 2014), the non-visual effect of daylight could be evaluated by the vertical illuminance
received at the eyes of occupants. Thus, the daylighting availability at the two positions and along the four
view directions has been assessed to indirectly indicate the effect. Similarly, two vertical DA values
(illuminance threshold: 1000lux and 2000lux) were calculated at a height 1.2m (normal eye level of a sitting
human being) using the DAYSIM for each view. In order to achieve a comprehensive visual performance of
PV fagade, a more complicated analysis was carried out in terms of Daylight Glare Probability (DGP)
(Wienold and Christoffersen, 2006). Different from a conventional model Daylight Glare Index (DGI), DGP
could be more suitable for assessing visual comfort in a real daylit space, especially for the window with a
non-uniform surface luminance. Based on fish-eye images rendered by Radiance (Fig.3), DGP values were
calculated at each view in a software package EVALGLARE (Wienold and Christoffersen, 2006). The glare
metrics of DGP method are: DGP < 35%, imperceptible; 35% < DPP < 40%, perceptible; 40% <DGP <
45%, disturbing; DGP > 45%, intolerable. The dates for visual comfort evaluation were: spring equinox
20/03/2015; autumn equinox 23/09/2015; summer solstice 21/06/2015; winter solstice 22/12/2015. For each
date, also, only three times 9am, 12pm and 15pm were analyzed.

Following a method to model PV glazing system (Didone and Wagner, 2013), BSDF (Bidirectional
Scattering Distribution Function) of PV fagades in this study was achieved according to various materials
used for each layer. A software OPTICS (version 6.0) and International Glazing Database (version 29.0)
from Lawrence Berkeley National Lab were the tools to produce Radiance material files used in all
simulations.

3. Results and Discussions

This section includes a preliminary analysis of daylighting performance across the working plane, visual and
non-visual performances in the office model with various PV fagade systems. The five facade systems are
named as: BW (bare window), LOP (large opaque PV facade), LTP (large semi-transparent PV facade), SOP
(small opaque PV facade) and STP (small semi-transparent PV facade).

3.1. Daylight performance at the working plane

The daylighting level at the working plane is generally adopted to show a basic daylighting condition. Table
1 presents average DF and DA values at the working plane in various models. DF is a daylight metric to
show a basic daylighting condition under CIE standard overcast sky condition.

Tab. 1: Average Daylight Factor and Daylight Autonomy in the office with various facade systems.

BW LOP LTP SOP STP

DF (%) 9.49 2.2 4.06 5.26 6.32
DA (%): Beijing 86.96 43.64 64.34 72.87 78.04
DA (%): London 78.74 42.18 61.73 68.4 71.98

The fagade with a large PV area normally gives rise to the minimum average DF, while the highest average
value is found with the bare window. Taking the average DF of bare window as reference, the percentage DF
differences of other fagade systems are the following: -76.8% (LOP), -57.2% (LTP), -44.6% (SOP) and -
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33.4% (STP). Interestingly, small opaque PV fagade would still bring in more diffuse daylighting than the
large semi-transparent PV facade. Based on the climate-based daylight modelling, nevertheless, DA is used
to assess the daylighting availability taking into account locations and climates. Clearly, a higher average DA
of Beijing can be found for each facade system than London, due to a better sky condition for daylight
utilization. In response to the DF analysis, large opaque PV facades at both locations receive the lowest DA
at the working plane, whilst small opaque PV facades would still lead to a relatively higher DA than large
transparent PV facades. Reducing PV transmittance or increasing PV size would significantly lower the
average DA in the office. Similarly, taking the DA of bare window as reference, the relative DA differences
of PV facades are: LOP (Beijing: -49.82%; London: -46.43%), LTP (Beijing: -26%; London: -21.6%), SOP
(Beijing: -16.2%; London: -13.13%) and STP (Beijing: -10.25%; London: -8.59%). Compared with London,
Beijing sees a slightl: ™~ oot i rally, a 43% decrease in PV
size would reduce th T T BT I i e or 15% for transparent PV
panels. However, a 0 l vould lead to a reduction of
relative DA differenc ~ # 1
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Fig. 4: Daylight Factors at the eight positions in the office with various fagade systems.
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Fig. 5: Daylight Autonomy at the eight positions in the office with various fagade systems (Beijing and London).

Fig 4 indicates variations of DF along centre line of the room with the five fagade systems. An exponential
decay of DF could be found for each fagade system. With PV panels in the glazing facade, DF values have
been clearly reduced along the room centre, especially for the area near window (distance to window <
2.7m). Normally, small PV size and transparent PV panel will give rise to a higher DF value than large PV
and opaque panel from the window to back wall. The average DF values of the eight positions are: 9.49%
(BW), 2.2% (LOP), 4.06% (LTP), 5.26% (SOP) and 6.32% (STP). In general, a 43% decrease in PV size
would get an over doubled DF value for opaque panel and a 56% higher DF value for transparent panel,
whilst a 0.24 increase in absolute transmittance value of PV panels would increase 100% and 20% DF value
for large and small PV panels respectively. Similarly, variations of DA along the centre line of room have
been displayed in Fig 5. Compared with other PV fagade systems, large opaque PV fagade has a much lower
DA at both locations and only the perimeter area (No.1-3) has a DA >50%. Except for large opaque facade,
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however, the first position No.l (with a distance 0.51m to window) sees a similar DA value between bare
window, while a DA divergence increases with the position moving towards back wall. For both Beijing and
London, small PV facades could keep a DA > 50% at each centre position. Similar to average DA, the
relative differences of DA between PV facades and bare window along centre line are smaller at London
than Beijing.

Regards as the analysis above, a diffuse incident skylight under overcast sky could be heavily blocked by the
large opaque PV panels. However, changing the size of semi-transparent PV panels would not bring in the
difference as big as the opaque PV panels, due to a fact that the increased transmittance could significantly
supplement one part of blocked diffuse daylight. For the DA analysis, nevertheless, the direct sunlight would
be more difficult to block than the diffuse skylight by the application of PV panels in facades.

3.2. Visual performance of various facades

This section discusses the visual performance along four view directions in the office model with various
fagade systems at Beijing and London. The DGP was evaluated under a clear sky at the locations in order to

investigate the worst visual condition with direct sunlight.
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Fig. 6: Frequency distribution of four DGP ranges in the office with various fagade systems
(Left: Beijing; Right — London).

First, a general visual performance has been discussed through a statistical analysis. Fig 6 shows the
frequency distributions of four DGP ranges (see section 2.3) on four dates (20/03/2015; 21/06/2015;
23/09/2015; 22/12/2015) and three typical times (9am, 12pm and 15pm). The frequency was averagely
analyzed with all four views (C1, C2, C3 and C4). Clearly, the biggest frequencies occur at DGP>0.45
(intolerable glare). DGP metrics show 0.4 is the threshold to justify visual comfort in a space (Wienold and
Christoffersen, 2006). For the DGP>0.4 (visual discomfort), however, various fagades have an occurrence
frequency: Beijing — 91.7% (BW), 56.3% (LOP), 75% (LTP), 85.4% (SOP) and 89.6% (STP); London —
87.5% (BW), 54.2% (LOP), 77.1% (LTP), 78.4% (SOP) and 79.3% (STP). Accordingly, the potential to
bring in a comfort visual environment in the office follows an order of lowest to highest as:
BW>STP>SOP>LTP>LOP. In addition, the absolute differences of the frequency (DGP>0.4) between
Beijing and London are: 4.17% (BW), 2.08% (LOP), -4.16% (LTP), 6.25% (SOP) and 10.41% (STP).
Thus, Beijing office sees a relatively higher potential of visual discomfort than London office with bare
window, large opaque PV and two small PV facades, whereas the large transparent PV facade would lead
to a bit higher possibility to get visual discomfort in London office.

Second, as a main view facing outside, C1 has been specifically assessed with respect to visual comfort
(DGP variations) in the model with five various fagcade systems (Fig 7 and 8) as below.
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Fig. 7: Variations of Daylight Glare Probability in the office with various fagade systems at 9am or 15pm (C1;
Beijing: left; London: right).

Fig 7 displays varying DGP values of various facades in the morning (9am) or in the afternoon (15pm).
Normally, a similar variation could be found on spring and autumn equinoxes: only large opaque PV fagade
could keep an acceptable visual environment; other fagade systems would just bring in visual discomfort.
Apparently, lower DGP values can be found on winter and summer solstices. All fagade systems at Beijing
office see a proper visual condition (DGP<0.4) on summer solstice, while a similar trend at London can be
only found on winter solstice. Except for the bare window and small transparent PV fagade at Beijing, other
three facades have a DGP<0.4 on winter solstice. Interestingly, the summer solstice gives rise to an
acceptable visual performance in the London office on the condition of using large opaque, large
transparent and small opaque PV facades.
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Fig. 8: Variations of Daylight Glare Probability in the office with various fagade systems at 12pm (C1; Beijing: left;
London: right).

The varying DGP values of various facades at noon (12pm) can be found in Fig 8. In general, it could be
very hard to achieve a comfort visual environment in the office through the integration of PV panels in the
glazing fagade at Beijing and London. Even though the large opaque PV can block a lot of direct sunlight,
DGP of LOP fagade is still kept in a range of 0.35 — 0.4 (glare: perceptible). Beijing and London have a
similar DGP varying trend: the highest value is found on winter solstice while summer solstice sees the
lowest value; spring and autumn equinoxes have a middle value in between.

Third, view direction C2 (facing east) is commonly found in a typical office. The DGP assessment along
this view is displayed in Fig 9, 10 and 11.
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Fig. 9: Variations of Daylight Glare Probability in the office with various fagade systems at 9am (C2; Beijing: left;
London: right).

At time 9am in the morning (Fig 9), all facade systems could bring in a proper visual comfort (DGP<0.4)
on summer solstice while a high possibility to be seriously disturbed by glare are found on other three
dates. Two large PV facades would produce a good daylighting condition according to visual comfort
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(DGP< 0.35; ‘imperceptible’ glare). For the time at noon (12pm), however, a more complicated DGP
variation has been given regarding the Fig 10: the lowest DGP can be found on summer solstice at Beijing
and on winter solstice at London, whereas both Beijing and London see the highest DGP on spring equinox.
At Beijing, a proper visual condition (DGP<0.4) only occurs on summer solstice for PV facades. Also, the
winter solstice and autumn equinox have a similar DGP performance. At London, large opaque fagade can
help achieve the lowest DGP and proper visual comfort (DGP<0.4) on each date. With PV panels (both
opaque and transparent), also, a very good visual environment is found on winter solstice (DGP<(.35) at
London office. Generally, London office has a relatively lower DGP value than Beijing office. In the
afternoon (15pm, Fig 11), DGP variations of various facade systems are similar to those at noon (12pm, Fig
10). Spring equinox has the worst visual condition, whilst Beijing and London offices see the best visual
comfort on summer solstice and winter solstice respectively. Besides, large opaque PV panel would bring
in a proper visual comfort (DGP<0.4) on all dates and at both locations. The use of PV panels (both opaque
and transparent) could ensure the basic visual comfort (DGP<0.4) on winter and summer solstices at
London office. However, a similar effect can be only found on summer solstice at Beijing. In terms of the
analysis of three times 9am, 12pm and 15pm, an order of the potential to achieve visual comfort for all PV
facades from highest to lowest is: LOP, LTP, SOP, and STP.
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Fig. 10: Variations of Daylight Glare Probability in the office with various fagade systems at 12pm (C2; Beijing:
left; London: right).
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Fig. 11: Variations of Daylight Glare Probability in the office with various fagade systems at 15pm (C2; Beijing:
left; London: right).

From the analysis above, DGP variations could be explained by the combined effect of solar geometry and
fagade configurations. Compared with small PV panels, the large panels could block more direct sunlight
that gives rise to a higher potential of visual discomfort. For the view facing south (C1), a higher solar
altitude of summer solstice at noon results in a smaller daylighting level at the vertical surface of glazing
fagade, whereas the vertical daylighting level will go up with a lower solar altitude in winter. These could
directly decide if a proper visual condition is achieved. When sunlight arrives from the side (9am or 15pm)
on spring or autumn equinox, the lower solar altitude would lead to a higher daylighting level at the opposite
side wall, which would make the wall brighter. Following this way, the view facing east (C2) will get a
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similar visual performance at 9am and 12pm as the south-facing view at noon and in the afternoon
respectively.

3.3 Non-visual performance of various facades

As mentioned in section 2.3, Daylight Autonomy (threshold: 1000lux and 2000lux) at four vertical positions
was used to expressed the non-visual effects of daylighting with the occurrence of various fagade systems.
Tab 2&3 give the calculated DA values at the offices of Beijing and London. The larger is the DA, the higher
is the possibility to active a positive non-visual effect of daylight.

Tab. 2: Daylight Autonomy at four vertical positions in an office with various facade systems (Beijing)

Daylight Autonomy (%) - Beijing
Vertical Illuminance
View BW LOP LTP SOP STP
Threshold
C1 91 45 75 81 82
2 89 36 65 76 79
1000lux C3 94 64 84 88 89
C4 94 72 86 90 90
C1 77 17 44 53 61
2 71 12 35 45 54
C3 87 26 60 71 77
2000lux
C4 89 38 65 75 80

Similar to the general daylighting performance at working plane, vertical DA values (1000lux and 2000lux)
at the four positions of Beijing office in Table 2 follow a trend: LOP < LTP < SOP < STP < BW. Taking the
bare window as reference, four PV facades have average percentage differences of vertical DA (threshold:
10001ux) as: -41% (LOP), -15.8% (LTP), -8.96% (SOP), -7.6% (STP) and vertical DA (threshold: 20001ux)
as: -71.3% (LOP), -37% (LTP), -24.7% (SOP), -16.1% (STP). Increasing PV size would significantly reduce
the vertical DA, especially for the large vertical illuminance 2000lux. For opaque PV panels, a 75% increase
in PV size (from 40% to 70% wall area) would cause a fivefold percentage DA difference with 1000lux and
a tripled percentage DA difference with 2000lux. However, transparent PV panels see a lower impact of the
size change: a 75% increase in PV size will just get a doubled percentage DA difference for both thresholds.
Normally, facing east (C2) receives the lowest vertical DA values with each fagade system. With the small
vertical illuminance 1000lux only the two positions (C1 and C2) with large opaque PV have a vertical DA <
50%, whereas more lower DA values can be found with the large vertical illuminance 2000lux: all positions
(LOP), C1 & C2 (LTP), C2 (SOP).

Tab. 3: Daylight Autonomy at four vertical positions in an office with various facade systems (London)

Daylight Autonomy (%) - London
Vertical Illuminance
View BW LOP LTP SOp STP
Threshold
C1 80 48 67 71 75
C2 76 40 58 65 69
10001ux C3 85 58 73 78 80
C4 86 65 77 80 83
C1 68 21 47 53 60
C2 62 9 36 48 52
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20001ux C3 76 36 56 64 68

C4 78 43 61 68 72

Tab. 3 shows the vertical DA values in London office. A similar varying trend as Beijing office could be
found here. The average percentage differences of vertical DA of PV facades to the bare window are as
follows: for threshold 1000lux, -35.5% (LOP), -15.9% (LTP), -10.1% (SOP), -6.12% (STP); for threshold
20001Iux, -61.6% (LOP), -29.6% (LTP), -18% (SOP), -11.3% (STP). With a 75% increase in PV size, the
large opaque PV panel sees a 3.5 times percentage DA difference of small opaque panel, whereas the large
transparent panel has a value slightly higher than the doubled percentage difference of small transparent
panel. The large PV would give rise to a lower vertical DA (<50%), in particular for the vertical
illuminance 2000lux or at the position facing east. Compared with Beijing office, it could be found that
London office receives a smaller impact of PV panels on the vertical DA.

4. Conclusions

This simulation study was completed in an office with various PV fagade systems, which focused on the
impact of indoor daylighting on visual and non-visual performances of occupants. Several findings are given
as follows:

(1) In modern office buildings, the energy efficiency could not be the only core issue considered by the BIPV
fagade designers and engineers. It would be necessary to implement a comprehensive daylight design in such
buildings in terms of visual and non-visual effects.

(2) It could be possible to adopt a proper BIPV fagade as a feasible design strategy in office buildings to
achieve energy efficiency, a good general daylighting performance at the working plane, as well as an
acceptable vertical daylighting level relating to non-visual performance at typical working stations.

(3) For a glazing fagade with uniformly distributed PV units, size and transmittance of PV cells could be
critical in terms of visual and non-visual daylighting design in office buildings. When considering opaque
PV cells, it could be still possible to produce a relatively worse daylighting performance (visual and non-
visual aspects), even with the occurrence of large glazing (e.g. 30% wall area).

(4) It would be difficult to keep a proper visual comfort at typical working times in office buildings with the
vertical BIPV facade system. Extra shading devices (e.g. venetian blind, overhang, louvre, ect) would be
strongly recommended in order to avoid glare and complete a normal office work in day time.

(5) For the vertical BIPV system integrated with building fenestrations, it could be possible to achieve a
higher indoor daylighting performance at both horizontal and vertical planes, which are used to indicate a
basic daylighting condition and a potential to active non-visual effect. However, a proper balance between
horizontal and vertical daylight levels and visual comfort would be a big challenge.

Limitations: this study was based on a preliminary simulation with simple office and BIPV models. More
complicated building spaces and fagade systems will be studied in the next stage.
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Demonstration of An Office Powered By Solar PV System

Bin-JuineHuang, Po-Chien Hsu, Y.H. Wang, J.H. Tsai, Leo Chen, Kang Li, KY Lee

Department of Mechanical Engineering, National Taiwan University, Taipei, Taiwan.

Abstract

The purpose of the present study is to demonstrate the concept of peak-suppression by energy saving and
replacement of peak load by solar PV energy supply to replace nuclear power. An office with 150m? floor
area and 14 employees was chosen as the demonstration site. The results show that retrofit for energy-saving
reduces 65% energy and the solar PV system supplies 20%. The total energy reduction is 85%. The total
investment of the solar PV system and the retrofit of energy-saving devices is around USD30,000. The net

total energy saving in 20 years is USD 80,000, including M&O cost. The system has been run about one year.

The measured average total power consumption of the office is reduced from 10.2 kW to 3.6 kW (after
retrofit) in which solar PV supplies about half.

Keywords: solar PV energy, distributed solar system, solar energy office

1. Introduction

Grid power demand during peak load is caused mainly by energy consumption of air conditioning systems.
Solar PV system is the best solution for peak-shaving. In addition, the utilization of solar PV power system
should be for self-consumption, rather than feeding back to grid and causing transmission problem when
solar PV is widely adopted. That is, solar PV distributed system will be one of the future major energy
supplies in the world.

Since Taiwan is located in subtropical area, there is a peak load around 13:00 during summer around 34GW.
From a long-term study, the power consumption of air conditoning contributes about 9 GW. Energy saving
of air conditioning systems is thus most important.

Taiwan Government has set up a energy-efficiency classification for all air conditioners since 2010. Five
categories are defined according to the energy efficiency ratio (EER) (W/W) and cooling capacity. See Table
1. However, EER of majority of air conditioners in the market or ever installed is below 3.5 (Category 3~5) .
In 2010, 70% of air conditoners belongs to Category 5. Large potential of energy saving is feasible since the
EER of the most advanced air conditioner in the market is higher than 5.6.

Table 1: Category of air conditioners

Type Coolmi \?pacny, EER (W/W)
Category 1 2 3 4 5
<2.2
2.2~4.0
Integral-type 4071 >34 3.25~3.4  3.1~3.25 2.95~3.1 <2.95
7.1~10
<4.0 >4.17 3.93~4.17 3.69~393 3.45~3.69 <3.45
Split-type 4.0~7.1 >3.87 3.65~3.87 3.42~3.65 3.2~3.42 <3.20
>7.1 >3.81 3.59~3.81 3.37~3.59 3.15~3.37 <3.15

Besides, lighting consumes about 10~15% energy in Taiwan. It is known that LED (light-emitting-diode) can
save more than 50% lighting energy. Thus, lighting energy saving using LED is also feasible.

The cost of solar PV energy is reduced dramatically recently to bring the grid-parity age to come. Energy
from solar PV is equal or cheaper than from the grid. High-efficiency air conditioning, LED lighting, and
low-cost solar PV are all technically mature and available in the market for energy saving.

© 2016. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientific Committee
doi:10.18086/swc.2015.08.12 Available at http://proceedings.ises.org
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The purpose of the present study is to demonstrate the concept of peak-suppression by energy saving first
and then replacement of peak load by solar PV energy supply. This may be able to completely abandon
nuclear power in Taiwan, as shown in Fig.1. An office in a 7-floor building located in Taipei with 150m?
floor area and 14 employees was chosen as the demonstration site.
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Fig. 1: The concept of nuclear power abandon by eneréy saving and using solar PV energy.

2. Retrofit of energy equipment and solar PV supply

2.1. Retrofit for energy saving

1. Energy consumption before energy-saving retrofit

The office of the Department of Mechanical Engineering, National Taiwan University, with 150m? floor area
and occupied by 15 employees, was chosen as the demonstration site (D-1). The major energy consumption
of the office comes from air conditoning, lighting, and PC. The power and daily energy consumption of air
conditioners, lighting, and laptop PC was calculated and listed in Table 2. It is seen that the total power
consumption for air conditioners, lighting, and PC reaches 10.16 kW and the daily total energy consumption
reaches 81.3 kWh. 64% energy is consumed by air conditioners.

Table 2: Energy consumption before retrofit.
Power input,  Daily energy,

Daily consumption @8 h/day KW KWh/day
(1)Air conditioning
Room 1:  One split-type MW3299 BFR: cooling 25 20
7.3kW, COP 2.92 :
One window-type : cooling 5.8 kW, ) 16
COP29
Room 2: One window-type MWS550BR: cooling ) 16
5.8kW, COP 2.9.
Energy consumption 6.5 52
(2)Lighting
Room 1: Recessed fluorescent (47W)26 sets 1.222 9.8
Room 2:  Recessed fluorescent (47W) 4 sets 0.188 1.5
Energy consumption 1.41 11.3
3) PC
Room 1: 13 laptop PC, 150W each 1.95 15.6
Room 2: 2 laptop PC, 150W each 0.3 2.4
Energy consumption 2.25 18
Total energy consumption 1016 813

(air conditioners, lighting, PC)

2. Energy-saving retrofit and energy consumption

To reduce energy consumption, four retrofitting was carried out: (1)air conditioning system is renewed with
high-efficiency split-type air conditioner (Hitachi RAC-22NB) with COP 5.6; (2)lighting is retrofitted with
LED luminaire with 100 Lm/W; (3)all lap-top computers are changed into notebook PC; (4)the window glass
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is covered with low-E film to block IR part of solar radiation penetrating into the office. The above four
retrofits results in 65% energy saving as shown in Table 3, at average power 3.6 kW (from 10.2 kW) and
daily energy consumption 28.6 kWh/day (from 81.3 kWh/day).

Table 3: Energy consumption before retrofit.

u .
Before emergy-saving retrofit After energy-saving retrofit u:::;
Power Daily Power Daly
Old equipment mput, emergy, New equipment mput,  energy,
kW  kWh day kW kWhday
(1)Air conditicner
Room 1: Oume split.type MWI259 23 20 |Five Hitachi split-type RAC 22NB 2 16 20%
BFR: ¢cooling 7 3k'W, cooling 2 2kW, COPS 6
COop292
One window.type . cooling 2 16
_8kW.COP29 B — . - R
Room 2- One window-type 1 10 |Ome Mitachs spiit-type RAC22NB 04 32 0%
MWISOBR: cooling £ .8kW, cooling 2.2kW,COP 5.6
COoP2S
_____ Energy consumption 6.5 52 44 192 3%
(2)Lighting
Room 1: Recessed TS flucrescent 1.222 98 |Recessed TS LED (30W) 20 sets 0.6 45 51%
(ATW)26 sets
Room 2: Recessed TS fluorescemt 0.188% 1.5 |Recessed TS LED (30W) 4 sets 0.12 096 5d%
(4TW) 4 sets
Energy consumption 1.41 13 0.72 57 49%
(3)pC
Room | 13 lapeop PC, 150W ecach 195 156 |13NB, 30W each 039 312 80%
Rooms 2 2 lapeop PC, 150W cach 03 24 |2NB. 30Weach 0.06 048 80%
Energy comsumption 2.28 18 0.45 A6 $0%
Total energy consamption g
. B e 9 <o
(i conditioners, lighting, PC) Wnis s s a5

Based on renning time $ h day

2.2. Solar PV system design

A 6 kWp hybrid solar PV system is installed to replace another 20% energy. That is, 85% energy
consumption is reduced in total.

The solar PV system is an isolated-type hybrid solar PV system (HyPV) which operates in Stand-alone PV
Mode or Grid Mode, automatically. Fig.2 No solar PV energy is fed back to grid. When solar power
generation and battery storage is sufficient, it operates in Stand-alone PV Mode and the load is powered
completely by solar energy. When solar power generation and battery storage is not sufficient, it will switch
to Grid Mode and the load is supplied completely by grid. The intelligent controller (MCU) performs optimal
switching control between Stand-alone PV Mode and Grid Mode to reduce cycling of battery and ATS. The
microprocessor-based MCU also carries out solar charging and system protection control, etc.
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Fig. 2: Hybrid solar PV system (HyPV)
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The HyPV utilizes nMPPO (near maximum-power-point operation) system design (Huang et al, 2006) to
eliminate the conventional MPPT (maximum-power-point tracking control) but still keep optimal
performance. This reduces MPPT energy loss and hardware cost and increases the reliability. The HyPV also
utilizes direct PV charging control technique for battery to avoid energy loss and malfunction of
conventional charger. This reduces cost and increases reliability. Fig.3 shows the installation of HyPV on
roof-top for energy supply of the office.
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Fig. 3: Hybrid solar PV system for office energy supply.

The design of 5.88 kWp solar PV system is shown in Table 4. To increase power generation, 1A-3P (one-
axis 3-position) sun tracker is used to mount PV panels. The energy generation will be increased by 25% in
Taipei (Huang et al, 2007). The solar PV system is divided into two 2.94 kWp subsystems. No.l supplies 4
air conditioners (220VAC). No.2 supplies power to drive 2 air conditioners (220VAC) and LED lighting
and PC’s (110VAC) (Fig. 3). The installation is as shown in Fig. 4.

Table 4: PV system design.

Solar PV system:

(1)energy generation capability, KkWh/kWp-yr 900
(2)PV installed capacity, kWp 5.88
(3)system loss 10%
(4)power enhancement by 1A-3P 1.25
(5)average daily generation, kWh/day 16.31
(6)highest daily generation, kWh/day 24.47
(7)lowest daily generation, kWh/day 2.35
(8)max load, kWh/day 28.6
Battery storage:

(1) Li-battery capacity, kWh 2.88
(2) running time at full load, hr 0.8
(3) running time for A/C, hr 1.2
(4) running time for lighting, hr 4.0

Fig 4: Chassis of HyPV for MCU, inverter and battery etc.

3. Testresults

The installation of HyPV system including measuring system was completed in July 2014. The performance
was monitored continuously from August, 2014. Fig. 5 shows the 5-month operation for No.1 unit which is
used to supply 4 air conditioners. According to statistical data from the government monitoring network
around Taiwan, the daily PV energy generation per unit PV installation is 2.47 kWh/kWp per day (900 kWh/
kWp-yr). Fig. 6 shows that the 5-month performance of No.1 obtains 2.17 kWh/kWp per day in average
which is 12% lower than the statistical data. This is due to low load energy consumption in fall season while
air conditioner is not frequently used.
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Fig 6: PV generation per kWp installed in No.1 unit.

The daily total energy supply (PV-Mode and Grid-Mode) of No.2 unit is shown in Fig 7. It reaches 2.67
kWh/kWp per day, 8.1% higher than the statistical result. This is due to the fact that the load energy of LED
lighting and NB is supplied by No.2 unit which is not changed all year round.

Table 5 is the long-term results in PV energy generation and solar fraction. It shows that the PV energy
generation per PV installed reaches 2.42 kWh/kWp per day (Fig.8), approaching the statistical result (2.47).
This means that no PV energy generation loss for the whole D-1 system, even it is operated only in weekdays
and at low load condition in fall season.
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Table 5: Performance of D-1 system in 2014.

Nod No2 No.i+No.2

PV generaton PV geoeraton No.i»v P gereratan

01 por kWp Solr perkwy  soe ERNERERL oecwp  Soler
eislation,  fraction | nateletion, fracion 0N mialstion,  fraction

KW/ WWp-day AN AWp-day AW AW day
J014/8 in 0.E8 35 086) 161 0.745
2014/% a2 087 4567 0.68 ¥ 454 0.77%
2014/10 1.5% 0.7% 37 07 2.7 2.65 0,725
2014711 1.77 0.73 215 048 177 196 0.605
2014/12 .2 029 1.9% 04 333 158 0.345
Average 217 065 1567 058 188 242 0.615

Fig 9 shows that the 7-month total energy supply (load) of D-1 in 2015 is lower than the estimation (28.6
kWh/day), except in summer. The PV-Mode supply ratio is 0.75. The load demand in March is quite low
which increases the PV generation loss. However, the PV energy generation reaches 20.94 kWh/day in
summer (June and July), 28% higher than average prediction. Fig.10.

The design of D-1 system is based on the concept of PV energy for self-consumption and small battery
storage to reduce cost. The battery is used as a buffer to stabilize the instantaneous load only. The long-term
test results for a year shows that the PV energy generation loss is low.
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4. Economic Feasibility

The total investment of the solar PV system and the retrofit of air conditioning system, lighting devices,
window insulation etc. is around USD30,000. The net total energy saving in 20 years is USD 80,000,
including M&O cost. The system has been run about one year. The measured total power consumption of the
office is reduced from 10.2 kW to 3.6 kW (after retrofit), about 65%. The solar PV system supplies about
half of the rest of energy demand of the office. That is, 85% energy reduction in total.

The economic analysis (Table 5) shows that the total energy saving through retrofit and PV installation
reaches 85% in Taipei (poor solar area) and 96% in Tainan (rich solar area). This indicates that the present
demonstration system (D-1) can approach zero-energy office if installed in a solar rich area. The payback
time is 8 yr in Taipei and 7.5 yr in Tainan.

5. Conclusions

The present study shows that, performing energy saving retrofit then utilizing solar PV energy to supply
the remaining load demand in grid can solve the energy shortage problem, if nuclear power was abandoned
in Taiwan. An office located in Taipei with 150m? floor area and 14 employees was chosen as the
demonstration site (D-1). Four energy-saving retrofitting on air conditioning, lighting, PC, and anti-IR film
on window glass results in 65% energy saving. A 6 kWp solar PV system is further installed to replace
additional 20% energy. That is, 85% energy is saved in total. The solar PV system is an isolated-type hybrid
solar PV system (HyPV) which operates under Stand-alone PV Mode or Grid Mode, automatically, by a
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power controller. No solar PV energy is fed back to grid. The total investment for the solar PV system and
the retrofit for energy saving is around USD30,000. The net total energy saving in 20 years is USD80,000,
including M&O cost. System D-1 has been run more than one year. The solar PV system supplies about 60%
final energy demand of the office.

If energy-saving in air conditioning and lighting can reach 60% as D-1 did in the whole country, the
nuclear power (18%) can be abandomed by using solar PV installation to supply the remaining load demand
with proper energy storage.

Table 5: Economic analysis.

Before retrofit | After retrofit (Taiped) | After retrofit (Tainan)
Officehour: S, 22 dmea ) )
1 USD = 32NT Lo ity load] 2% Daitylosd Redud 2 Daily 1oad Redue
- P AWh dayl o (kWhidsny) tion |yme (KWhidsy) ti
W) Y Gew) W) ton Jaw) -
Total consumprion agT 4 we | 3¢ N <
(AC, LED, NB) 1016 8§13 357 56 65% | 357 286 63%
Energy-|Grid power (kWhmen) 1,788 628 65% 628 65%
saving |Unit price (NTk'Wh) £78 47 ?
(A) |Monthly bl (NT mon) 10,318 2,953 T1% 2,953 1%
PV .
_|PV genenation
m(;g))l\ kWh ) - sy 560
Gnid power (kWhmaen) 1,788 269 §5% 69 965,
Unit peice (NTkWh) $.78 327 27
Monthly bill (NT mon) 10,338 £81 $1% 224 98%
Monthly energy saving < s .
KW ) . 1,519 $5% 1,72 S6%
Monthly bl reducticn . o "
Ar®) Tmee) e e e
20wy totad saving (NT) 22690618 2427559
Inatal invesssset (NT) 906,400 906,400
Yeuly returs on .
mveissent (4 yr) 1.4 §.39
Payback sme (v1) £0 14
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Abstract

In Korea, energy consumption information for existing building is provided to primary energy consumption by
fuel types (electric, gas, and district heating) from energy service utilities. To be more effective building energy
management nationally, it should be to manage building energy consumption by end use. For this, it is the best
approach to collect direct end-use metering data for all buildings but in practically very difficult because of
expense and long time. Moreover, it is not appropriate only the application of the building energy simulation
based on model to derive energy consumption by end use due to error with energy consumption of actual
building.

Therefore LBNL has been developed algorithm to estimate energy end use since 1980, the results are EnergylQ
based on web service. The final goal of this research is to develop algorithm to estimate energy end use with
real state of Korea, so by selecting the reference buildings to meet the statistical significance level, it is
necessary to collect on-site metered data.

In this study, the end-use sub-metering of office building in Seoul is ongoing hourly into cooling, heating,
ventilation, domestic hot water, lighting, office equipment, elevator, miscellaneous since 1 March 2015.
Weather conditions are not a crucial factor for lighting energy consumption in existing office building. So
based on this sub-metering data, first we carried out an analysis of lighting energy use profile to utilize basic
data in lighting energy consumption estimation.

Keywords: Office building, Lighting energy use, End-use sub-metering, Estimation of energy end-use
consumption

1. Introduction

The South Korean government is managing the monthly energy consumption of electricity, city gas (LNG), and
district heating system used by its existing buildings through the integrated building energy management
system. This information about energy consumption by source of energy may be useful for the management of
the national energy supply and demand policy, but there is not enough detailed information about energy
consumption to lead occupants to participate in effective and practical energy saving activities. Therefore, the
energy consumption of buildings needs to be controlled depending on end-use energy. For example, the energy
consumption of residential buildings should be divided according to end-use such as heating, cooling, hot water
supply, lighting, ventilation, electric appliances, cooking, etc., while the energy use of office buildings should
be segmented into heating, cooling, hot water supply, lighting, ventilation(air movement), electric appliances,
vertical transportation(elevators/escalators), city water supply, etc.

Here, the approach methods to acquire energy consumption by end-use can be divided into building simulation,
direct end-use metering, and end-use disaggregation. Building simulation is a very common method, but its
shortcoming is the lack of reality, given that there is a significant difference between the building assumption
conditions and the actual building characteristics. The direct end-use metering method requires high costs and
cannot draw general conclusions due to a limited number of sample buildings for measurement. The end-use
disaggregation method provides disaggregated data about energy consumption of end-use by adjusting the
building simulation based on the measurement data and collected information of a sample building, and it is
worthwhile to apply the method to domestic buildings. In order to apply the end-use disaggregation method, it
requires developing a disaggregation algorithm fit to a domestic condition. According to H. Akbari (1995), in
order to develop a disaggregation algorithm, it requires selecting sample buildings for measuring and collecting
measurement data by end-use energy, paying on-site surveys to gather information about equipment inventories,
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operation schedules, and the characteristics of buildings, and establishing a database of end-use energy after
conducting an analysis of collected data, including regional climate characteristics. These databases are united
through a statistical adjustment into a single database, based on which an end-use disaggregation algorithm will
be developed.

We selected sample buildings for office building in Seoul and plans to install the measurement system to a total
of 85 buildings to disaggregate end-use energy for a period of three years. The final purpose of this study is to
develop disaggregation algorithm by identifying the characteristics of end-use through analysis of the above
data for influential factors. This paper aimed to identify the characteristics of lighting energy use and to induce
major influential factors through analysis of measurement data, which accounted for a relatively high-energy
consumption ratio among non-HVAC energy in office buildings, and to use them as basic data in order to
supplement and verify the end-use energy estimation equation.

2. Methodology

According to prEN 15193 (2006), the calculated method and the metered method are suggested as ways to
determine the lighting energy use. The calculated method is once again classified into the comprehensive
method and the quick method. The comprehensive method is to calculate an equation based on the actual
building operation data (annual/monthly/hourly), and its shortcoming is that it cannot consider the energy
consumption of some lighting control devices. In contrast, the quick method is to calculate an equation based
on the standard data (annual), and although it can reduce the required time, it has its own limitation that it
cannot consider the actual building conditions. The metered method is to measure energy consumption using
electronic watt hour meters to the circuits in the low-voltage distribution panel, and provide the highest level of
accuracy, but it is hard to be implemented due to cost and time.

Therefore, it is reasonable to develop an estimation equation of lighting energy use based on the monthly
electricity bill data and the user input data. The basic input information to disaggregate lighting energy use from
the total energy consumption through the estimation algorithm includes electricity bill information, building
information, system information, operation information, and regional climate information (Fig. 1). To induce
the required information, the influential factors in energy use need be taken into consideration by diving them
into building factors, system factors, user factors, and weather factors. The building factors include the floor
area (FLA), conditioned floor area (CFLA), number of floors (FLN), ceiling height (CLH), orientation (ORN),
window-wall ratio (WWR), visible light transmittance (VLT), building age (BLAG), etc. The system factors
include the type, power consumption and efficiency of lighting equipment(LTQ), lighting power density(LPD),
interior illuminance(ILU), shading system(SHS), lighting control devices (manual, on-off, dimming,
etc.)(LTCN). The user factors include operating time(OPHR), occupant density(OCD), behavioral patterns of
occupants(OCS), and ownership(OWN), while the weather factors are the daylight factor(DAL), etc.(Fig. 2).
The estimation equation of lighting energy based on these influential factors can be summarized as seen in
Equation (1). This study will draw major influential factors through analysis of the measurement data of the
sample buildings and will incrementally complement and verify the estimation equation.

Energy end-use

Buildin: System
Energy unit (sources) datag i )c;ata I
A4 A
Natural
938, Algorithm
I of energy
end-use
District estimation Air Electric
heating movement A appliance
User iWeather | t?;i:icgl— ' City water
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tation

Fig. 1: diagram of the end-use energy disaggregation for office building
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Fig. 2: Influential factors of building lighting energy use
Epr = Epro + fir(BLD) + f17(SYS) + fir(USE) + frr(WEA) (eq. 1)

fir(BLD) = a;FLA + a,CFLA + a3FLN + a,CLH + a5sORN + agWWR + a,VLT + agBLAG

fLr(SYS) = B1LTG + B,LPD + B3ILU + B,SHS + B5LTCN

fr(USE) = y,OPHR + y,0CD + y30CS + y,0WN

fLT(WEA) = 61DAL

E;r: building lighting energy use

E;ro: baseline lighting energy use

fir(BLD): function of building factor

fir(SYS): function of system factor

fir(USE): function of user factor

fir(WEA): function of weather factor

ay, B, Yn On:Tregression coef ficients

3. Case study

3.1 Description of the building

The target building for the measurement is summarized as seen in Tab. 1; it was located in the central district of
Seoul(with a climate zone of the central region), and its construction was completed in 1990; it has total floor

area of 1,265.1 m’ and has one underground floor and five ground floors. The use purpose, floor area,

occupancy information, and lighting power density of each office floor can be seen in Tab. 2. The ceiling
down-type fluorescent lights (FL) and electronic luminescence (EL) were used for office lighting, and the
average indoor illuminance was 3001x; no lighting control systems were applied, while the indoor blinds were

installed.
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Tab. 1: Overview of case study building

Category Contents
location Seoul, Korea
building type office & retail
building area(m") 198.5
gross floor area(m’) 1,265.1
permitted/approved yr. 1989/ 1990
building size B1F /5F

whole view of the building

indoor view of 3rd office floor

Tab. 2: Overview of each floor

FL. BIF 1F 2F 3F 4F 5F
Usage type Parking lot, Retail Office Office Office Conference
Storage room
Af(m?) 305.2 196.7 198.4 198.4 198.4 167.9
Ac(m’) 0 73.6 166.4 166.4 166.4 136.0
No. 0 2 7 18 16 0
occupants
Buﬁfsless - 10:00~20:00 | 09:00~18:00 | 09:00~18:00 | 09:00~18:00 -
LPD(W/m’) 5.7 15.9 8.9 9.7 9.7 9.6
e EL20Wx4s
. et (30W)
ZSE%ZOWXS e EL20Wx1 e EL20Wx4s | « EL20Wx4s | ® FL32Wx2e
o (1.040W) Oset (200W) | et (80W) et (80W) ax
Lighting |« FL32Wx2e | /5000 o | @ FL32Wx2e | « FL32Wx2e | « FL32Wx2e | I8set(1,152
equip. ax27set axd ¢ | ax20set ax24set(1,53 | ax24set(1,53 | W)
(office) (1,728W) Set(256W) (1,280W) 6W) 6W) e FL20Wx2e
« total e total e total e total ax2set
1,480W 1,616W 1,616W (80W)
1,168W
e total
1,312W

The target office spaces for the measurement of lighting energy consumption were office spaces on the 2F-5F
(Fig. 3) and the electronic watt hour meters mounted with the zigbee-type wireless transmission devices were
installed to office lighting circuits in the distribution panel of each floor. The accumulated electricity
consumption was measured by the hour starting from March 1, 2015 (Tab. 3) and the data measurement period
for the analysis lasted until the end of July. After calculating the total electricity consumption of each floor, the
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lighting energy use was computed, which can be summarized and seen in the following Equation (2).

o =S =. -
-
=
EE s =EE s
HE =2 Bs ==

Fig. 3: office floor plan for sub-metering lighting energy use (L: 2~4F, R: 5F)

Tab. 3: Overview of sub-metering system

analysis period 2015.03.01. 00:00 ~ 2015.07.31. 23:00

electronic watt hour meter on the lighting circuits in the low-voltage
sub-metering method distribution panel per office floor

(three-phase four-wire system, zigbee)

7
N\

electronic watt hour meter communication gateway low-voltage distribution panel

Eyr =YX Epp; (eq. 2)

1: number of office floor

3.2 Results and discussion

3.2.1 Hourly lighting energy use

The monthly average of lighting energy use during the weekdays by month was recorded as 79.7Wh/m’ in
March, 80.8Wh/m’ in April, 73.8Wh/m’ in May, 74.5Wh/m’ in June, and 73.3Wh/m’ in July, while that during
the weekends by month were estimated at 6.8Wh/m’ in March, 5.1Wh/m’* in April, 6.7Wh/m’ in May, 5.4Wh/m’

in June, and 15.2Wh/m" in July.(Fig 4) The highest hourly average of lighting energy consumption by month

was recorded at 4.7kWh at 17 pm on March 12, 5.1kWh at 17 pm on April 23, 5.3kWh at 16 pm on May 8,
4.5kWh at 12 pm on June 8, and 5.0kWh at 10 am on July 15, and the morning hours showed a higher
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occurrence ratio of monthly average peaks of lighting energy consumption.

Wy~

Fig. 4: average hourly lighting energy use

According to a study by Xin Zhou et al. (2015), the 24 hours of the weekdays can be divided into a total of 6
time zones: the morning communing hours, the morning working hours, the lunch hour, the afternoon working
hours, the closing hours, and the night hours (Fig. 5), but the total period time can vary depending on time
zones. The morning commuting hours (3 hrs.) ranging from 6 am to 9 am showed a sharp increase in lighting
energy use, which remained at a constant level during the morning working hours (3 hrs.) spanning from 9 am
to 12 pm. The lighting energy use during the lunch hour from 12 pm to 13 pm was reduced by 1.6-6.8%
compared to the morning working hours. Although the light energy use during the afternoon working hours (4
hrs.) from 13 pm to 17 pm showed a relatively constant level but displayed a greater deviation compared to the
morning working hours. The hourly lighting energy consumption declined over the lapse of the closing hours (4
hrs.) from 17 pm to 21 pm, which displayed a more steady incline than the morning working hours. The night
hours zone from 21 pm to 6 am of the next day (9 hrs.) showed an almost flat incline, but displayed a much
wider deviation depending on the presence and absence of overtime work. The weekends showed a similar
deviation in lighting energy consumption like the night hours zone.

According to the monthly lighting energy consumption rate of each time zone, the afternoon working hours
took up the highest percentage at 28.5%, followed by the morning working hours (21.5%), the closing hours
(15.4%), the lunch hour (13.8%), the morning commuting hours (9.8%), and the night hours (7.6%), and the
weekends & holidays (3.3%).(Fig. 6)

-

3\ R T

Fig. 5: hourly lighting energy use during 24 hours (L: weekday, R: weekend)
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Fig. 6: The ratios of lighting consumption by time zone to lighting energy use per month
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The hourly-based energy consumption of office lighting was recorded at 10Wh for the 3-5F offices, while that
of the 2F office displayed a remarkably higher level of 20Wh. This was due to a high ratio of electronics lamps
installed on the 2F office, almost 2 times that of the other office floors, as they were believed to consume more

standby power than fluorescent lamps. (Tab. 4)

bD'I.I

Fig. 7: base lighting energy use

Tab. 4: The ratios of electrics lamps power to total lamps power for office floor

Floor 2F office 3F office 4F office 5F conference room
EL power(W) 200 80 80 80
FL power(W) 1,280 1,536 1,536 1,232
total lamps power(W) 1,480 1,616 1,616 1,312
EL/total ratio(%) 13.5 5.0 5.0 6.1

EL: electrics lamps, FL: fluorescent lamps,

EL/total ratio: electrics lamps to total lamps power ratio

3.2.2 Daily lighting energy use

The ratios of the monthly average lighting energy consumption during the weekdays were recorded at 97.2% in
March, 98.4% in April, 94.9% in May, 98.1% in June, and 95.1% in July, while those during the weekends 2.8%
in March, 1.6% in April, 5.1% in May, 1.9% in June, and 4.9% in July. The average energy consumption ratio

of the weekdays was estimated at 96.7%, while that of the weekends were at 3.3%.(Tab. 5)

Tab. 5: The ratios of monthly lighting energy use for weekday vs weekday/holiday

Mar.2015 | Apr. 2015 | May 2015 | Jun. 2015 | Jul. 2015 avg. SD
weekday(%) 97.2 98.4 94.9 98.1 95.1 96.7 1.7
weekend/holiday(%) 2.8 1.6 5.1 1.9 4.9 33 1.7

3.2.3 Monthly lighting energy use

The ratio of lighting energy use against the total energy consumption by month was recorded at 15.4% in
March, 19.0% in April, 16.2% in May, 12.6% in June, and 10.1% in July. The monthly average lighting energy
consumption was within 1,100~1,200kWh. The lighting energy consumption was relatively lower in May, as
the working hours of the month were reduced by the increased number of holidays, which was 1.8 times more
than the other months. As the air-conditioning operation started from June, the energy consumption surged,
while the percentage of lighting energy use against the total energy consumption showed a declining tendency

(Tab. 6).
Tab. 6: The ratios of energy use to whole building electricity consumption per month
Mar.2015 Apr. 2015 May 2015 Jun. 2015 Jul. 2015
WHE(kWh) 7,632.3 6,367.7 5,498.2 8,749.0 11,281.5
LTE(kWh) 1,174.9 1,206.7 888.4 1,100.5 1,139.8
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LTE/WHE ratio(%) 15.4 19.0 16.2 12.6 10.1
No. weekend/holiday 9 8 14 8 8
total operating hours

(2F~5F) 1,505 1,788 1,290 1,544 1,586

WHE: whole building electricity consumption, LTE: lighting energy use

3.2.4 Correlation between lighting energy use and influential factors

As useful information was collected for the correlation analysis between lighting energy use of each office floor
(2F~5F) of the case-study building and influential factors, the air-conditioned floor area was selected as a
building factor, the lighting density and indoor illumination as system factors, and the number of occupants and
use time as user factors can be seen in Tab. 7. According the results of the correlation analysis between the
influential factors and light energy use, the correlation between the number of occupants and the use time
revealed the highest coefficient of 0.95 in average, followed by the air-conditioned floor area, indoor
illumination, and lighting density. The influential factors which belong to the user factors showed higher levels
of correlation, but this was believed to be due to the design of the building to provide similar levels of lighting
density to offices within the same building. Further studies need to be carried out in the future in order to
conform the correlation between user factors and lighting energy use by comparing it with several different
buildings.

Tab. 7: variable’s values of correlation analysis
LTE(kWh) 2F Office 3F Office 4F Office SF Conference room
Mar.2015 249.2 528.0 364.6 259
Apr. 2015 255.0 530.3 376.2 36.9
May 2015 207.8 394.9 261.3 18.9
Jun. 2015 255.3 528.7 298.0 13.5
Jul. 2015 252.5 557.9 308.8 15.0
FLA (m) 198.4 198.4 198.4 167.9
LPD (W/m’) 8.9 9.7 9.7 9.6
ILU (Ix) 269 309 289 286
OCD(person/m°) 0.04 0.11 0.10 0.00
Mar.2015 424 441 335 192
OPHR Apr. 2015 347 432 344 223
(avg. May 2015 297 338 288 210
hrs.) 1 jun. 2015 333 495 321 196
Jul. 2015 338 524 368 199
Tab. 8: Correlation coefficient of lighting energy use with influential factors
influential BLD Factor SYS factor USE factor
factor CFLA LPD ILU OCD OPHR
Mar.2015 0.84 0.25 0.61 0.97 0.82
Apr. 2015 0.84 0.26 0.61 0.97 0.97
May 2015 0.86 0.17 0.57 0.95 0.97
Jun. 2015 0.86 0.17 0.57 0.95 0.97
Jul. 2015 0.80 0.20 0.63 0.92 1.00
avg. 0.84 0.21 0.60 0.95 0.95
ranking 3 5 4 1 1




Sung-Im Kim / SWC 2015/ ISES Conference Proceedings (2015)

4. Summary and Conclusions

In order to develop an estimation equation of lighting energy use of office building to be suitable to domestic
situations, we analyzed the measurement data collected from the case-study building, identified the
characteristics of lighting energy use, and drew major influential factors to be used as basic data to supplement
and verify the estimation equation.

The major study results are as follows;

(1) For estimation of lighting energy use, this study examined the influential factors in energy consumption by
classifying them into the building factors, system factors, user factors, and weather factors;

(2) The monthly average of lighting energy use of office building during the weekdays by month was recorded
at 79.7Wh/m’ in March, 80.8Wh/m" in April, 73.8Wh/m* in May, 74.5Wh/m’* in June, and 73.3Wh/m’ in July,
while that during the weekends by month were estimated at 6.8 Wh/m’ in March, 5.1Wh/m’ in April, 6.7Wh/m’
in May, 5.4Wh/m’ in June, and 15.2Wh/m’ in July, and the morning hours showed a higher occurrence ratio of
the monthly average peaks of lighting energy consumption;

(3) According to the monthly lighting energy consumption rate of each time zone, the afternoon working hours
took up the highest percentage at 28.5%, followed by the morning working hours (21.5%), the closing hours
(15.4%), the lunch hour (13.8%), the morning commuting hours (9.8%), and the night hours (7.6%), and the
weekends & holidays (3.3%);

(4) This was due to a high ratio of electronic lamps installed on the 2F office, almost 2 times that of the other
office floors, as they were believed to consume more standby power than fluorescent lamps;

(5) The ratios of the monthly average lighting energy consumption during the weekdays were recorded at 97.2%
in March, 98.4% in April, 94.9% in May, 98.1% in June, and 95.1% in July, while those during the weekends
2.8% in March, 1.6% in April, 5.1% in May, 1.9% in June, and 4.9% in July. The average energy consumption
ratio of the weekdays was estimated at 96.7%, while that of the weekends were at 3.3%;

(6) According the correlation between lighting energy consumption of each office floor within the case study
target building and influential factors, the correlation with the number of occupants and use time showed the
highest coefficients, followed by the conditioned floor area, indoor illumination, and lighting density.

Future studies need to conduct a comparative analysis by targeting numerous sample buildings in order to identi
fy and confirm various possible correlations between lighting energy consumption and influential factors.
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Abstract

To contribute in reducing the electricity consumption rate and the harmful impacts of fossil fuels, a Solar Water
Heating (SWH) technology is recommended to cover around 50% of hot water demand in hospitals in Saudi
Arabia. The paper studies the techno-economic viability of two types of SWH collectors in five different cities
of Saudi Arabia. Findings indicate that Najran and Tabuk are the most attractive places because they have the
highest annual life cycle saving, the highest benefit to cost ratio, and the lowest payback period, while, in contrast,
Jeddah is the lowest attractive city to use SWH. Moreover, the economic analysis shows the advantage of using
glazed flat plate collector over evacuated tubes because it has shorter payback periods and higher annual life
cycle savings.

Keywords: Solar Water Heating, Evacuated tubes, glazed flat plate collector, Hospital, Saudi Arabia

1. Introduction

The rapidly increasing demand of electricity and global warming are factors that have brought interests to find
an environmental and efficient source of energy. Solar energy is the most abundant source of energy and it will
be the future source of energy for countries that receive high amount of solar radiation such as Saudi Arabia. The
conventional electric water heating technology is used in Saudi Arabia to meet the demand of the hot water. The
process of water heating by electricity in a hospital with 200 beds consumes annually around 450 MWh and,
therefore, employment of solar water heating (SWH) systems is recommended.

Oil is the main source of energy in Saudi Arabia, however, the enormous potential of solar energy has brought
the government attention in 1980s and, therefore, different solar technologies were developed and tested [Huraib,
1996]. Saudi Arabia receives high intensities of solar radiation in most of its regions that makes it an attractive
place for implementing solar energy systems. A study was conducted to assess the daily solar radiation for ten
different cities in Saudi Arabia and it was reported that the daily solar radiation varied from 4.73 to 6.94 kWh per
m? [Bahel, 1986]. Another study selected four different climatic zones in Saudi Arabia and found similar results
[Zuhairy, 1995].

In the past decade, attention has been concentrated in optimizing energy consumption in large buildings such as
hospitals. Around 5% of the energy consumed in hospitals is for water heating [Congradac, 2012] with almost
constant consumption of 9 GJ per bed throughout the year [Bujak, 2010]. Some studies have developed different
technologies to enhance the use of renewable energy in hospitals, such as solar energy in combination with
thermal aquifer energy storage [Paksoy, 2000], hybrid plant using solar thermal, photovoltaic, and phosphoric
acid fuel cell systems [Bizzarri, 2006].

Solar water heating technology have been widely used for domestic applications. [Kablan, 2004] reported that a
continuous rise of solar collector installations in the period 1970 to 1995 was observed in Jordan. Techno-
economic evaluation for SWH system of glazed flat plate collectors in Oman was presented by [Gastli, 2011]In
a different study, [Hafiz and Al-Sulaiman, 2014] reported the techno-economic evaluation for glazed and
evacuated tube collectors for water heating of residential buildings for different cities in Saudi Arabia.

The demands for water heating in hospitals are huge and, therefore, there is a need to seek a cost effective solution
based on solar thermal energy. This study evaluates the techno-economic feasibility of using two SWH systems
for a hospital with 200 beds at different locations in Saudi Arabia. The findings will help decision makers and
engineers to determine the technical and financial viability of potential renewable energy projects in hospitals in
Saudi Arabia or other countries that have similar operating and weather conditions. A Solar Water Heating (SWH)

© 2016. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientific Committee
doi:10.18086/swc.2015.08.14 Available at http://proceedings.ises.org
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technology is recommended to cover around 50% of hot water demand in hospitals in Saudi Arabia. This
percentage is selected because the sun is available only on the daytime and it is a visible solution to use this
percentage; otherwise, using a larger percentage means, a larger solar collector should be installed, which is not
practical due to space limitation.

2. Metrological data and simulation

This study is performed to cover a large area of Saudi Arabia, which is situated between latitudes of 17.5°N and
31°N, and longitudes of 36.6°E and 50°E. The findings will also be useful to other locations that have similar
weather conditions in other countries. In this study, five different cities were selected to cover different
coordinates, which are Tabuk (north), Dhahran (east), Riyadh (center), Jeddah (west), and Najran (south). The
metrological data of the five cities selected have been listed in Tab. 1 [NASA RETscreen, Renewable Resource
Atlas].

Tab. 1: Climate data for the selected cities.

Location Jeddah  Riyadh  Dhahran Najran Tabuk
Average daily solar radiation (kWh/m?/d) 5.95 6.2 5.83 6.77 6.33
Air Temp (°C) 30.7 28.6 27.8 26.5 234
Earth Temp (°C) 29.8 292 28.1 26.7 24
Latitudes (o) 21.7 249 26.3 17.6 28.4
Longitude 39.2 46.7 50.2 444 36.6
Elevation (m) 17 614 17 1212 768
Wind speed (m/s) 33 2.9 2 2.1 2.8
Relative humidity (%) 56.7 249 49.6 222 31.7

The metrological data for these cities, including air temperature, average daily solar radiation, atmospheric
pressure, wind speed, and relative humidity were imported from NASA database. These data were further
crosschecked with the experimentally recorded data by K.A.CARE [Renewable Resource Atlas, 2015] and the
data for Tabuk city was corrected. Figure 1 illustrates the daily solar radiation data for a horizontal surface where
Tabuk has the highest solar radiation during the summer months whereas, Najran has the highest radiation during
the winter months. It also shows that, on average throughout the year, Najran has the highest solar radiation while
Dhahran has the lowest solar radiation, which can also be noticed in Tab. 1.
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Fig. 1: Monthly variation of daily solar radiations on horizontal surface.

To get the best configuration for the collector, the study evaluated the SHW under two slopes. The first one is
tilted at a slope equal to the latitude angle of the city selected, which represents the optimum value of the slope
for a system to be used constantly throughout the year, while the other setting is for a horizontal surface. The
findings have been shown in Fig. 2, which reveal the difference between the two settings.
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There are three commonly used SWH technologies which are evacuated tube, glazed, and unglazed flat plate
collectors. The temperature required for hot water in hospitals is between 50 and 60 °C and, therefore, only glazed
flat plate collectors and evacuated tube collectors were selected to obtain the required temperature, meanwhile
obtaining the required solar fraction with relatively a low aperture area [International Energy Agency, 2012].
Simulations were conducted for both technologies and the input data has been listed in Tab. 2 [Gastli, 2011, Abd-
ur-Rehman and Al-Sulaiman, 2014]. Simulations were performed for evacuated tube collector to cover 50% solar
fraction of the 200 beds hospital in Tabuk. Results indicate that the desired solar fraction can be achieved by
using 21 collectors of evacuated tube type in Tabuk, which was used as a reference to analyze other four cities
selected Similarly, simulations were performed for flat plate collectors under the same prevailing conditions and
comparative analysis was conducted to obtain the optimum number of the collectors to be used for hospitals under
different climatic conditions of Saudi Arabia. The technical and financial characteristics for both collector types
have been listed in Tab. 3 [RETscreen].

Tab. 2: Input parameters for the evacuated tube collectors.

Parameter Value
Number of beds 200
Occupancy rate (%) 80

Daily hot water usage estimate (L/day) 31,500
Hot water temperature (°C) 60
Operating days per week 7
Collector slope Location latitude
Miscellaneous losses (%) 5

Storage capacity per square meter (L/m?) 75
Conventional fuel type Electricity
Seasonable efficacy (%) 90
Electricity rate ($/kWh) 0.03
Initial contingencies (labor, transportation etc.) (%) 5

Annual cost (O & M) (%) 5

GHG emission factor (tCO2/MWh) 0.737
Fuel cost escalation rate (%) 2

Inflation rate (%) 2.5
Project life (years) 20




Al-Mahmoud et al. / SWC 2015/ ISES Conference Proceedings (2015)

Tab. 3: Specifications for the evacuated and glazed collectors.

Solar Collector Type Evacuated Tube Glazed
Gross area per solar collector (m?) 12.22 10.7
Aperture area per solar collector (m?) 9.02 9.52

Fr (tau alpha) coefficient 0.53 0.63

Fr UL coefficient (W/m?)/°C 1.42 3.88
Number of collectors 21 24
Capacity (kW) 132.5 160
Initial cost (US$) 77000 58500

3. Result and Discussion (results and discussion)

Evaluation and comparisons in terms of performance and economic viability have been conducted for both
collector types. The solar fraction is defined as the percentage of the annual energy needs that the SWH system
will cover. This value is set for Tabuk to be 50% for both flat plate and evacuated tube SWH systems. This means
that the SWH system will cover half of the energy consumption and the rest of the energy requirements are met
by a conventional heating system, which is electricity in our case. The findings, as shown in figure 3, demonstrate
that the solar fraction varies from 49% to 55%, where Najran has the highest fraction and Dhahran has the lowest
fraction. The variations of the solar fraction among the selected cities are relatively small which reflect the
viability of using SWH in these cities.

60

5
P

Dhahran Tabuk Jeddah Najran

Fig. 3: Solar fraction of the annual energy needs covered by SWH.

The process of water heating to specific temperature by electricity consumes relatively a huge amount of energy,
which is also function of input temperature to the system. Another evaluating term for a SHW technology is the
electricity saving potential per year, which is the amount of energy that will be saved after using a solar heating
system. It is directly proportional to the solar fraction, for example Tabuk has 50% solar fraction and it is expected
to save 271 MWh annually, as shown in Fig. 3. Therefore, the conventional heating system will cover the rest of
the total consumption, which is 271 MWh per year. Fig. 4 illustrates the annual electricity saving potential for
each city on the left y-axis and the potential savings for whole project life on the right y-axis. The average
electricity saving potential per year for all cities is 229 MWh and the average saving during the twenty years
project life time is 4588 MWh.
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Fig. 4: Electricity saving potential.

The environmental advantages of using the SHW systems were also assessed. The study reports the amount of
greenhouse gas (GHG) emissions that will be reduced after installing the environmentally friendly SWH system.
Fig. 5 shows the annually expected GHG emissions reduction on the left y-axis while the total reduction of the
emissions during the life-time of the project are shown on the right y-axis. It is shown that the highest amount of
GHG emissions will be avoided in the cities of Tabuk and Najran, which reach 200 tons of annual CO; emissions.
In addition, the cumulative reduction over the project life-time for these two cities is expected to be 4000 tons of
CO; emissions.
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Fig. 5: GHG Emissions Reduction Potential.

After discussing the performance of the SWH technology, the economic viability of the system will be discussed
next. It should be noticed the difference between the performance analysis where we have equivalent outputs for
both evacuated and glazed collectors; the financial analysis will vary between the two technologies according to
the initial cost and the annual saving of the project.

The payback period is the time for an investment to recoup its own initial cost from the savings it generates; the
less time it takes the more desirable the project is. Fig. 6 presents the payback period of the project for both
collector types. For the evacuated tube system, Najran and Tabuk have the shortest period of 8.9 years while the
other cities have slightly longer periods, in which the maximum period takes place in Jeddah. Selecting flat plate
collectors reveal better economic option because it recovers the initial cost faster for all the cities selected. The
findings show that Najran and Tabuk, in terms of payback period, are the most attractive cities with flat plate
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collectors at which they recover their initial cost in less than seven years.
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Fig. 6: Payback Period.

Another economic evaluation parameter is the annual life cycle savings that would present the yearly cost saved
and together with the solar fraction, a project can be evaluated economically. The annual savings for the evacuated
tube system varies between $2054 and $3429 for Jeddah and Najran respectively, as shown in Fig. 7. The figure
also shows the advantage of the flat plate type where its annual savings varies between $3389 and $5048 for
Jeddah and Tabuk respectively.

= Evacuted tube = Flate Plate

Dhahran Yabuk

Jeddah Riyadh Najran

Annual ife cycle savings §/year
- § 88§88

Fig. 7. Annual life cycle savings.

4. Conclusion

The study discussed the techno-economic feasibility of using SWH systems for five different cities in Saudi
Arabia. The conclusions obtained from this study are:

e  For the same number of collectors, the difference of solar fraction between the selected cities is relatively
small which indicates viability of all regions in Saudi Arabia to adopt SWH technology.

e  For all cities, the electricity saving potential is high and can reach up to 5400 MWh for project life time
of 20 years. This also leads to high reduction in GHG emissions.

e  For the same solar fraction in both evacuated tube and glazed SWH technologies, the economic analysis
shows the advantage of using glazed flat plate collector because it has shorter payback periods and higher
annual life cycle savings.

e Based on techno-economic evaluation, Najran and Tabuk are the most attractive places followed by
Riyadh and Dhahran. Jeddah is the least attractive city among the five selected cities due to higher
payback period and lower annual life cycle savings.
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Abstract

This study evaluates experimentally the thermal behavior of architectural elements of insulate roofs, including
semi-insulation material with overlaid green elements on vertical and horizontal planes, also known as green
roofs, for temperate climates. The results of the study showed that the flux of heat transfer on the roof was
reduced and provide a better controlled temperature in the interiors all the yearlong. Difference between the
outside and inside temperature up to 4 Celsius degrees were observed frequently specially in the early and late
hours of the days, which generate a steady comfort.

Keywords: Building integrated green roof, Climatic Year Type, Thermal performance

1. Introduction

Hot and humid climates demand significant electricity for cooling. In 2001, Texas implemented the Texas
Emissions Reduction Plan (TERP) program that aims to diminish the pollution in the state by energy efficiency

The use of green architectural elements started to have presence in some types of buildings in Mexico,
specifically the residential architecture is beginning to see some examples in general without a definite specific
purpose, such as a fashion phenomenon in its alleged desire of being "sustainable", though these elements do
not consider relevant aspects regarding the structural behavior of the decks, and less its thermal effects or
behavior.

This study present a preliminary analysis of the recorded results from an example of this type of solution built it
in order to identify the possible advantages and disadvantages that can be identified specifically in the overall
thermal behavior in external conditions and interiors.

The Mexican housing type has been subordinated to the economic system, and consequently to prevailing
economic conditions. In general, since beginning of the twenty century, it has widely avoid using insulating
material and misuses the climate advantage of the region, being more marked in the country central region. This
phenomenon primarily identified by change of more economic construction systems, but with fewer advantages
in climate use. In earlier times, the constructive system comprised materials such as stone and adobe and more
complete solutions based on those systems, which unfortunately with the pass of the time were disappearing.
Because of the area climatic conditions, this phenomenon did not represent major problem, the differences
between external and internal temperature have minimal variations as it will be shown in this study.

2. Methods

There are several concepts for defining the green roofs covers on buildings. Two categories are very well
recognized, the ones called extensive, comprising covers where the plant substrate is not exceeding 0.1 m, also
called by some "ecological cover", characterized by small plants and some grasses, and the intensive ones with
distinguished thicknesses greater than 0.2 m., where it is possible to plant some type of trees. There is some
ones in an intermediate case they have been called semi-intensive, employing features of both. The latter
classification is the case analyzed in this study.

Another concept used to define this field of study is "Urban Naturalization", which includes the concept of
"green roofs" employed by several research groups including the compilation by Spanish Society for the
Promotion of Urban and Rural Naturalization (PRONATUR).

© 2016. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientific Committee
doi:10.18086/swc.2015.08.15 Available at http://proceedings.ises.org
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The base of this study is the work done by Minke on reference to "Green roofs" research in Germany, a country
to which he is regarded as one of the fastest developing and implementing these elements. Since 1974, Minke;
has conducted research and development in the field of green buildings, affordable housing and especially in
the field of earth constructions His works are not only in Europe but also in South America, Central America
and India. Minke stated that in areas with cold climates, in winter the ground is frozen and kept for long periods
at 0°C, even when the outside temperature is considerably lower. With a temperature of + 20°C inside and -
20°C outside and soil temperature 0°C decreases the transmission heat loss of the roof (Minke 2004: 16).

According with the Minke’s hypothesis, in a climate with more solar radiation green roofs would have major
advantages (Minke 2004: 17), however global climate conditions are contrasting, since in most places with
solar radiation normally does not have conditions as those in cold areas and insulating characteristics therefore
are not the same. Since in cold climates where water freezing functions as insulation, in temperate zones hardly
water will freeze the rooftop. Therefore these benefits will not be capitalized.

The study arises from the following stages:

a) A green roof 6.5 m long and 3.1 m wide is implemented, with a slab based partly insulated panel "W"
supported with metal light beams and with a concrete compression layer 0.7m thick, which together with the
panel does not exceed 0.18 m.

b) On the cover a membrane is placed as insulation of the humidity of the vegetable substrate placed over the
cover with a thickness of 0.12 m; in the peripheral region of the substrate a fraction of gravel is set and between
the gravel and the “tezontle” substrate, in order to filter out excess water without eroding the vegetable
substrate. In a secondary zone of the cover with an area of 2.2 m long and 1.82 m wide the depth of the plant
substrate has a minimum thickness of 0.12 m to a maximum rate of 0.55 m.

Fig 1: Plan view of the green roof.
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The images below show some of the construction stages of the green roof:

Implementation of vegetation cover Integration of plant elements

Actual state of green roof

Fig. 2: Construction stages of the green roof

¢) The plants used are native to the region, which has the characteristics of a semi-arid area. Specimens of
mesquite (Prosopis laevigata), some specimens of huizache (farnesiana Acacia, Acacia schaffneri), a
specimen of oak (chihuahuensis Quercus), a specimen of pine (Pinus cembroides Zucc.), a specimen of
Garambullo (Myrtillocactus geometrizans), some specimens of Nopal (Opuntia ficus-indica), a couple sets of
barrel cactus (Echinocactus), two specimens of rosemary (Rosmarinus officinalis ), Evergreen (Sedum
praealtum), Aranto (Bryophyllum daigremontianum) and wild grass.

d) For measuring some of the thermals performance a U30 HOBO weather station was installed where the
outside and inside temperature is recorded, some case sensors are placed on the ground directly under the green
roof cover, another in the upper part at 2.8 m and other at 1.65 meters high in the interior zone.

The Mexican normalization and certification organization for the construction, on reference to the decks in the
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Mexican standard NMX-C-460-ONNCCE 2009 states that for Mexican thermal zones 1 and 2, the total thermal
resistance of the enveloped must be at least 1.4 m*K/W, and 2.1 m2K /W to achieve comfort and greater than
2.65 m*K/W to save energy. Similarly, for 3A, 3B and 3C zones the values should be 1.4 m?K/W, 2.30 m?K/W
to and 2.80 m?K/W respectively. Regarding the indoor environment the NMX-AA-164-SCFI-2013 standard
concerning sustainable building criteria and minimum requirements, it states that thermal comfort must be
between reach between 18 and 25 °C.

With these benchmarks, the characteristics of the local microclimate are discussed from time records for a
period longer than 50 years about 5 solar cycles, the comfort zone is determined by the model of Wakely which
includes the definition of the scope comfort zone unlike other models, allowing you to adapt to different
climatic zones, (Wakely,1979 in Tudela, 1982: 35-36), in this model the neutral temperature (7») it is called
comfort center temperature Tcc, and is defined as follows: Tcc = Tm/4 + 17.2, where Tm is the annual average
temperature. After the Tcc is determined, the temperature swing is identified from finding the range of the
mean maximum and minimum extremes temperatures and from them the amplitude of the comfort zone.

The comfort zone, based on the period of the maximum and minimum temperature of 1959-2013 (for the city of
Leon, Mexico), is determined to be 18.7 °C to 24.2 °C; next the Type Climatic Years are defined; for
Maximum Activity (CYT-max) and for the Minimum Activity (CYT-min).

Figures 3 and 4 shows respectively the climatic years type for Maximum Activity (CYT-Max) and for
Minimum Activity (CYT-Min) for the city of Leon, Mexico, for the period 1959-2013, comprising about 5
solar cycles.
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Fig. 3: Climatic Year Type for Maximum Activity (CYT-Max) for the Period 1959-2013. (Colors Represent
Temperature Ranges: Greater Than 24.225 °C in Red, Between 18.725 and 24.225 °C in Blue, and Lower Than
18.725 in White)
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Fig. 4. Climatic Year Type for Minimum Activity (CYT-Min) for the Period 1959-2013. (Colors Represent
Temperature Ranges: Greater Than 24.225 °C in Red, Between 18.725 and 24.225 °C in Blue, and Lower Than
18.725 in White)

3. Results

From the determination of the reference climate years types for major and minor solar activity considered from
solar cycles of solar cycle number 19 to number 23, which covers the period of daily temperature of 1959-2013
and determining from this period CYT-MIN and CYT-MAX for the city of Leon Guanajuato. Based on these
periods the behavior of the external temperature of the green roof cover is analyzed, and represented in a
similar way to those of climate years as shown in the following figure.

—— — ———
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Fig. 5: Representation for the Comfort Zone with data for Outdoor Temperature over the Green Cover. (Colors
Represent Temperature Ranges: Greater Than 24.225 °C in Red, Between 18.725 and 24.225 °C in Blue, and
Lower Than 18.725 in White)
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As for the results of the internal temperature in the two different positions of location sensors and 2.8 m and
1.65 m the results are presented in the figures below.

Fig. 6: Hourly Indoor Zone Temperature at 2.8 m Position. (Colors Represent Temperature Ranges: Greater
Than 24.225 °C in Red, Between 18.725 and 24.225 °C in Blue, and Lower Than 18.725 in White)

Fig. 7: Hourly Indoor Mid Zone Temperature at 1.65 m Position (Colors Represent Temperature Ranges:
Greater Than 24.225 °C in Red, Between 18.725 and 24.225 °C in Blue, and Lower Than 18.725 in White)
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In relation to the cover based on the Mexican standard NMX-C-460-ONNCCE-2009 and the method for
estimating the thermal resistance of the envelope it was obtained a value of 2.16 m?K/W, which is an equivalent
to a global heat transfer coefficient of 0.464 W/ m?K that when compared with those established by the
standard for thermal zones the resulting value is in the range of comfort, Zones | and 2 are the zones defined
for most of the areas comprising the center of the Mexico.
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Fig. 8: Section of the deck structure

As for the overall analysis of the behavior of the temperature outside on the green cover and its correlation with
the interior temperature shown in the graphs above; it can be seen that the overall difference is not significant,
accounting for a difference between temperatures of approximately 2.6 °C and 2.5 °C, and presenting a
difference between the exterior and interior extreme maximums within 5.2 °C and difference of 5.4 °C between
high and medium internal sensors.

The analysis of historical temperature with reference to temperature measured on the green roof, it does not
exceed 1.2 °C, yet if this historical temperature is analyzed with respect to the inner temperature the difference
is even more significant of approximately 3.9 °C and a maximum temperature extreme of 6.8 °C.

Table 1: Daily behavior Historical Temperature for the period 1959-2013 and the outdoor temperature recorded
over the green cover and indoor temperature for two different heights 2.8mts and 1.65 meters.

] Average Standard ) ) Uncertainty  Uncertainty Total
ngher.Temperature Degree °C Uncertlainty deviation Dispersion  random  random effects Uncertainty

Difference relative % effects 90% 95% 99.5%
Maximum 517°C Temperature Outdoor 20.6
Minimum 27°C Temperature Indoor High 2.8 mts 23.3 0.1 1.9 12.7 2.0 2.7 4.2 143
Maximum 54°C Temperature Outdoor 20.6
Minimum 2.67°C Temperature Indoor Mid 1.65 mts 23.2 0.1 1.9 12.6 2.0 27 4.2 14.2
Maximum 6.1°C Temperature Outdoor 20.6
Minimum 1.13°C Historical Temperature TCY-MAX 19.4 0.1 0.8 5.4 1.3 1.8 2.8 9.4
Maximum 5.3°C Temperature Outdoor 20.6
Minimum 1.17°C Historical Temperature TCY-MIN 19.4 0.1 0.8 5.7 1.3 1.8 28 9.4
Maximum 6.83°C Temperature Indoor High 2.8 mts 233
Minimum 1.13°C Historical Temperature TCY-MAX 19.4 0.2 27 18.1 44 5.9 9.1 30.8
Maximum 6.4°C Temperature Indoor Mid 1.65mts. 23.2
Minimum 3.8°C Historical Temperature TCY-MAX 19.4 0.2 2.7 18.0 4.3 5.8 8.9 30.3
Maximum 4.51°C Temperature Intdoor High 2.8 mts 23.3
Minimum 1.7°C Historical Temperature TCY-MIN 19.4 0.2 2.7 18.3 44 5.9 9.1 31.0
Maximum 4.4°C Temperature Intdoor Mid 1.65 mts 23.2
Minimum 1.6°C Historical Temperature TCY-MIN 19.4 0.2 2.7 18.2 44 5.8 9.0 30.5

4, Conclusions

Building systems in Europe and higher latitudes are different to tropical latitudes, as the ones covered in
Mexico. In non-tropical latitudes the insulation is more stringent, while some tropical areas this is not critical;
most of those regions is not considered at all.
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The variations of the outside temperature to inside are not extreme so insulate buildings, and it is impractical
and more costly to the general population. Mexican norms for housing construction begin to be more favorable
especially in the minimum characteristics residences that could stress the need for climate protection
conditions.

The overall average temperature decrease inside is not very high with reference to the outside temperature not
exceeding globally 2.6 °C. Greater differences are found considering the historical temperature on climate year
type for maximum activity, a difference of 3.9 °C.

The wall insulation process in the tropics is not rigorous, presenting significant infiltrations but they are not
responsible of the changes on the outside temperature.

Solutions with green roofs called extensive, are intended to insulate the constructions of external weather
conditions and care of the same is performed by the user; maintenance is secondary. Yet, the professional
practice to implement green roofs are too expensive for widespread use, The thermal performance perhaps is
not significant on temperate climates but there are other relevant aspects of their environmental use, that may
have a greater impact and benefit for the environment, as the case of rainwater harvesting and soapy water
recycling.
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Abstract

Information on the global solar radiation is essential for many solar energy applications. Because of the cost
of the measuring equipment, data on global radiation are not always available in most places, especially in
developing countries. To overcome this difficulty, several attempts have been made to estimate solar
radiation components from easy-to-measure atmospheric and/or geographical variables. In this study,
monthly mean global solar radiation data for Qassim City, Saudi Arabia for the period from 1971 to 1998
were modelled using three meteorological variables: relative humidity, air temperature and atmospheric
pressure. The predictability of the model was superior to the experimental data, showing a correlation
coefficient (R) of 0.988. The mean percentage error (MPE) was less than 1%, the root mean square error
(RMSE) was 0.02 and the mean bias error (MBE) was —1.1x10™*. The performance model was validated
using an independent data set for the period between 2003 and 2005. The statistical results were optimal and
showed the ability of the model to predict the monthly global solar radiation for Qassim City for any period
of time with less error. The predictability of some of the previously proposed models, which differed from
each other in terms of the variables that they used and the number of variables contained, were tested to
estimate monthly global solar radiation. The performances of these models were different in terms of
predicting the experimental data.

Keywords: Global radiation, Qassim, relative humidity, temperature, atmospheric pressure, Saudi Arabia

1. Introduction

Solar radiation and its components are the most important and renewable energy source, affecting global
climate and energy budget studies; hence the accessibility of solar radiation data is essential for the research
community. Global radiation data are essentially required for different applications such as the architectural
design of solar energy systems. Information on global solar radiation is not only needed at specific locations
but by the worldwide community, Li and Lam (2000); Lu , et al. (1998); Zekai (2008); El-Sebaii et al. (2010)

The measurement of solar radiation requires equipment such as pyranometers, which need regular
maintenance and calibration, Chineke (2008). For many developing countries such costly equipment is not
usually available; hence elaboration of an alternative method using the available meteorological data to
calculate and model the global radiation data is a common practice. Several empirical and semi-empirical
models have been parameterized using available meteorological and geographical parameters to calculate
solar radiation. These include sunshine hours, air temperature, latitude, and water vapor, El-Sebaii et al.,
(2010); Alvaro et al. (2013); Maghrabi (2009); Maghrabi et al. (2008); Antonio et al. (2015); Bulent, et al.
(2015); Trabea and Shaltout (2000); Li, et al.( 2013).

In this work, data on atmospheric pressure, relative humidity (RH) and air temperature have been used to

© 2016. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientific Committee
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model the monthly average daily global radiation for Qassim City, central Saudi Arabia.

2. Experimental Data and Validation Methods

Mean monthly global solar radiation data on a horizontal surface (H) were obtained from the Saudi Arabian
Solar Radiation Atlas, published by the Saudi King Abdulaziz City for Science and Technology (KACST).
The atlas has two versions. The first contains data collected by the Ministry of Agriculture and Water from
1971 to 1980 compiled by KACST; the second measurements of the global horizontal radiation between
1994 and 1996 obtained from KACST’s solar radiation network, KACST (1999). Meteorological
information for the two periods was obtained from the Presidency of Meteorology and the Environment
(PME). Clear sky data were only considered in this study.The monthly averages of the extraterrestrial global
radiation (Ho) were calculated for the given periods using the procedures (Duffie and Beckman 1991) as
follows.

Ho = (1/m)IscEO(cos A cos & sin ws + (1t/180) sinA sin ws) (eq. 1)

Isc is the solar constant 1376 Wm™ ,Eo is the correction factor of the Earth’s orbi calculated
by:

E0 =1.00011 + 0.034221 cos a + 0.00128 sin a + 0.000719 cos(2 a) + 0.000077sin(2 )
(eq.2)

o is the day angle, obtained from:

o =2n(nday - 1)/365 (eq. 3)

51s the solar declination (in degrees),

6 = (180/m).(0.006918- 0.399912cos a + 0.070257sin o - 0.006758cos(2 o)
+0.000907 sin 2 oc - 0.002697 cos 3 a + 0.00148 sin(3 a)) (eq. 4)

and the hour angle of the Sun ws (in degrees) is calculated as:

ws = cos—1 [-sinAsind/(cosAsind)]  (eq. 5)
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We first developed and tested the performance of the several models using regression methods. The
calculation procedures began with simple correlation between the clearance index H/Ho (ratio of the
measured global radiations to the average daily extraterrestrial radiation) and each meteorological parameter
individually; then multiple regression analysis, using two and three parameters, was carried out. The best
performing model was validated using an independent set of global radiation measurements for the period
between 2003 and 2005. Finally, we selected several models, with different parameters, from the literature
and tested their predictability against the measured global radiation.

The calculated H/Ho values were assessed in terms of mean percentage error (MPE), mean bias error (MBE),
and root mean square error (RMSE), calculated as:

L N Vimeas —Vica
MPE:F,’E]( Himeas : x100 (eq 6)
1 N
MBE = — Z(V;meas - V;cal) (eq 7)
NI
1 & R
RMSE = ﬁz (I/imeas - I/ical) 5 (eq 8)
i=1

where Vines and Vi, are the measured and calculated (H/Ho) values respectively, and N is the number of
the measurements The significance of the proposed model was tested using t-statistics calculated according
to Stone (1993), as:

2 2
RMSE? — MBE (eq. 9)

3. Results and Discussions

3.1 Model parameterisation

Table (1) presents the regression equations between the measured clear sky index and single, two, and three
meteorological parameters. The statistical results of these equations are also given. It can be seen that the
statistical parameters vary from one model to another. All the models presented an MPE below 2%, which
can be considered an excellent performance. Additionally, all the models were significant according to their
t-values, which were smaller than the critical value (3.106).

The three-variable models (eq. 16) presented the lowest RMSE and MBE and the highest correlation
coefficient. The correlation coefficient of this equation was 0.98, and the MPE, RMSE and MBE were,
respectively, 0.15%, 0.02, and —1.1x10*.  The two-variable models showed improvements in their
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correlation coefficients; their MBE, RMSE and MPE values were not as good as those of the one-variable
models. Models with air pressure (as either single or second variable) gave a poorer performance than those
use the air temperatures.

Table 1: Results of the regression analysis of the clearance index, H/Ho (ratio of the measured global
radiations to the average daily extra-terrestrial radiation) and meteorological parameters.

Equation R MBE RMSE MPE t
% = 0.004T + 0.491 (eq. 10) 0.85 | 0.0009 | 0.021 | 0.3340 | 0.183
% = 0.0023RH + 0.6556 (eq. 11) 0.86 | _0.003 | 0.023 | -0.38 | 0.455
% = —0.0084P + 8.50 (eq. 12) 0.88 | -0.008 | 0.020 | 0.0349 | 0.078
% = 0.649 — 0.0021RH + 0.00016T (eq. 13) | 980 | 5002 | 0024 | -0.261 | 0.351
% =9.702 — 0.0021Rh + 0.00016T (eq.14) | 0-91 | 0.0283 | 0.032 | 1.8556 | 5.93
% = 7.463 — 0.0071P — 0.0003RH(eq. 15) 091 | 9001 | 0018 | 0345 | 0491
Hio =10.750-0.0068T-0.0105P-0.003RH 0.98 00001 | 0.0206 | 01555 | 0.033

(eq. 16)

Fig.1 shows the monthly variations of the measured and the calculated global solar radiation values obtained
from (a) single and (b) two-variable models. It is obvious that the pressure-based model always
overestimated the measured values. On the other hand, the RH-based and T-based models slightly
overestimated the measured values in the months September, November and December and underestimated
the measurements in the remaining months. Two-variable models showed the same behavior as the single T-
and H-based models. All the models highly overestimated the global radiation measurements in April and
May. This can be explained by the effect of the pre-monsoon dust events which are very frequent during
these two months.
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Fig 1. Monthly measured and predicted H/Ho from (a) single and (b) two-variable models.
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Fig.2 displays the monthly measured and the calculated radiation from equation (16) (the model contains all
three variables). Fig.3 is the scatter plot for the predicted and measured values. It is very evident that the
three-variable model showed less deviation from the measured values and predicted with high accuracy. The
data closely lie in the vicinity of the 1:1 line. The regression equation for the measured and predicted values
has a slope of 0.98 (nearly equal to one) and an intercept of 0.01 (nearly equal to zero). This indicates a
distinct relationship between the predicted and measured global radiation and rationalizes the excellent
predictability of the model. Student's t-tests for this linear relationship at a significance level of o = 0.01 were
carried out and showed a t-value of 0.32, which is less than the critical value (3.106). This indicates the
significance of the developed model in predicting the measured global solar radiation in Qassim.
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Fig.2. As in Fig.1, the measured data were compared with the predicted values calculated using equation (16).The
dashed line is the 1:1 line and the straight line is the regression line.
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Fig.3. The measured H/Ho plotted against predicted values using equation (16). The straight line is the 1:1 line
and te dashed line is the regression line between the two values.

3.2 Model Validation

The prediction of the proposed model (equation 16) for the global radiation in Qassim was tested using an
independent data set. These data contain the mean monthly data on global solar radiation and the
corresponding meteorological parameters for the period between 2003 and 2005. These data were obtained
from the Saudi Presidency of Meteorology and the Environment.

Fig.4 indicates the monthly measured clearance index and the calculated values obtained from the model for
the period between 2003 and 2005. The calculated H/Ho gives MPE =2.3 %, MBE -0.003, RMSE = 0.034,
and t value =0.0921. These statistical results indicate an adequate performance of the model for this data set.
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Fig.4. Monthly measured data for the period between 2003 and 2005 compared with their predicted values using
the proposed model.

Fig.5 demonstrates the relationship between the measured and the predicted values of the clearance index for
these data. The results show a close distribution of the data points around the 1:1 line, which verifies the
ability of the model to predict global solar radiation in Qassim using independent measurements. The slope
of the regression results for the measured and predicted values was 0.89 and the intercept was 0.052.
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Fig. 5. As in Fig. 3, the figure plots the measured global solar radiation against the calculated values but for data
between 2003 and 2005.

3.3 Comparisons with Other Models

Several models for predicting global radiation using meteorological parameters have been developed using
data from different places around the world. In this study nine models were selected and their performances
in predicting the measured global radiation data for Qassim for the period 1971 to 1996 were tested. Table
(2) presents the functional form for the selected models and their statistical indicators. It can be seen that
each model performed differently from the others. The RMSE values for all the models ranged between 0.27
and 0.069, MBE between 0.043 and 0.18. Apart from Bristow-Champbell model, all the models showed
MPE values of less than 10%. Li et al.(2013) model was the best followed by the Adaramola (2012) model in
predicting the measured data in Qassim. These two models contain three variables on them. Contrary,
Bristow-Champbell (1984), Hargreaves et al. (1985), and Li et al. (2013) models showed the highest errors in
estimating the measured data. According to the statistical tests all the models have poorer prediction in
comparison with the proposed model in this study (equation 16) or even the single and multiple models.
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Table 2: Functional of some of the selected models from the literature to calculate the measured H/Ho
values for Qassim. The statistical results (MBE, RMSE, and MPE) for their predications are given.

Form MBE | RMSE | MPE(%)
Lietal (2013) - =0.064-1.1130T 0.132 | 0.231 5.43
Lietal (2013) I =1.025-0.879RH 0.143 | 0272 | 8.620
H
Chen et al. (2004) Y 0.08 + 0.21(Tax — Tmin ) 0.125 | 0.212 6.751
Adaramola (2012) 2L =1.419-11973(Tmin/Tmax) 0.161 | 0201 | 5.820
Hargreaves etal 1985 z. 01s3(T, - Tmm)o's -0.033 0.146 | 0.261 9.351
Ho
" ) 0.102 | 0.0749 4.793
Adaramola (2012) 5 =0.77-0.4656(RH/100) (Tmin/Tmax)
H 0.071 0.086 5.721
Adaramola (2012) 7o = 0.845 — 0.464(RH/100)
. H 0.549 0.183 | 0.136 10.457
Bristow-Champbell (1984) — = 1435[1 — exp(~0.00% Tmx — T min))
Ho
. 0.093 | 0.069 4.940
Lietal (2013) H .
o =-1.315+0.138(Tmax-Tmin)+0.8244RH

4. Conclusion

Solar radiation data are of great importance in many applications such as the design of solar energy systems
and energy budget studies. In this study, monthly average daily global radiation on horizontal surface
measurements between 1971 and 1998 were correlated with three meteorological parameters to develop an
empirical model to estimate the global radiation for Qassim city, Saudi Arabia. These parameters are the air
pressure, the mean air temperature and the relative humidity. The estimated radiation from the model
presented excellent agreement with the measured data. The model has a correlation coefficient of 0.988,
RMSE =0.02, MBE = —1.1x10* and MPE less than 1 %. The model demonstrated an accurate estimation for
the global radiation for Qassim using an independent data set for the period between 2003-2005. The
performances of some models from the literature were conducted against the measured data for the period
1971-1998. The performances of these models were different in terms of predicting the experimental data
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Abstract

Well geographically distributed high temporal resolution solar irradiance data is scarce, resulting in many
studies using mean hourly irradiance time-series as an input. This research demonstrates that by taking
readily available mean hourly meteorological observations of okta, wind speed, cloud height and
atmospheric pressure; 1-minute resolution irradiance time-series that vary on a spatial dimension can be
produced. The synthetic time-series temporally validates against observed 1-minute UK irradiance data with
99% K-S test confidence levels across 3 metrics of variability indices, ramp-rate occurrences and irradiance
frequency. A new methodology is applied to existing research that produces two-dimensional cloud cover
using a vector approach to add spatial correlation to irradiance time-series, as well as improvements to the
clear-sky index calculations. The methodology is applied to a hypothetical configuration to demonstrate its
capabilities.

Keywords: irradiance generation, minute resolution, resource modelling, cloud edge enhancement.

1. Introduction

Solar irradiance fluctuates on a 1-minute time scale or less (Sayeef et al., 2012) and is driven by the transport
of atmospheric pollutants (Vindel and Polo, 2014), atmospheric losses, and cloud dynamics (Calinoiu, 2014).
Large irradiance fluctuations can cause ramps in solar energy power generation outputs (Hummon et al.,
2012), these power fluctuations can result in electrical problems and supply/demand issues such as over
voltages in PV laden distribution grids (Widén et al., 2011). Furthermore, irradiance is dependent on
geography, irradiance at locations across 1 km are affected by different optical losses as they can be obscured
at different times. It is important, therefore, to utilise a solar irradiance data input that can capture these
problematic fluctuations and spatial variations when theoretically considering power reliability and impacts
on a high frequency time scale. Averaging solar irradiance data over different temporal frequencies results in
loss of detail of the irradiance fluctuations. Figure 1 demonstrates how averaging irradiance data across
different time-scales significantly underemphasises the actual incident irradiance fluctuations, as well as
underestimating peak irradiance values.

Calibrated 1-min irradiance datasets are usually the output of isolated research projects and are often limited
in duration, consistent measurement techniques, and geographic distribution. Sources of 1-min resolution
irradiance data exist such as the World Radiation Monitoring Centre’s Baseline Surface Radiation Network
(BSRN), which will be used in a validation, however it is lacking in coarse geographical distribution. 1-hour
resolution weather data, however, is widely collected and made available through national meteorological
offices. This hourly data fails to capture the intermittent nature of solar irradiance (Sayeef et al., 2012); some
solar irradiance models, therefore, use hourly datasets to artificially generate minutely irradiance time-series.
Examples of such have been reviewed previously (Gueymard, 2012), with more notable methodologies using
utilising a sun obscured type approach (Morf, 1998, 2011, 2013) and (Ehnberg and Bollen, 2005).

This paper presents a novel methodology that takes readily available mean hourly meteorological
observation data of okta, wind speed, cloud height and atmospheric pressure; 1-minute resolution irradiance
time-series that vary on a spatial dimension can be produced, which validate temporally against observed 1-
minute UK irradiance data.

© 2016. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of Scientific Committee
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Fig. 1: Global horizontal incident irradiance in Leeds, UK on 25/06/2015 between the hours of 10:00 and 14:00.
The data was logged using a horizontally-mounted silicon photodiode (BPW20) in short-circuit current mode with
a linear current response converted to voltage with a transconductance amplifier, logged at 10 Hz using a 10-bit
DAC. The data has been averaged across the timescales of, from top to bottom: 1 second, 10 seconds, 1 minute,
10 minutes and 1 hour.

2. Methodology

This work is an extension of the methodology by Bright et al. (2015) that demonstrated the success of taking
mean hourly weather observation data to generate 1-min temporal resolution irradiance time-series. The
original methodology has six distinct sections: cloud cover samples production, where descriptions of an
hour of cloud are made; Markov chain production, produced through analysis of 12 years of mean hourly
weather observation data to capture the patterns of transitions of each variable; the stochastic selection of
variables, using probabilistic application of the variables guided by the Markov chains; calculation of global
clear-sky irradiance, using standard irradiance modelling considering geography to determine the
background irradiance; calculation of clear-sky index for each location, using statistics of optical losses
derived as a function of the okta value; and finally calculation of incident irradiance upon an arbitrary plane,
using methodologies from literature. For greater detail, the reader is referred to the work by Bright et al.,
(2015).

Significant developments have been made to the cloud cover samples production section and the calculation
of clear-sky indices sections that allow for a spatial element to the previous temporal-only methodology. This
section will discuss the production of cloud cover samples and their application in producing spatially
correlating sun obscured time-series, and the updates to calculating the clear-sky indices and subsequent
irradiance.

2.1 Cloud Cover Sample Production

Cloud cover samples are a description of an hour’s cloud cover. The methodology is a sun-obscured type,
which means that during periods when the sun is obscured, as indicated by the cloud cover sample, a clear-
sky index value is applied to the global clear-sky irradiance. The clear-sky index is a fractional
representation of the incident global horizontal irradiance from the available clear sky irradiance. Previously,
the cloud cover samples were represented by a binary, single dimension vector describing each minute that
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an arbitrary plane as obscured or unobscured, signified using 1s and 0s respectively. A new methodology is
proposed that considers an area of sky with a randomly set number of clouds within it, as this will be moving
across a static cluster with points of interest i.e. residential PV installations within a low voltage grid, each
sample of cloud cover must represent the entire hour defined by the stochastic selection of the weather
variables: cloud speed, u, and okta. The size of the area of sky is therefore a function of distance and time,
1.5km-by-u*3600, where 3600 is the number of seconds in an hour.

The cloud cover samples are lists of x and y coordinates for the centres of each cloud, and also includes their
radii. The clouds are assumed to be circular with radii size adhering to the horizontal cloud length single
power-law distribution (Wood and Field, 2011). The clouds’ associated clear-sky indices are represented as
optical thicknesses applied to all areas across the circle using a distribution that ranges from typical clear-sky
indices lows of ~0.1, to highs of ~1.1, the implication of this is that across the circular cloud there will be
sections above a clear-sky index of 1, indicating wispy or insignificant levels of cloud, whilst other areas
indicate thicker sections, and therefore the clouds are not actually circular in application, instead the circle
defines an area which cloud is allowed to form. In order to produce multiple samples, random numbers of
clouds are selected, which are then given random x-y coordinates and radii drawn by the aforementioned
distribution. The cloud cover fraction of each sample is analysed to determine the okta value, and is then
sorted and stored appropriately in a larger matrix. Samples are then selected using an indexing based on the
conditions stochastically selected through a Markovian process within the model simulation.

2.2 Clear-sky Fluctuations

Clear-sky indices fluctuate across different timescales. The cumulative probability distributions functions
(CDF) for the frequency of occurrence of absolute step size changes for different time scales are shown in
Lave et al. (2012). It is shown that 1-min and 1-hour data have very different statistics. To capture these
fluctuations, the CDF profiles for the different time scales are applied to the clear-sky indices. Two vectors
of fluctuations following the CDF profiles are drawn, one for clear periods, F,, the other for obscured
periods, F;. For moments of obscured sky, the step changes are equally step downs as well as step ups.

To create Fy and F;, a step size change is selected following the appropriate cumulative distribution
function, this increase is then linearly applied across the hour/10-min/minute, before being smoothed using a
spline technique (using inbuilt Matlab functions (Matlab, 2012)) and can be represented for both as

F(Oorl)(to :tl) = (F(Oorl),to T+ S) (eq 1)

_ >.CDF, <r

2
100 (eq. 2)

where 7, and ¢; are index references in minutes of current and future location within Fy,,;, T refers to the
number of minutes within the operating frequency (when performing fluctuations on a 1-h period, 7=60), F,
refers to the fluctuation value at the previous index. The use of the colon, :, in the format (7 : ;) refers to the
space within F between #, and #;, and in the format (x : n : y) refers to a linearly spaced vector starting at x
and ending at y with » number of intervals. CDF’ refers to the appropriate cumulative probability distribution
function, r is a random variate evenly distributed between 0 and 1, and finally s is the step size magnitude
randomly extracted from the CDF.

2.3 Cloud Movement and Clear-sky Indices

Once the cloud cover samples are selected for each hour of the simulation, the samples are simulated to pass
across the stationary targets within the spatial domain. To simulate the cloud direction, the locations are
rotated in accordance with the cloud direction using rotational matrices as demonstrated in equation 3

x' cosd -—sind || x
A= (eq. 3)
y sind cos$ |y



where x and y denote the coordinates of the initial locations within the spatial domain, and x” and y~ are the
rotated coordinates by angle &. The angle by which to rotate is determined using a normally distributed
random walk, with standard deviation equal to 10, around a mean set to the previous cloud direction, this
allows for gradual changes in direction. The cloud speed is determined stochastically (Bright et al., 2015)
and so the cloud movements in relation to the locations of interest within the spatial domain are known.

The simulation works iteratively, progressing by one time-step at a time. Whilst the calculations are in a
vectorised format, it is simplest to imagine a static rectangle with the locations of interest marked, being
overlapped by a rectangle containing the clouds; at each moment it is determined whether or not a location is
obscured by the cloud. For each iteration, the distance from the location of interest to the centre of each
cloud within the sample is calculated. Firstly, let the length of the spatial domain be X; and the length of the
cloud sample be X, the coordinates of the location of interest and each cloud are (x;y;") and (x.).)
respectively. The distance from the location to the edge of the domain is

ox, =X, —x, (eq. 4)

while the distance from the cloud to the edge of the cloud environment is given by x. The overlap of domains
is defined as the number of iterations, i, multiplied by the temporal resolution that the simulation is operating
at, t. Therefore the distance in the x-direction from the location to the cloud, dx, is given by

Ox =0x, +x, —it (eq. 5)

the distance along the y-axis from the location to the cloud is given by

y=y, -y (eq. 6)

the horizontal distance from the location to the centre of the cloud is therefore calculated using Pythagoras’
theorem as

d =./ox* + 0y’ (eq. 7)

To produce a clear-sky indices vector for each location, the simulation enters an loop which cycles through
each time step for the desired duration, and for each location. At each loop the locations are rotated
according to the cloud movement direction as shown in equation 3, the x-y coordinates of each cloud sample
are updated according to the cloud movement speed and time step before working through equations 4-7. At
each loop it is determined if the location is covered by cloud. To do so, a logical if statement is applied,
querying d against the radius of the cloud, 7, such that

r>d—>B=1else B=0 (eq. 8)

where B is a Boolean matrix indicating the presence of cloud, and —> denotes the use of a logical if
statement. The iteration moves on until the end of the cloud sample. If a location moves beyond the sample
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as it passes, the next sample is loaded and queried against using the same methodology.

B is used as a binary indicator for sun obscured. During periods of B=/ when the cloud is present, a clear-sky
index, k,, is generated for each cloud present using distributions of clear-sky indices as a function of the okta
number (Bright et al., 2015).

k. = f(okta) (eq. 9)

The clear-sky index for overlapping clouds is found as the mean of the overlapping clear-sky indices
1 C
k,B=1)==>k., (eq. 10)
C =l

Where subscript i is the current iteration, k.(B=1) are the clear-sky indices during moments of cloud, £, is
the k, value for the #n” term, and c is the total number of overlapping clouds index.

The clear sky indices vector, k., for each property is calculated at each iteration, i. This iteration, i, must
undergo a correction as a function of x” and u to account for spatial variability, where u is the cloud speed; k.
is therefore calculated as

=i+ (eq. 11)
u

k., (B=1)=ke,xF, (eq. 12)

k. (B=0)=ke, xF, (eq.13)

Multiple irradiance time-series can now be drawn from any x-y-z location within a 1.5 km by 3600u km area,
each with different arbitrary plane orientations and tilts, such as the different tilts and rotations of residential
PV installations within a low voltage grid. Irradiance is calculated for each location using the methodology
outlined in Bright et al. (2015), and the corresponding clear-sky indices, k., are applied.

2.4 Cloud Edge Enhancement

Cloud edge enhancement, CEE, describes events whereby a point on the surface receives a larger amount of
incident irradiance than is available in the clear-sky irradiance, the events are attributed to irradiance
reflecting from the edge of cloud. The typical behavior of irradiance in the 60 sec leading up to, and after the
largest 1 sec ramps is detailed by Lave et al. (2012). This behavior is applied to periods of transitions from
clear to clouded moments.

The CEE behavior is normalised to 1 to form a correctional factor for both ramp up, CEE,,,, and ramp down,
CEE 0w as a function of a magnitude, M. The magnitudes of the CEE ramps are determined through analysis
of 1-min data from the BSRN against the corresponding mean hourly weather observational data from the
same location. The frequency and magnitude of ramp events attributed to CEE correlate with the okta
number, CEE events were defined as >25% of the clear-sky irradiance. CDF profiles of the magnitude for
each okta were made allowing for random extraction following the appropriate distribution. The normalised



CEE correction factors are further corrected as a function of M, which is itself a function of okta, as detailed
in equations 14-16

M = f(okta,CDF) (eq. 14)
CEE,, =CEE, , x(1+ M) (eq. 15)
CEE,  =CEE, x(1-M) (eq.16)

The application of the CEE is performed using the Boolean matrix of cloud presence, B. Iterating through .
and using a logical if statement that queries whether B undergoes a ramp on account of cloud cover, the
appropriate M adjusted CEE correction factor, CEE,, or CEE,,,, are applied to the time before and after the
ramp as shown in equations 17 and 18

B, =0& B,=1—k (i—60:i+60)=CEE,,, (eq. 17)

B =1& B, =0k, (i—60:i+60)=CEE,, (eq. 18)

3. Application and Discussion

To illustrate how the output could be used, the model is applied to a hypothetical configuration for the
location of Cambourne, UK. Cambourne is selected as there is a BADC 1-min resolution irradiance data set
(BADC, 2013) which will allow a temporal validation; figure 2 depicts the configuration.

Table 1 shows the physical parameter inputs required for each of the locations within the simulation. The x
and y coordinates are noted in reference to the centre of the spatial domain, C,1 defined as (750,750). The
azimuth angles are defined as -180° to 180° East to West, with South being an angle of 0°.

Fig. 2: A theoretical setup used to demonstrate the functionality of the model. The numbers indicate S
different locations set in Cambourne, UK, of which spatio-temporally correlating irradiance time-
series will be generated.
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Tab. 1: Input physical parameters for the 5 locations as shown in figure 2. Note that the letter C
denotes the centre of the spatial domain which represents (750,750).

1 2 3 4 5
x (m) C C-500 C C+500 C
y(m) C +500 C C C-200 C-250
Azimuth ( °) 0 0 0 0
Pitch (°) 0 0 0 0
Elevation (m) 87 87 87 87 87

The model is functional for all azimuth and tilts with reference to the input longitude and latitude, in this
instance however the locations are assumed flat so that irradiance is reported in terms of global horizontal
irradiance, the purpose of this is for comparison with the global horizontal observation irradiance data. The
weather station in Cambourne, UK is at a longitude of -5.32656° and latitude of 50.2178°, with an elevation
of 87 m above sea level.

The temporal resolution of 1 minute has a spatial granularity defined as the smallest distance between
locations where a difference in irradiance can be observed. This is determined using the temporal resolution
of 60 s and the minimum and upper cloud speeds of / ms™ and ~20 ms™ to give a granularity of 60 to ~/200
m.min™. The average cloud speed is /0 ms™” which gives typical granularity around 600 m.min™. The
scenario depicted in figure 2 shows that the locations are separated by at least 250-1020 m and will therefore
show appropriate differences. In order to observe spatially varying irradiance time-series for locations closer
together, a decreased granularity would be required. This is achieved by increasing the temporal resolution
e.g. from 60 s down towards I s.

Figure 3 displays a typical output from the model using inputs from table 1. The profile is typical of a clear
day in mid-January for the location of Cambourne, UK. Typical patterns can be observed associated with the
spatial correlation. Most notably around 700 minutes, there is a gradual ramp down in output at location 1 a
few minutes before the other 4 locations undergo a similar ramp down, this is attributed to the wind speed
and direction at the time, the clouds were travelling approximately north to south. At ~860 minutes, location
2 is the only location to undergo a large ramp down event.
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Fig. 3: Synthetic irradiance profiles across 5 locations on the 10™ Jan using the described methodology
for Cambourne, UK.
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Fig. 4: Cumulative probability distribution plots of the (a) daily variability index, (b) the minutely
irradiance ramp-up and ramp-down occurrences, and the (c) minutely global horizontal irradiance

frequencies for both the modelled data and the measured data from Cambourne, UK.

4. Validation

Validation to date has focussed on a temporal basis only. All data processing was performed using the
commercial software package Matlab r2012a (Matlab, 2012). Hourly weather observational data are taken
from the BADC (BADC, 2013). As monitoring stations are occasionally taken off-line for repairs or
upgrades for months at a time, 12 years of data are used to allow at least 10 years data for each variable that
require a Markov chain to be created.

The simulation is run as detailed in the Application and Discussion section, and compared against the
statistics obtained from the World Radiation Monitoring Centre — Baseline Surface Radiation Network
(WRMC-BSRN, 2014) from BSRN station number 50, located in Cambourne, Cornwall, UK. Missing data
points were ignored and deemed to not significantly impact the distributions for comparison.

Three metrics are used to validate the temporal nature of the model output, the variability index (Stein et al.,
2012) cumulative probability function (CDF), the irradiance frequency CDF and the ramp rate CDF, denoted
as VI, IF and RR respectively. The 2-sample Kolmogorov-Smirnov (K-S) test was carried out for each metric
for each day of the year. When comparing the entire data sets against one another, the K-S validation
technique is not appropriate due to the size. The subsets for comparison must be relatively small to gain any
significant findings from the K-S test. For this reason the subset of each K-S test consisted of 7 of the same
day’s minutely data. For example, 7 modelled samples of the 1* January represent one subset, which is
compared against a subset made from 7 samples of the same day from observational data.

The K-S test results are displayed in table 2 and comparative CDF profiles in figure 4. The RRs are captured
well correlating with R?=0.9998, and that 99.5% of days with the K-S test reject the null hypothesis that the
modelled and observed minutely datasets are not from the same dataset with a confidence of 99%. The
implications of this are that for each day of the year, only 0.5% of the days modelled did not produce
statistically representative ramp rate data to a confidence of 99%. This means that for application of PV
integration into the LV grid for example, the ramp rates seen in the synthetic irradiance time-series would be
statistically accurate and allow for a good comprehensive study of how ramp rates impact upon the grid to a
1-min resolution. The daily VI CDF correlates with R*=0.9777, and K-S at 95.9%. When comparing 1-min
VI values for the whole datasets against one another in a frequency plot, the R? value is 0.9980 implying that
throughout the year, the VI is captured, figure 4a however demonstrates that there is a more localised
dependency with room for improvement. The daily VI value is the mean VI value recorded for that day. It
can be seen that there is a slight overestimation of days with a VI between 7-15 and an underestimation of
stable days between VI=0 to 7 and unstable days with VI >15, the implication of this is that the lower and
higher daily variability extremes, where the variability is sustained over a lower time resolution, are slightly
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Tab. 2: The percentage of days that reject the null hypothesis when performing the 2-sample
Kolmogorov-Smirnov test on 7 of the same day of modelled and observational CDF profiles of 3

metrics.
K-S test significance Level 90% 92.5% 95% 97.5% 99%
Variability index 97.5% 97.5% 97.3% 96.4% 95.9%
Ramp rate occurrence 99.7% 99.7% 99.7% 99.7% 99.5%
Irradiance frequency 99.7% 99.7% 99.7% 99.7% 98.9%

less frequent than in reality. The VI is still captured at a satisfactory rate with K-S of 95.9% with only 4.1%
of days accepting the null hypothesis that the observational and synthetic datasets are not the same,
importantly of these 4.1% of days, there was no bias as to what time of the year these days occur, suggesting
that there was no seasonal bias within the model. Potential reasoning is that within the observational data, a
particular day for each of the 7 different years coincidentally had an overcast day each time, which when
compared with a clear day generated by the model, would be dramatically unfavourably compared. The IF
CDF correlates well with R*=0.9980, and K-S at 98.9%. Figure 4c indicates a marginal overestimation in the
lower range of irradiance magnitudes and a marginal underestimation in the extreme values of 900-1000
Wm™. The more extreme values within the models are functions of the clear-sky fluctuations and the cloud
edge enhancements. It is possible that because the cloud edge enhancement correction described in section
2.4 only bands across 1-min before and after the CEE event, when in fact this 1-min is an average of all the
events recorded within the study, it is entirely possible that a CEE event would span across 2 or more
minutes depending on the speed of passing cloud, and so there is scope to make the correction a function of
the cloud speed. Otherwise the validation is very strong and the magnitudes are captured well with only 1.1%
of days accepting the null hypothesis with the K-S test.

5. Conclusion

This work has developed meaningful high temporal resolution irradiance time-series with a spatial
correlation that temporally validates well. The irradiance time-series correlate spatially as a function of
location, cloud speed and direction. The variability index, ramp rate occurrence and irradiance frequency
metrics perform well using the 2-sample K-S test with a confidence level of 99%. The daily variability
indices do tend towards midrange values, however the 1-minute variability index correlates excellently. The
ramps present within the simulation have an excellent correlation to observation data with 99.5% of all days
passing a 99% significance level K-S test.

Future work opportunities include further development of the temporal resolution as the nature of the
methodology would allow it to be increased. This methodology would allow for theoretical high resolution
simulations and studies of the impacts of solar variability and intermittency derived from readily available
inputs of mean hourly weather observational data. The temporal methodology and Matlab script files are
made freely available through download so that it can be adopted for any other application, and adapted to
further the study (Bright et al., 2015).
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Abstract

Island electrical small-scale grids are sensitive to variations in power production. In case of important
integration of solar power in the energy mix, the solar resource intermittency becomes a high risk to the
grid’s stability. That is why a good knowledge of the variations is the first step to the massive optimized PV
integration in the energy mix. This paper focuses on the forecasting of the solar resource variability. First, the
solar resource variability characterization will be presented. It is based on a typological classification method
that relies on variability scales which enable to distinguish the different dynamics. Afterwards, the
predictability of variations is studied through forecasting models as a simple persistence, the k-Nearest
Neighbors and Artificial Neural Networks (ANN). In this regard, time series of intervals classified according
to their dynamics of variations have been generated and the forecasting performance, for different horizons
and with different models were compared.

Keywords: Solar resource, variations, classification, forecasting, k-Nearest Neighbors, Artificial Neural
Networks

1. Introduction

Island electrical grids are typical: they are small-scale and sensitive to variations in power production. In
case of important integration of solar power in the energy production mix, the solar resource intermittency
becomes a high risk to the grid’s stability. This is the reason why, in France, it is considered that no more
than 30% of the production power must be supplied by power plants using intermittent renewable energy
sources. In Corsica Island, this threshold has already been reached in 2012, as a large amount of PV plants
have been connected to the grid. This threshold is a constraint to the development of renewable energies on
the island. Therefore, the aim would be to overpass this threshold without destabilizing the electrical grid.

A good understanding of the solar resource in Corsica, its variability, its territorial mitigation and forecasting
are important challenges for the electrical grid’s manager to overpass this threshold. The optimization of the
territorial mitigation may present an opportunity to the development of renewable energies and their
integration to a small electrical grid which is not connected to the mainland power grid. We can anticipate
that the smoothing of the electrical photovoltaic power production by the compensation of the territorial
mitigation will be insufficient to stabilize the grid. Finally, it seems essential to compensate the solar
variability using other means of production or storage solutions.

The level of solar variation has to be forecasted so that the electrical grid manager can anticipate and can
choose a control strategy concerning all the means of power production. In this context, the solar resource
intermittence characterization in Corsica, the use of the territorial mitigation and the forecasting of variations
are challenges to the grid’s manager. For this, a new method of typological classification of variations has
been developed and will be introduced.

2. Typological classification of the radiation

Indicators such as the clearness index ki, the air-mass-corrected clearness index k'; or the clear-sky index
ks give information on the sky's clearness or cloudiness. A segmentation of these indexes domains into two
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or three intervals are the result of a first classification. In the literature, we can find numerous segmentations
of daily k, values that have succeeded to different classifications (De Miguel et al., 2001; Li and Lam, 2001;
Mefti et al.,, 2008; Notton et al., 2004; Rigollier et al., 2004). This first classification method has the
advantage to be easy but has the disadvantage to be static: fluctuations of irradiations and the cloudy
dynamic are smoothen by a daily mean and cannot be considered. Consequently, a changeable weather day
can have the same daily clearness index as an invariably cloudy one. Other typological methods can consider
the clouds dynamics by completing the discrimination indexes of the different types of radiation. Muselli et
al. (2000) have used a set of discriminating parameters derived from k. hourly and daily values in order to
characterize three types of days (clear sky, overcast sky, cloudy sky), using classification method of Ward.
Daily dynamic of the sunshine has been considered by a parameter entitled "Integral of the squared second
derivative of hourly clearness index profile". Other typological methods consider cloudy dynamic : the mean
clearness index segmentation is completed by the segmentation of mathematical quantities that quantify the
signals roughness such as the fractal dimensions (Maafi and Harrouni, 2003) or using Dirichtlet
decompositions (Soubdhan et al., 2009) or even the wavelet decompositions (Woyte et al., 2007).

All these new methods present the limit of discriminating by days, while in a single day we can have
different weather dynamics. That is why these classifications unable an energy manager to anticipate the
variability of the production: the knowledge of the category of a day to come does not allow knowing
precisely the irradiation profile. It seems valuable to consider days as successions of irradiation profiles that
can be subject to a classification.

3. Methodology: Variation scales

Irradiance dynamic regimes distinguish themselves by the variations form observed that can be characterized
by two criteria: their duration and amplitude. The aim of this work is to set up a classification method of
these regimes depending on these characteristics.

The variation scales dt are defined as the time interval for which relative variations of solar irradiance G(t)
are calculated. In this study, we are interested in the relative absolute variation dG(t) between two successive
moments separated by a time dt, neglecting existing variations in the interval [t — dt;t] and following this
relation:

G(H)—-G(t—dt)

dG(t) = | G(t—dt)

(eq. 1)

3.1. Variations categories

Variation scales allow discriminating different variation dynamics. Indeed, variations which are too slow to
be perceptible for a value of dt can be revealed for a superior value.

A typology can be built on scale variation following this procedure: considering a given variations scale, the
issue will be to calculate and compare variations at a variability threshold noted Sy ,,. Variations higher than
this threshold will integrate the equivalent class that could be described as the class of the «perceptible
variations at this scale ». Then, for example, two different variations scales dt; and dt, lead to three
classifications, from the close to zero variations set to high variations one. It is convenient to choose the
scales separated by larger orders of magnitudes, in order to discriminate completely different variation
profiles.

3.2. Intervals delimitation

In a majority of cases, even in a very dynamic cloudy regime, variations are only punctually above the fixed
threshold. Then, the classification conditions generate a large number of intervals of different classes
following themselves. Two thresholds have been introduced in this optic. The first threshold called intra-
interval threshold and noted S5, represents a maximal duration between two variations so that they can be
grouped in the same interval. The other threshold is called inter-interval threshold and noted S;jier. It is
comparable to a minimal duration of intervals.

The use of these two thresholds gives birth to a sequential procedure of interval determination following
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three non-commutative steps:

1.

The instability instants set t;,¢; are defined as a set of instants for which variations exceed the variability
threshold Sy,.;

All the instants between two variations separated by the inferior laps time of the intra-interval threshold
Sintra are considered fluctuant : it is the grouping inter-interval step or homogenization step;

The intervals considered too short integrate adjacent intervals: it is the inter-interval grouping. If
adjacent intervals to the studied one are of different classes, the inter-intervals grouping is done under a
condition: if the interval is of maximal class, it will be concatenated to the adjacent one of nearest
inferior class, else it will integrate automatically to the nearest interval of the superior class. These
conditions are coherent with the electric network managers' point of view: it is convenient to outrank
marginal events in order to consider in the worst case to limit the risks and to upgrade marginal events.
However, in the first case where the over-classification is impossible, we consider that the oddness or
the short variation duration takes over their intensity, the interval is downgraded.

The classification method and the variability interval definition and sunshine regimes need the
determination of four specific parameters:

- A variability threshold S, above which we consider that there is instability; it has been fixed to 10
% in our study.

- Scale variation values dt for the discrimination of the different sunshine regimes; it seems better to
use different order of magnitudes in order to distinguish different dynamics. The magnitudes of a
few seconds can find out strong and narrowed variations while those of a few minutes find strong
variations and also slower and stronger ones. Thus, considering these observations, it seems
appropriate to have two scales: dt; = 1 s and dt, = 300 s leading to a partition in three classes:

o Class 0 (noted Cy): the variations of this class are perceptible neither for dt = 1 s, nor for
dt = 300 s. There are no or very few variations ;

o Class 1 (Cy): variations are perceptible only for dt = 300 s. These variations are slow and
not very intense ;

o Class 2 (C,): variations are perceptible for dt = 1 s and dt = 300 s. They are narrowed and
deep.

- Intra- and inter- grouping interval thresholds (Siptra and Sipter), Which we can evaluate the limits of
the intervals. No objective criterion has been found for the thresholds determination. It is the reason
why these thresholds are determined depending on the application we want to do with the intervals
and the temporal resolution necessary to this application. The smaller the thresholds' values are, the
smaller and more numerous will be the resulting intervals.

Figure 1 is an example of days separated into intervals ranked for Sy, = 0.1; dt; = 1 s and dt, = 300 s and
Sinter = Sintra =900 s.
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Figure 1 : An example of a daily irradiance curve and the variability classes associated
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4. Forecasting of solar irradiance variation

In literature we can find a large amount of forecasting models to predict solar irradiance at different horizons
(Kemmoku et al., 1999 ; S6zen et al., 2005 ; Mellit et al., 2005 ; Cao and Cao, 2006 ; Hocaoglu et al., 2008 ;
Zervas et al., 2008 ; Chaabene et Ben Ammar, 2008 ; Paoli et al., 2010 ; Voyant et al., 2011 ; Marquez and
Coimbra, 2011). These forecast concerns punctual irradiance values or the solar irradiance between two
moments. For these two configurations no information is available on the short solar variations. Ideally, the
aim would be to forecast for different small horizons in the range of the minute, on different lags at the same
time. The shortest developed horizons until know are of 5 minutes on a single lag (Voyant, 2011). On the one
hand, such a horizon does not seem sufficiently close to evaluate fast variations. On the other hand, a single
lag does not allow to know a variation tendency (except if we refer us to past measures). Finally, this
prediction does not leave the time to the grid manager to act on the system when a fluctuating regime is
recognized. The ranks forecast seem interesting as it means that the variations of a future interval would be
forecasted. The forecast methods which we have chosen are statistical based on:

- The k-Nearest Neighbor (k-NN): it is a technique following the philosophy that a succession of events of
the same nature will lead always to a same consequence. Here k is the number of sequences. The
principle of the k-NN consists to look for in a set of data identical events to the last observed. Then it is
supposed that the future event will be the most often observed one after equivalent sequences observed
in the historic.

- The Artificial Neural Network (ANN) is a learning algorithm inspired by biological neural networks. It
represents a collection of neurons which are mathematical and computer representations of biological
neurons. The mathematical representation is like an algebraic function which evaluates a weighted sum
of the inputs matched to a bias, which is independent with the inputs.

Either the model has predicted the correct class or it has forecasted the wrong one, so that the performance of
these models will be based on the percentage of times the class forecasted was the correct one. The models
results will be compared to a primitive model, named the persistence. This model tends to reproduce the
present event to the studied horizons.

4.1 Set of data

The classified irradiance data used in this study to test the different forecasting models were measured in 11
sites dispatched in Corsica Island (Fig. 2) during 2 years. The measurements are sampled at 1 s and
synchronized. As a first step, the data collected in all sites have been concatenated in a same set in order to
make a large sample as it is necessary for forecasting.

Figure 2 : Lucciana (42° 39’ 49” ; 9° 25°28” ; 60) - 2 Oletta (42° 39° 36 ; 9° 19’ 45” ; 52) - 3 Calvi (42° 33’ 38” ; 8° 44’ 48”; 31)
-4 Corte (42° 18’ 04” ; 9° 09> 577 ; 381) - S Piana (41° 16’ 03” ; 8° 41’ 37” 12) - 6 Cargése (42° 08’ 40” ; 8° 35” 58” ; 30) ; 7
Ghisonaccia (42° 03’ 54” ; 9° 22’ 14” ; 65) - 8 Ajaccio (41° 55’ 49” ; 8° 45> 23” ; 2) - 9 Sainte Lucie (41° 41° 59” ; 9° 20’ 12” ; 66)
- 10 Propriano (41° 39° 43” ; 8° 55> 02” 17) - 11 Bonifacio (41° 22° 17” ; 9° 12> 10” ; 46)

The variations classes have been determined according to the method previously introduced, using a
variation threshold of 10 % and variations scales of 60 s and 300 s. The predictions realized in this study are
based on time series defined as a sequence of observations for regular time steps. These observations are
done based on identical acquisition methods and data processing. In our case, the observed days need to be
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divided into constant time intervals for which we attribute fluctuation rank. Each measure has to be ranked
using the method defined above. Then each time interval composed by ranked measures will get the mostly
present fluctuation rank. The time series time step will be chosen based on the forecast demand in terms of
temporal resolution and horizons.

80 % of the set of ranked intervals were used for the learning phase and 20 % were used for the assessments
models performance.

4.2 Forecast with a persistence model

The persistence model is a simple model which considers that the event X, at time t is repeated at time t + h,
where h represents the horizon of the forecast:

)’Zt+h = Xt (eq 2)

This model has been implemented for ranked intervals of 15 min, 30 min and one hour. The model has been
used to forecast horizons from 15min to maximum 6 hours. Figure 3 presents performance of the persistence
model applied to these three types of intervals for the entire horizons predicted. First of all, we observe that
whatever the size of the used ranked intervals, the predictions performance decrease when more lags are
used. Above a number of lag the performance will not change much. For an interval of 15 min, we have a
performance which changes from 83.3 % for lag 1, to 50.1 % for lag 6 to 33.3 % for lag 16. The performance
does not change much and reach 32.9 % at lag 24. In the same way, the performance of the predictions for 30
min intervals changes from 72 % at lag 1 to 39.1 % for lag 6, decreasing then slightly. Finally, the correct
forecast for a one hour interval will change between 66.9 % at lag 1 to 42.9 % at lag 6.
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Figure 3 : Correct prediction rates obtained with a persistence as a function of horizons, using ranked intervals of 15 mn, 30
mn and 1 h.

For a same horizon we notice that longer (in terms of time) ranked intervals allow always better predictions
for all the cases: for a horizon of 30 min the predictions with 30 min intervals (at lag 1) are better than with
15 min intervals (at lag 2). We have performance of 72 % for 30 min intervals and of 70.7 % for 15 min
intervals. In the same way, one hour interval allow better predictions than with 30 and 15 min intervals,
giving respectively 66.9 %, 58.8 % and 58 % of performance.

4.2. K-NN Forecast method

The k-NN method developed here is based on a historic of the successions of variation classes. The method
consists in finding similar sequences of the k last past events in this historic. Then, the prediction at horizon
h corresponds to the most frequently observed class that follows the sequences at lag h.

The optimization of the k-NN passes by the determination of the sequences size k € [1; 8] and of the time
series time step used as input. As the tests realized with the persistence model the intervals of 15 min, 30 min
and one hour have been tested. The first results have shown that it is convenient to choose a k-NN model
with k = 4:

- For a time step of 15 minutes (Fig. 4), the existence of forecast impossible for k € [5; 8] puts into
question their usability. Some sequences preceding the class to be predicted have not been found in the
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historic so no class forecast has been possible. Taking k = 4 allowed all the predictions and give better
results for h € [1;4]. It gave close results to the best results of the other horizons.

L] - — - —F— 8 — g
— Impossible s 83 lag 1 | T —
¥ 1 [prediction 3 I N X 70.6
= = | . =
[ [ [
505 M 3 825 | N gr02
7
|
_ 82 | \ 69.8
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
k k
-— o
_ ealees T T _.58.6ag4 "~ o 54.6
) | N o [ ] Y )
= o ! N 2 L RN S 544
8 636} | - o582}, I \\ 8
© | © | ©
3 3 x 54.2
63.2 : N 57.8 ! AN
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
k k
| 1 -
- lag 6 — « ., 485/ag7 | - -
X 52 e [ "R e X 46
- | - - — . =
° 1% 2 47.5 _ °
I 465 - I
51 _ _-/ | Ve | 42
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
k k

- —a %

lag'2 RN
3 | S
| \
| \
\
! \
I ‘.
1 2 3 4 5 6 7
k
| u
lag 5 | A
(e \
A~ V7 \
-_ 1/
7 ~u w
/ |
—a L
1 2 3 4 5 6 7 8
k
I n
lag 8 | //
| /
[
ot
_ = |
e 1
1 2 3 4 5 6 7 8
k

Figure 4 : Correct prediction rate as a function of the sequence size of the k-NN for different horizons, using 15 mn intervals

- For 30 minutes intervals (Fig. 5), the existence of impossible forecast for k € [4 ; 8] show that these
models are not reliable. The most performant model whatever the lag is 4-NN.
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Figure 5 : Correct prediction rate as a function of the sequence size of the k-NN for different horizons, using 30 mn intervals

Concerning the one hour interval (Fig. 6), impossible forecasts for k € [5 ; 8] exist, so that we do not

consider them. Then, the best forecasts are always reached with k = 3 or k = 4. We can notice that the
performance of the 4-NN model are always higher than of the 3-NN for lags 1, 2 and 4 with small
differences between 0.1-0.3 points. The 4-NN model has much better performance than model 3-NN for
lags 3, 5 and 6 for differences between 0.5 and 7.2 points. In general, the 4-NN model presents the best

results.
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Figure 6: Correct prediction rate as a function of the sequence size of the k-NN for different horizons, using 1 h intervals

Finally, the performance of the 4-NN for the three ranked intervals studied are summed up on figure 7.
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Figure 7 : Correct prediction rate obtained with a k-NN (k = 4) as a function of horizons, using ranked intervals of 15 mn, 30
mn and 1 h.

As the persistence, the longest ranked intervals give better results for distant horizons:

- The 15 minutes intervals allow 71.0 % of correct forecasts for 30 min horizons (at lag 2) while we have
72.3 % of good predictions, for the same horizon, with 30min intervals (a lag 1).

- The 15 minutes intervals give 58.8 % of correct predictions at one hour horizon (at lag 4), against 59.5
% with 30 minutes intervals (at lag 2) and 66.3 % with one hour intervals (at lag 1).

5. Artificial Neural Networks Forecast method

ANN have been applied to the time series representing the classes of variations. These classes are forecasted
for different sizes of intervals and different horizons. In all the cases, only 6 lags have been forecasted in
order to limit the complexity of the studied models.

The optimization of the ANN parameters is a major stake. Therefore, we have focused on the study of the
number and the type of inputs as well as the number of hidden neurons N, conserving the rest of the ANN’s
structure (architecture, activation function, number of hidden layer, etc.). The optimization has been done by
fixing one of these two parameters (i.e. the number and natures of the inputs or the number of hidden
neurons) and varying the other one, following the method developed by Voyant et al. (2011). To start with,
the inputs are defined and then the numbers of neurons of the unique layer hidden N, are defined. The inputs
have been optimized following two axes fixing N, = 1:
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1. The nature of the inputs, associating to the endogenous inputs exogenous inputs. The exogenous inputs
used in this study are spatiotemporal indices: the measured instants of the events are detailed and are
geographically located, since the historic is composed of measures done on 11 different sites on a period
above one year and presenting discontinuities. Some successions of events can be linked to the site of
measure and a temporality of the phenomenon can exist: some events successions are seasonal or daily.
Three types of indexes have been studied independently each one from another :

- Atime index Iypg resuming the hour, the day, the month and the year of the event ;

- A spatial index Ige, represented by the altitude of the measures site. This index is more
representative than the geographic coordinates as the sites are very close to each other so that the
coordinates would not be representative ;

- A spatiotemporal index Igq : the global radiation for clear sky daily conditions : Gcls, simulated
by the ESRA model (Rigollier et al., 2000). The radiation depends on the position and the instant.

2. The number of inputs: we try to limit the number of inputs in order to reduce the complexity of the
model. An iterative procedure has been set up to eliminate the unnecessary inputs. If we consider eight
endogenous inputs and as many exogenous inputs a neural network is generated. The performance of the
neural network is calculated and the weights between the inputs and the hidden units are examined. The
input associated to the weakest weight is eliminated as it is considered unnecessary. This procedure is
repeated until we have only one input. The model kept will be the one which maximizes the number of
correct predictions.

We obtain from these optimizations different input choices according to the sizes of intervals. The model
choice is difficult since their ranks are different from a lag to another: a model can be the best for prediction
at a lag whereas it is the worst for predictions at another lag. A mean of the forecast on the six lags has been
chosen to discriminate the different models. Only I, and Iges indexes improve the ANN performance for
15 min classed intervals and lags higher than 1 (Fig. 8). The models using Iy give the best results for lag 3
and 4 whereas ;s increase the success rate for lag 2, lag 5 and lag 6, giving close results to the best ones for
the other lags. These models need respectively 14 and 9 inputs. In this way, according to the Okham razor
principle, it seems more interesting to keep the model with I index for most cases. Only forecasts at lag 1
need endogenous data.
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Figure 8: Correct prediction rate as a function of the type of ANN inputs for different horizons, using 15 mn intervals

For 30 minutes intervals, the indices tend to damage the models performance (Fig. 9). In this way the model
using two endogenous inputs present the best performance for all the lags except for lag 3. This model will
be put forward especially as it needs few inputs.
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Figure 9: Correct prediction rate as a function of the type of ANN inputs for different horizons, using 30 mn intervals

Finally, concerning one hour intervals, the model using three endogenous inputs is the most promising. It
allows better statistics for all the lags forecasted and needs few inputs.
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Figure 10: Correct prediction rate as a function of the type of ANN inputs for different horizons, using 1 h intervals

Concerning the number of hidden units in the unique layer, we must note that the number of parameters to
evaluate for a ANN strongly increases with the number of hidden units: for a hidden layer with N. neurons,
N, inputs and Ng outputs, the ANN will count Ny, = N (N, + Ng) weights and N, bias, a total Ny, =
N¢(Ne + Ng + 1) of parameters. It is important to limit at most N.

N, € [1; 8] have been tested for 15 min ranked intervals. We had slightly best performance for the three first
lag withN. = 6, N. = 7 and N, = 5 and the three following lags are a bit better forecasted with N, = 3
and N. = 2. But the small enhancements of the performance have to be relativized as the models are more

complex so that N. = 1 can be privileged since it is less complex and its performance are near the best more
complex models.

For intervals of 30 minutes, 3 or 4 hidden neurons are needed to maximize the performance of the ANN at
lag 1, lag 2 and lag 3 and that N. = 1 shows the best results for predictions at lag 4, lag 5 and lag 6. N. = 1
can be privileged: this model, which is the less complex, shows the best compromise between performance
and complexity.

In the same way and for the same reasons, the ANN with N. = 1 is preferred among N, € [1;5] for one
hour intervals.
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Figure 11 : Correct prediction rates obtained with an ANN as a function of horizons, using ranked intervals of 15 mn, 30 mn
and 1 h.

6. Conclusions

The correct prediction rates for the studied horizons obtained with the optimized models are summed up in
figure 12.
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Figure 12: Correct prediction rate of the best model of each category as a function of horizons

We can see that whatever the model (persistence, k-NN or ANN), it is necessary to implement classified
intervals of different durations as input to forecast variability classes at more or less far horizons:

1. for horizons above 1 hour, we can use classified intervals of 15 or 30 minutes. These inputs give close
results whatever the model. However, it is interesting to input 15 minutes intervals for a best time resolution;

2. for horizons over 1 hour, it is necessary to input 1 hour intervals.

Besides, we can observe that for predictions at close horizon (between 15 minutes and 1 hour), the three
studied models give quite similar results. For these horizons the persistence must be preferred to respect the
Okham razor principle. For horizons between 1 hour and 2 hours, ANN gives best results and must be
favored. Finally for horizons over 2 hours, the k-NN offers best performance and must be used. Thus an
hybridation of these models should achieve better performance for prediction at all horizons.

In future works, Markow chains could be considered since it is possible to evaluate probability of transition
from a class to another.
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Abstract

Satellite derived irradiance information currently approaches the status of a standard source for irradiance
data used in solar energy system analysis. Due to intrinsic limitations in both spatial and temporal resolution,
these data fail to give information of the full dynamics of the irradiance field in space and time. The analysis
of systems comprising a sensibility to details of the temporal evolution of the irradiance field (i.e. systems
comprising short-term storage elements) and of systems with sensibility to the spatial inhomogeneity of the
irradiance field (i.e. large photovoltaic- or CSP-power plants) require knowledge of the “fine-structure of the
irradiance field. Thus, methods for a respective enhancement of the satellite derived data are needed. This
contribution presents various approaches discussed for setting up fine scale input data for the study of solar
energy systems.

Keywords: fine scale irradiance data, irradiance field, temporal and spatial structure

1. Introduction

With the increasing availability of satellite derived irradiance information, this type of data set is more and
more in use for the design and operation of solar energy systems, most notably PV- and CSP-systems. By
this, the need for data measured on-site is reduced. However, due to basic limitations of the satellite-derived
data, several requirements put by the intended application cannot be coped with this data type directly.

Grid integration studies and studies for systems involving either short-term storage devices (batteries) or
show a sensibility to large power gradients, require data on the generated power - and thus on the irradiance -
with a time resolution as short as one minute or even one seconds. With respect to spatial resolution, for a
reliable modeling of both small and large solar installations, which can cover area from a few square meters
up to square kilometers, respectively, information on the evolution of the area averages of the irradiance as
well as on the inhomogeneity of this field is required. In this regard, the satellite-derived data are currently
confined to a temporal sampling of - at best - a 10-15 min resolution. The spatial resolution is at best in the
kilometer scale (depending on satellite type and data set), presenting spatially averaged information for the
respective area, i.e. the pixel). Thus, in view of the requirements mentioned, the raw satellite information has
to be enhanced in both space and time resolution by additional information to be fully applicable for all
aspects of the system modeling.

2. Approaches
2.1 Enhancing the temporal resolution of irradiance information

The most direct approach concentrates on the temporal information, with the aim to paste synthesized high-
resolution data into the low-resolution original sets. Pre-requisite is an appropriate model for temporal
structure extracted from respective measurements. The models are mostly based on information directly
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extracted from ground measured data. Basic work in this field was done by Skarveit and Olseth 92 by a
detailed analysis of statistical properties of short term (here: down to 1 minute) values of the clears sky
index. Models to describe the probability density function (PDF) and the autocorrelation characteristics of
the sets are identified. Based on this, universally applicable tools to generate appropriate short term time
series of global and diffuse irradiances with pre-described hourly averages have been developed, see e.g.
Remund and Muller 2011. An alternative approach presented by Bright et al. 2015 is based on first
describing the temporal evolution of the cloud cover given in octa and handling the distribution of clear sky
index in dependence of the cloud cover. The temporal evolution of the cloud cover is modelled by a Markov
approach (which could be extended to a spatial field). Fig. 1 gives examples for the resulting time series.

Fig. 1: Examples for daily time series of irradiances at different locations generated by the Bright et all 2015
model (taken from Bright et al. 2015). The mutual correlation of the series is up to now not tested.

Other more direct derivatives of the Olseth and Skartveit 1992 approach developed to cope with the direct
normal irradiance as well are given by e.g. Beyer et al. 2010, Polo et al. 2011 and Fernandez-Peruchena et al.
2015. Fig.2 gives examples for respective daily evolutions of the 1 min. global and direct normal irradiances.

.- — b - g -— - - - s o--

Fig. 2 Examples of daily evolution of global and direct normal irradiance with low (blue) and high (red) time resolution, Upper
row presents measured data, data with high time resolution in lower row are synthetic (taken from Polo et al. 2009).

Validation of these schemes can be done by comparing simulations of the performance of solar energy
systems for real and synthetic input data (see e.g. Beyer et al. 2010). When applying this approach to
spatially distributed systems e.g. CSP-systems limitations are given by the fact, that it has to be assumed that
the system is affected by a homogeneous irradiance field — which in general is not the case. This calls for
additional information on the spatial statistics of the irradiance field.

2.1 Analysis of the spatial structure of the irradiance field based on fleets of point measurements

To gain the information on the time and space structure of the irradiance, dedicated measuring campaigns
had been set up. Early examples as e.g. given by Beyer et al. 1993 and 1994 investigating the space/time
structure of the irradiance field on scales of 100m and 1s respectively. More actual examples are e.g.



reported by Kuszamaul et al. 2010, Sengupta and Andreas 2010, Madhavan et al. 2015. Luger et al 2013 and
Ochsner et al. report on a campaign analyzing both, the small scale structure of the irradiance field covering a
MW scale PV system as measured by fleet of irradiance sensors and the reaction of the PV system. Based on
the set of irradiance data, Luger et al. 2013 propose a method for the reconstruction of the field cased on the
time series of the point measurements and (see figs. 3,4).
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Fig. 3: Generating an irradiance field driven by measurements of a fleet of irradiance sensors. From the cross-
correlation structure of the point data a cloud drift vector is derived. Assuming rigid clouds and an appropriate
interpolation techniquwtime coherent irradiance bands can be constructed (taken from Luger et al. 2013).
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Fig. 4: Consecutive irradiance field situations generated by the method presented by Luger et al. 2013 (taken from
Luger et al. 2013).
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The procedure makes use of the assumption that the temporal evolution of a highly fluctuating irradiance the
field is governed by the movement of shadow casting clouds, and is thus linked to the spatial structure of the
cloud field and its displacement over time.

2.2 Analysis of the space/time structure of the irradiance field based on sky image analyses and models for
the synthetizations of irradiance fields derived

As the structure of the irradiance field is governed by the evolution of the cloud field, the explicit analysis of
cloud field geometry comes into the focus. With information on cloud field geometry and dynamics, the
modulation of the irradiance by this field can be modelled with space and time resolution according to the
resolution of the spatial cloud features.

As data source, ground based cameras proved useful. Fig.5 gives an example for raw and processed sky
images presented by Nitche et al. 2014. The processing used here aimed at the separation of the pixels
containing clouds. This cloud image offers the basis for an analysis of the clouds as two dimensions spatial
structure.

As tool for the structural analysis, the description of the clouds as fractal object proved helpful. The fractal
characterization of the cloud circumference was applied by e.g. Beyer et al. 1996. Based on the fractal
dimension of the cloud circumference for a cumulous cloud field a scheme for the generation of a synthetic
field with similar characteristics was set up. Fig. 6 shows a synthetic cloud shadow band. By assuming a
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cloud drift speed, the shift over a (Generator-) area of interest can be modelled, resulting in a cloud modified
irradiance time series at each point at the ground effected by the cloud field (see Fig. 7 for a single point
series). It could be shown, that the resulting irradiance field can reflect statistical properties of the ground
measured irradiance field (Beyer et al., Hammer and Stolzenburg 1993).

"Processed Sky Image
(TSI software)

Fig. 5: Photographs taken by a sky imager. The image on the right is processed for cloud/clear sky separation.
(taken from Nitsche et al. 2013).

Sky image

Fig. 6: 2D Cloud band generated according to a fractal dimension of the cloud circumference (taken from Beyer et
al. 1993).
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Figure 7: Time series of the irradiance at a point effected by a cloud field as given in Fig. 6.,
drifted across assuming a cloud drift speed circumference (taken from Beyer et al. 1993).

This approach has been taken up by Cai 2014. An irradiance field modulated by a fractal cloud field
generated similar to the abovementioned approach is shifted over a housing area area with high PV
penetration of aprox 2*2 km® extension. Fig.8 gives an example for the cloud band and the resulting shadow
pattern generated here. Fig.8 gives an example for the for the system reaction concerning the PV effected
power at the substation and the voltage reaction of the grid.



Br i aminrd ey

- . - : - . - ‘ - - .‘ - L2 .
@"’t > > ’—T:—a_‘,
* "-" ’... - ‘ s
'z - LE :.' .~ 1] ”‘ — pomy
VAT 5 % » o
K75 gl e
! ] - i t’__‘f“r i ]

AR i LRI L LA N ) LA LI 2 AR _J e LR AL

¥

Fig. 8: A cloud band and resulting shadow pattern a given by Cai 2014. The time marks at the bottom are linked to
the cloud drift speed assumed. The study area is marked by A (taken from Cai 2014).
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Fig. 9: Grid reaction to the passing cloud field. The upper graph the time pattern of the load of the substation

effected by the PV generation, the lower graph gives the respective voltage response (the sharp transitions are
caused by actions of transformer tap changes (taken from Cai 2014).

2.2 Other Methods for cloud field generation stemming

Another scheme for the generation of 2D cloud fields is based on information on cloud fraction, cloud and
gap cords applying of cellular automata is suggested by Alexandow et al.2010. These automata give a
procedure to populate a prescribed mesh with clouds according to the selected distribution properties and can
be applied on various spatial scales. This procedure can be performed in steps of consecutive resolutions.
Fig. 10 shows the result of such process.

X W W v
A

Fig. 10: The generation of a cloud field by a cellular automata scheme as given by Alexandrov et al. 2010. The
resolution of the field increase with iteration (from top left to top right to bottom left to bottom right) (taken from
Alexandrov et al. 2010
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2.3 Methods for the synthetization of 3D cloud fields based on detailed distribution of cloud constituents

Based on detailed information of the structure of cloud fields, as e.g. liquid and ice water content derived
from radar observations the 3D spatial structure of the respective fields can be extracted and be used for the
generation of respective synthetic fields. Kew 2003 has set up a scheme for the generation of cirrus cloud
fields. The model is based on 3D presentation of the spatial power spectral densities of the parameters
inspected. The spectra form the basis of an inverse Fourier transform, which by randomly selected phases
results in a stochastic filed. Fig. 10 shows an example for a 3D field of the ice water content covering
200km*200km with a resolution of 1km. This field generated according to desired large scale properties can
form the basis for detatailed radiative transfer calculations giving a pattern of the irradiance at ground level.

¥ |

Fig. 10: Presentation of a synthetic 3D field of the ice water content (IWC). For demonstration a section is cut
away (taken from Kew 2003).

2,4 A general procedure for the generation of cloud fields with arbitrary optimization goals

A more general scheme for construction of 3D clouds, that can handle various goal values for the statistical
properties of the field is given by Venema 2005. It uses evolutionary algorithms to iteratively modified an
initial field until is statistical properties approach the goal characteristics (e.g. power spectra). In fig.11 two
examples for the outcome of this procedure are given, concerning a 2D field of cloud water content
generated based on 1D measured power spectrum. The panel on the right shows the evolution of a cloud,
constructed based on selected measured statistical cloud properties.



Fig. 11: Outcomes of a procedure of Venema 2005 to modify initial fields iteratively to present prescribed
statistical characteristics. In the left panel a 2D field of cloud water content generated on the basis of a 1D
spectrum is given. The right panel presents the evolution of a 3 D cloud structure by consecutive refining

(starting upper lef) aimed to present selected measured statistical properties (taken from Venema 2005).

3 Conclusion

Over the years a variety of procedures had been developed to generate synthetic high-resolution (e.g.
showing minutely resolution) irradiance time series that can be merged in sets with lower resolution (e.g. the
seies derived from satellite information). For the generation of respective 2D fields, additional information
on the spatial statistics have to be added. For this task most work is done be approaching the spatial structure
of the irradiance field via the analysis of the spatial structure of the cloud field causing the statistical
disturbance of the irradiance field. Various schemes for the generation of 2D cloud fields showing statistical
properties close to the cloud characteristics derived from e.g. sky images. For application key parameters of
the cloud field e.g. the average cloud cover ration must be extractable from the large scale information. New
developments from basic meteorological research more directly tied to the modelling of the cloud physics
offer new ways for an extension to the handling of 3D fields and the application of radiative transfer
calculations to derive detailed spatial information of the irradiance field and, with information on spatial
cloud dynamics (drift), detailed temporal information.
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Abstract

Satellite data is a worldwide available data source, quality in regions with dense networks (eg. Europe, North
America) well known as less data for comparison for central Africa.

Here, analysis of Satellite data source enhanced ground data now offered by Rwanda Environment
Management authority (REMA) network.

REMA has installed around 22 Automatic Weather Stations (AWS) in Rwanda (surface area of Rwanda
~26000 km?). Solar irradiance data are available since end 2013 with a time resolution of Smin. After passing
through a quality check, a first analysis of this data base is done by the investigation of the applicability of
standard models of both, their probability distribution and autocorrelation characteristics performed for
temporal resolutions of 1day, 1h and 15min. As currently time synchronous ground and satellite derived data
sets are missing these data are used here for but a first qualitative comparison to the Satellite derived data
available

Keywords: Solar irradiance, Satellite derived data, Automatic Weather station

1. Introduction

To support planning concerning solar energy application in Rwanda, the quality of local solar resources is
on important decisive. The spatial and temporal distribution of solar radiation resources are needed to be
analyzed. Due to the limitation of available local measurement data of global solar irradiance in some regions
of Rwanda, this problem is sort out by exploitation of the empirical model tools (Museruka and Mutabazi,
2007; Safari and Gasore, 2009) with daily means monthly results, and indirect measurement data sets from
meteorological satellites (PVGIS, 2015) which covering 20 years with a temporal resolution of 15min.
Currently, radiation data from several web services which offer irradiance information for Africa and Rwanda
(PVGIS, 2015; GeoModel, 2013; NASA, 2015). However, each has its own limitation in space-time and
accuracy level for the inspected region is no well-known. In this study, satellite derived irradiance from
Photovoltaic Geographical Information System (PVGIS) has been used. PVGIS gives the hourly pattern of the
average day of the month from the HelioClim-3 database with a temporal resolution of up to everyl5min and
spatial (approx. 5 km) observations. Due to its excellent help and its integration of geographical database of
solar radiation model, PVGIS has been exploited as interactive web for estimating the potential for solar energy
in Rwanda and offers a long time series with daily monthly means of global horizontal irradiance values that
cover the period 1985-2004. As complement, the daily global solar energy with 15-time resolution data
supplied by GeoModel solar, Slovakia (GeoModel, 2013) is available from 2007 to 2012 for Kigali location
and was also analyzed here. Currently, the new data set of solar irradiance at some particular location in wide
variety of real operating environmental condition in Rwanda has been given by Rwanda Environment
Management Authority (REMA), the global solar irradiance data with a high temporal resolution of Smin
(Meteo Rwanda, 2014) in 17 districts of Rwanda where 22 automatic weather stations has been installed and
operated since end of 2013. As the ground data measurement tool, these new automated weather station data
has been analyzed for being a new source for technical assessment of solar energy potential in Rwanda and its

© 2016. The Authors. Published by International Solar Energy Society
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quality is been investigated by a qualitative comparison with the existing satellite derived irradiance data
model. Due to this problem we have propose to explore the similarity between the available global solar data
from AWS and satellite derived irradiance data for Rwanda.

The objective of this paper is thus to give a first comparison of local irradiance provided by automated ground
station data (AWS) versus satellite derived irradiance data for Rwanda

2. Solar radiation components at the ground level

The presented analysis of satellite derived data is based upon the global horizontal irradiance estimated at

inclination of 15° degrees as tilted angle of inclination, fixed at azimuth 0%north) for both PVGIS and
GeoModel. This global solar irradiance (G) received at ground level is taken as a sum of direct irradiance Gy,
diffuse irradiance Gq and ground reflected irradiance G;.
The ground measured data of global tilted radiation used, has been offered by the automatic weather station
installed across the country and they are received from Meteo Rwanda. Due to the incoherent space and time
resolution for these 3 sources data (PVGIS, GeoModel and AWS), the conversion for common resolution has
been done, especially from 5 minutes (AWS data) to 15 minutes (Satellite derived data). In this study, the
correlation for both set data (ground measurement and satellite derived data) was statistically tested by mean
percentage error (MPE %), mean bias error (MBE) and root mean bias error (RMSE) as it is defined by Indira
etal. (2012).

3. Data acquisition of global solar radiation in Rwanda
3.1 Satellite information

Global solar irradiance can be derived from weather satellites measurements. There are many sources of the
global solar irradiance for Africa and including Rwanda such as NASA, NREL/SWERA, PVGIS/HelioClim
and Solar GIS for free or by payment (PV magazine, 2014). The data sources here apply different versions of
the Heliosat method (Hammer et al., 2003; PVGIS, 2015; GeoModel, 2013).

Figure 1 illustrates a map for annual irradiance sum over Rwanda, as given by PVGIS. This map refers to the
average for the years 1994 to 2010.
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Fig.1: Average annual sum of global horizontal irradiation in Rwanda (GeoModel, 2013).

3.2 Surface observation

In 2013, Rwanda Environment Management Authority (REMA) has installed 22 automatic weather stations
with 7 Automatic Weather Station for Hydro-meteorological (AWS-H) Observation located close to water
bodies and 15 Automatic Weather Station (AWS-S) for synoptic observation installed on land (Meteo Rwanda,
2014). As an advantage, some of them are web-based and can be accessed online through Meteo Rwanda's
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authorization. Nowadays, in Rwanda, meteorological data are manually and automatically collected from
weather countywide. The figure 2 represents some positioning of automatic weather station in Rwanda.

Fig. 2: Automatic weather station (AWS) in Rwanda (Meteo Rwanda, 2014).

The AWS offers local weather data (global solar irradiance) with 5 minutes of temporal resolution. These
parameters are often needed for prediction of performance of solar system application. Additionally, each
station for AWS is equipped the weather sensors, for monitoring data that can be used in assessment of current
climate. The some AWS data bases are already containing the information monitored data from October 2013
until today, but some data are missing or incomplete for some AWS.

4. Checking the similarity of satellite derived datan and automated ground station
data

4.1 Comparison of annual and monthly means

At country wide scale, due to the small extension of the country, here should be distinctive latitudinal
gradient of global solar radiation on the territorial surface of Rwanda as represented on figure 1 from PVGIS.
But as at local scale, terrain is the major factor characterizing the spatial distribution of global solar radiation.
The trend of spatial distribution of solar irradiation is characterized by its continuous positive gradient from
West to East region and from North to South region of Rwanda which is corresponding to the negative gradient
of relief in Rwanda. The annual average of global solar radiation has been estimated for some locations from
PVGIS and AWS; the results are represented on the figure 3.
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Fig.3: Annual daily average of global solar radiation from PVGIS (several years) and AWS (2014)



The annual average of the daily global solar radiation sum shows but small differences from station to station
from both sets. It is remarkable that — by showing a similar station to station pattern — the satellite data give
higher values throughout. This difference has to be traced back to be either a result from year to year variations
or from an overestimation error in the satellite data. Table 1 gives the mean absolute MBE and percentage
MPE deviation for various sites.

Table 1: Spatial variation of MPE, MBE and RMSE for data derived satellite (average 1984-2004) and automated ground
station data 2014

Location MBE[MJ/m2/day] MPE[%] RMSE [MJ/m2/day]
Kanombe 1.7 -10.2 2.8
Ngororero 2.6 -17.2 3.7
Gikomero 1.6 -9.9 2.7
Sebeya 2.7 -19.1 3.2
Kinazi 34 -23.8 4.4
Ntaruka 3.2 -23.8 3.9
Rutongo 2.7 -18.1 3.6
Bakokwe 3.2 -21.3 3.8
Kayonza 2.6 -15.9 3.2
Average 2.6 -17.7 3.5

Looking at the month-to month deviations of ground and satellite derived data (table 2, fig.4) it can be
remarked, that the deviations are mostly pronounced in the May to August period. This may give an indication
for a problem in the satellite derived data due to faulty assumptions on the monthly atmospheric turbidity.

Table 2: Monthly values of MPE, MBE and RMSE for satellite derived (multi year average) and automated ground station data

(single year)

Month MBE [MJ/m2/day] MPE [%] RMSE [MJ/m2/Day]
Jan 0.7 -4.9 0.3
Feb 3.0 -21.0 2.7
Mar 2.1 -14.4 1.7
Apr 2.6 -17.0 2.2
May 3.4 -23.7 34
Jun 53 -36.5 8.1
Jul 53 -32.4 8.1
Aug 5.9 -40.8 10.0
Sep 3.4 -22.0 3.4
Oct 0.0 -0.5 0.3
Nov 1.2 -8.4 0.5
Dec -0.9 5.1 0.6

Looking at the analysis of results of table 2 shows that one only month of December the MPE is 5.1 (greater
than 0), means that the data monitored from AWS is greater than data estimated from PVGIS. October presents
a good agreement data for both set of data.

Analyzing the other satellite derived set, which allows for looking at year to year variations gives the same
qualitative result of a positive Bias of the satellite data, being highest in the Mai to September period. The
general overestimation for the satellite derived data again indicates a necessary adjustment of the assumptions
of atmospheric turbidity used by the models.
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Monthly variation of annual dally average of global solar radiation at nearst city,
Kigal, Rwanda
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Fig. 4: Comparison of GeoModel and AWS global horizontal irradiance data on a monthly basis.

4.2. Comparison of cumulative distribution functions.

Based on 15 minutes of resolution available in the GeoModel and the ground station sets the similarity of
the distribution functions of the 15min irradiances can be analyzed

The annual cumulative distributions for one site - Rutongo - is given in figure 11, shown here in the higher
than presentation. The distributions refer to the 2014 ground data set and GeoModel sets for individual days.

e Catitt et _JOOT _GeoModel b it it _2008_Guoddodel —wreCum Sl 2008 GeoModel
s Cotit dlesd. 2010 GoOMobel s it s JO1T_GodRodel ool Coen il 2017 geohlodd
e Cltm et _2014_AWS

Cum.Dist %)

\

f”if“fffﬁ"&@{f F LSS

Range of irradiance [Wm )

Fig.5: Cumulative distribution of global solar irradiance from multiple years GeoModel and 2014 AWS sets (shown here in the
higher-than presentation.
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Fig.13: Histrgram of the 15min irradiances fo the 2014 ground data set (red) and the 2008-2014 satellite derived set (blue).
4.1 Conclusions on data similarity

Whereas the data confirm, that the basic spatial and temporal distribution of the ground measured irradiance
can be reflected by the satellite derived sets, even from this problematic case of not time parallel data sets it
has to be stated, that the quality of the satellite derived data needs improvement. From the error pattern it may
be stated, that that a better representation of the atmospheric turbidity can lead to substantial improvements
here.

5. Conclusions

In this paper a preliminary analysis of the quality of satellite derived irradiance data by using a set of newly
installed ground stations in Rwanda is performed. Within the limitations enforced by the missing of time
parallel data sets a need for the improvement of schemes for the derivation could be pointed out. However,
this proves the value that should be given to this kind of in-situ measurements of the solar resource.
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Abstract

The objective of this study is to find an optimal set of the weights of different typical meteorological year
(TMY) parameters for photovoltaic (PV) power plants operated under hot dry maritime climates. The TMY
datasets are generated for a maximum period of six years, for which there are power output data available
from a PV power station located in Abu Dhabi, United Arab Emirates and equipped with both polycrystalline
silicon and cadmium telluride modules. After determining the typical yield year (TYY) i.e. the months with
the plant yields closest to the long-term averages, the parameter weights that result in the closest month
combination are found. In total, 19 TMY parameters are considered in the study. The TYY-based TMY
parameter weighting approach proposed in this paper reduces the deviations of TMY -based yield estimates
from the multiannual monthly averages as compared to the previously proposed TMY weighting sets. The
resulting locally determined weight sets place approximately two third of the weight on irradiance variables
and one third on parameters that are correlated with plant yield but not with irradiance. On an annual scale,
no major benefit is derived from using the proposed TYY-based approach as compared to the previously
proposed TMY weighting sets. In accordance with the objective, the weighting sets proposed in this study
are expected to suit best the regions characterised by hot dry maritime climates such as the areas around the
Persian Gulf and the Red Sea as well as the coastal regions of Egypt and Libya.

Keywords: typical meteorological year, parameter weighting, photovoltaic power stations, hot dry maritime
climate

1. Introduction

Typical meteorological year (TMY) datasets are widely used to reduce the computation time and storage
requirements when determining the optimal designs for photovoltaic (PV) power stations. In principle, the
TMY datasets for PV plant projects should be constructed based on all the temporally variable parameters
that have an impact on plant performance at the plant site. In addition, the parameters should be individually
weighted based on their order of importance. As the relative differences in the importance of the parameters
are highly location-specific, also the weights applied would ideally be adjusted based on the location.

Due to their abundant solar resource and proximity to major centres of electricity demand, the areas around
the Persian Gulf and the Red Sea as well as the coastal regions of Egypt and Libya possess a large economic
potential for PV power gener